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Abstract 
In this paper, we extend the three-term recurrence relation for orthogonal 
polynomials associated with a probability distribution having a finite moment 
of all orders to a class of orthogonal functions associated with an infinitely di-
visible probability distribution µ  having a finite moments of order less or 
equal to four. An explicit expression of these functions will be given in term of 
the Lévy-Khintchine function of the measure µ . 
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1. Introduction 

It has been known from [1] and [2] that for every probability distribution µ  
with finite moments of all orders, there exits a family of monic orthogonal 
polynomials nP  and a paire of sequences 0 1, ,α α   and 0 1 21, , , 0w w w= >  
satisfying the three-term recurrence relation (or the tri-diagonal Jacobi relation)  

1 0P− =                             (1) 

0 1P =                             (2) 

{ }1 1, : 0,1, 2,n n n n n nxP P P w P nα+ −= + + ∈ =              (3) 

The sequences ( nα ) and ( nw ) are called the Szego-Jacobi parameters of µ . 
The starting point of the quantum probabilistic approach to the theory of 

orthogonal polynomials (OP) is an operator interpretation of the tri-diagonal 
Jacobi relation (3) in terms of Creation, Annihilation and Preservation (CAP) 

How to cite this paper: Rebei, H. and 
Riahi, A. (2018) On the Extension of the 
Three-Term Recurrence Relation to Proba-
bilities Distributions without Moments. 
Journal of Applied Mathematics and Phys-
ics, 6, 588-601. 
https://doi.org/10.4236/jamp.2018.63051 
 
Received: December 18, 2017 
Accepted: February 10, 2018 
Published: March 28, 2018 
 
Copyright © 2018 by authors and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/  

  
Open Access

http://www.scirp.org/journal/jamp
https://doi.org/10.4236/jamp.2018.63051
http://www.scirp.org
https://doi.org/10.4236/jamp.2018.63051
http://creativecommons.org/licenses/by/4.0/


H. Rebei, A. Riahi 
 

 

DOI: 10.4236/jamp.2018.63051 589 Journal of Applied Mathematics and Physics 
 

operators. This allows to associate, in a canonical way, to any random variable 
with all moments commutation relations that generalize the Heisenberg 
commutation relations (corresponding to the Gauss-Poisson class). From the 
mathematical point of view, this approach has led to some new results in the 
theory of OP. 

In order to give this operator interpretation, we shall recall the notion of the 
interacting Fock probability space associated with the measure µ  (See [3] for 
more details). 

Consider an infinite-dimensional separable Hilbert space  , in which a 
complete orthonormal basis { };n nΦ ∈  is chosen. Let 0 ⊂   denote the 
dense subspace spanned by the complete orthonormal basis { }nΦ . 

Given the sequence { },nw n∈ , we associate linear operators ( )0B L± ∈   
given by:  

1 1n n nB w+
+ +Φ = Φ  

0 10, , 1.n n nB B w n− −
−Φ = Φ = Φ ≥  

Its known that B±  are mutually adjoint and the linear subspace 0Γ ⊂  
spanned by the set ( ){ }0 , 0,1, 2,

n
B n+ Φ = 

 is invariant under the action of 
B± .  

The quadruple ( ){ }, ,n n
B±Γ Φ  is called the interacting Fock probability 

space associated with µ . The operators B+  and B−  are called the creation 
operator and the annihilation operators respectively. The linear operator given 
by  

, 0,1, 2,n nN n nΦ = Φ =   

is called the number operator. More generally, with the sequence { }; 1, 2,n nα =  , 
we associate the preservation operator ( )N Lα ∈ Γ  by the prescription  

, 1, 2, .N n n n nα αΦ = Φ =   

Let ( )2 ,L µ   be the space of classes of complex valued, square integrable 
functions w.r.t µ . In the following, we simply denote it by ( )2L µ  and we 
assume that the sub-space ( ) ( )2, Lµ µ⊂  spanned by the polynomial 
functions is dense in ( )2L µ . So that ( )n n

P  is an Hilbertian basis of ( )2L µ . 
In such case, we consider the isomorphism U from Γ  to ( )2L µ  whose its 
restriction on 0  given by:  

{ }*
0 0: , ! , 1, 2, ,n n nU P w P nΦ Φ ∈ =    

where 0 1!n nw w w w=  . Then the U is unitary and we have  

1 1n n n n n nqP P P w Pα+ −= + +  

( ) ( )1 1 1 1! ! ! !n n n n n n n n n nqU w U w w w wα+ + − −⇔ Φ = Φ + Φ + Φ  

( ) ( )1
1 1 1! !n n n n n n n n nw U U qU w U w wα−
+ + −⇔ Φ = Φ + Φ + Φ  

( ) ( )1
n n N n nU U qU U B Bα− + −⇔ Φ = Φ + Φ + Φ  
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( ) ( )1
n N nU qU B Bα− + −⇔ Φ = + + Φ  

1
NU qU B Bα− + −⇔ = + +  

This means that the field operator : NT B Bα+ −= + +  is the 1U − -image of 
the position operator : xq M=  on ( )2L µ  providing, in this way, a new 
interpretation of the recursion relation driving by OP in term of CAP operators. 
Since the random variable with distribution µ  can be identified, up to 
stochastic equivalence ≡ , with the position operator q on ( )2L µ , the previous 
new formulation of the tri-diagonal Jacobi relation in term of the CAP operators 
is called the quantum decomposition of the classical random variable. In fact we 
have seen that  

Nq T B Bα+ −≡ = + +  

This shows that any classical random variable has a built in non commutative 
structure which is intrinsic and canonical, and not artificially put by hands, that 
is a sum of three non commuting random variables. 

This result motivated the apparition of a series of papers [4]-[9] dealing in the 
same context and provided many applications in the theory of quantum 
probability. In the paper [4], a similar result was obtained but for the family of 
random variables having an infinitely divisible distribution (I.D-distribution in 
the following) and having only the moment of the second order. Here, similarity 
means that the quantum decomposition can be obtained also for this family of 
random variables. 

Based on the notion of the positive definite kernel and using the Lévy-Khintchine 
function established for the I.D-distributions, the paper [4] constructed a natural 
isomorphism U from the Fock space ( )( )2L νΓ  over the 2L -space w.r.t the 
Lévy measure ν  to the space ( )2L µ . Then the 1U − -image of the position 
operator q is the field operator  

( ) ( ) ( ) ( )Q A A q E X+ −= + + Λ +q q 1                 (4) 

where q  is the function ( ) ( )( )( ) ( )2: 1t t q t t L ν= ⋅ = ∈ q . See papers [10] and 
[11] in which the operator Q was widely studied. 

In this approach, the construction was not based on the orthogonal 
polynomials sequence associated with µ . But it required only the infinite 
divisibility property, where the Lévy-Khinchine function have played an 
important role. Then one can ask about the analytic form of the relation (4), or 
equivalently the counterpart of the three-term recurrence relation. The only 
obscure point is the existence of such an analogue of the sequence of the 
orthogonal polynomials. Since the hypothesis on moments is not satisfied, such 
a sequence of orthogonal polynomial does exist. But the isomorphism U provided 
us a such chaos-decomposition of the space ( )2L µ . For this reason we ask the 
question if there exist a such analogue for the family of orthogonal polynomial, 
if it is the case it must be a total family of orthogonal functions in the space 

( )2L µ  satisfying a recursion relation similar to the well known for OP. 
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This paper is organized as follows:  
In Section 2, we recall some known facts about the bosonic Fock space and the 

quantum decomposition of classical random variables without moments, having 
I.D-distributions, obtained in [12] [4] and [5]. In Section 3, we compute the 
action of the generalized field operator 1Q U qU−=  on the nth particle vectors 
( ,nQ α ). The main result of this paper will be given in Section 4, so that we 
compute the action of the position operator xq M=  on the orthogonal 
functions ,nE α . This provide such a generalization of the tri-diagonal recursion 
relation for OP. Finally, the explicit form of theses functions will be given. 

2. Preliminaries 
2.1. The Bosonic Fock Space 

Let   be a separable Hilbert space. Let us denote n⊗  (resp. nf ⊗ ) the 
tensor product of n-copies of   (resp. f ∈ ) and let uσ  be the unique 
unitary operator such that  

( ) ( )1 1: ,n n
n nu f f f fσ σ σ

⊗ ⊗→ ⊗ ⊗ ⊗ ⊗     

where nσ ∈S  is a permutation of n-variables.  
Let 0 :⊗ = Φ , were Φ  is the vacuum vector, let  

1: :
! n

n n
nS u

n σ
σ

⊗

∈

= →∑ 

S

   

be the orthogonal projection.  
We define  

( )
=0

: ,n

n

∞

Γ =⊕    

where ( )n n
nS ⊗=  . 

Let us denote  

( )
0

: , .
!

n

n

fExp f f
n

⊗∞

=

= ∈∑   

Then ( ) ( ) ,, f gExp f Exp g e= . Moreover, the set ( ){ }:Exp f f ∈  is 
linearly independent dense in ( )Γ  .  

The bosonic creation and annihilation operators are defined, on the total set  

( ){ }1 1: , ,n
n n nS v v v v⊗ ⊗ ∈ ∈

    

as follows:  
For u∈ ,  

( ) ( )1: nnA u ++ → 

   

( ) ( )1 1 11 ,n n n nS v v n S u v v+⊗ ⊗ + ⊗ ⊗ ⊗              (5) 

and  

( )A u u+ Φ =  
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( ) ( )1: nnA u −− → 

   

( ) ( )1 1 1
1

1 , ,
n

n n i n i n
i

S v v u v S v v v
n −

=

⊗ ⊗ ⊗ ⊗ ⊗ ⊗∑   

      
(6) 

and  

( ) 0,A u− Φ =  

where .̂  denotes omission of the corresponding variable. The preservation 
operator associated with the self adjoint operator T on   is given by:  

( ) ( ) ( )1 1
1

:
n

n n
n n n i n

i
T S v v S v Tv v

=

Λ ⊗ ⊗ ∈ ⊗ ⊗ ⊗ ⊗ ∈∑ 

    
   

(7) 

2.2. The Quantum Decomposition of Classical Random Variables 
with I.D-Distributions 

In this section, we recall briefly, what has been obtained in the paper [4] around 
quantum decomposition of random variables with I.D-distributions and having 
a finite second order moment.  

Let us consider a random variable X with I.D-probability distribution µ  
having a finite second order moment. It is known (see [13]), that the Fourier 
transform of µ  given by 

( ) ( )ˆ e ; ,xx xµ Ψ= ∈                       (8) 

where Ψ  is given by  

( ) { } ( )
2

2
2\ 0

e 1 d ;
2 1

ixt ixtx i x x t x
t

σ
γ ν Ψ = − + − − ∈ + ∫ 

       
(9) 

such that ,γ σ ∈  and ν  is the the Lévy measure of µ . The function Ψ  is 
called the Lévy-Khintchine function or the characteristic exponent associated 
with µ . 

Since the second order moment of µ  is finite, the same result will be true for 
ν , i.e,:  

{ } ( )2

\ 0
d .t tν < +∞∫                       

(10) 

We suppose also that the gaussian part of µ  is null (i.e., 0σ = ). Under 
these conditions, we have the following results: 

The family { }: , eitx
xe t→    of the trigonometric functions is total in 

( )2L µ  and the family of the functions  

( ) : e 1,ixt
xf t x= − ∈                     (11) 

is total in ( )2L ν . 
Then by applying the Araki-Woods-Parthasarathy-Schmidt isomorphism in 

[12] for the infinitely divisible positive definite kernel  

( ) ( ), : e , , ,y xk x y x yΨ −= ∈  

we have proved the following theorem (See [4] for more details and descriptions). 
Theorem 2.1. The unique linear operator U given on the exponential vectors 
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( ){ },xExp f x∈  by:  

( )( ) ( )2 2:U L Lν µΓ →  

( ) ( )( ) ( ): e x
x x xExp f U Exp f eψ−=

                
(12) 

is an unitary isomorphism from the Fock space ( )( )2L νΓ  to ( )2L µ .  
Definition 1. Let q be the multiplication (position) operator in ( )2L µ :  

( )( ) ( ) ( )2: ; ,qf t tf t f L tµ= ∈ ∈  

Define the operator Q on ( )( )2L νΓ  by  
*:Q U qU=  

where U is the isomorphism defined by (12). Since µ  is a finite measure on  , 
the operator q is self-adjoint (see [14] Proposition 1, chapter VIII. 3) and  

e e ,itQ itqU U t∗= ∈  

The operator Q is called the generalized field operator.  
It follows from condition (10) that the total set ( ){ },yExp f y∈  is in the 

domain of Q. Moreover, one has the following theorem: 
Theorem 2.2. Let q  be the function given by  

( ) , .t t t= ∈q  

Then the generalized field operator Q takes the form  

( ) ( ) ( ) ,Q A A q mν ν ν
+ −= + + Λ + 1q q                 (13) 

where ( )m E X= , the expectation of X, and , ,A Aν ν ν
+ − Λ  are the creation, 

annihilation and preservation operators in the Fock space ( )( )2L νΓ  given by 
the prescriptions as in (5)-(7).  

3. The Generalized Field Operator  
3.1. Notations 

We denote by τ  the set of all sequences of non negatives integers with finite 
number of nonzero entries. In the sequel n  (resp. n ) will be interpreted as 
subset of the set τ  (resp. ( )2l  ). Throughout the remain of this paper we 
shall use the following notations: 

For ( ) ( ) ( )2
1 1 1, , , , , , , ,0,0,n n nz z z z l α α α+= ∈ =     and  

( )1, , ,0,0,nβ β β τ= ∈  , 

122
1 1

1
; ; ! ! !n

k n n
k

z z z z zααα α α α
∞

=

= = =∑    

( )1 1
1

, , , ; ;
!n n k

k

ze
α

αα β α β α β α α
α

∞

=

+ = + + = =∑   

The support of such element α τ∈  is defined by  

( ) { }*: : 0jjπ α α= ∈ ≠  

When ( )1 1, , , ,m mg g g g +=    is a sequence of elements of an Hilbert space 
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  and ( )1, , ,0,0,mα α α τ= ∈  , we denote  

1
1: m

mg g g αααα ⊗⊗⊗⊗ = ⊗ ⊗ ∈   

In particular if ( ) 1, , si iπ α =   and nα = , so that α  takes the form  

( )1 2 1
0, ,0, ,0, ,0, ,0, ,0, ,0,0, with ,

s si i i i i nα α α α α α= + + =      

then  

( ) 1

ij j
j

s

j i
j j

g g g
ααα

π α

⊗⊗⊗

∈ =
= =⊗ ⊗  

From [15], we recall the following identity which is the analogue of the 
multinomial Newton formula  

( )
,1

! ,
!n

n

k n
k

ng S g
α τ α

α

α
∈ =

⊗∞
⊗

=

  = 
 
∑ ∑

                 
(14) 

which take place whenever the series 1 jj g∞

=∑  is convergent. 
If   is separable and { } 1k k

g
≥

 is an Hilbertian basis of it, then the set  

( ) ( )!: : ,
!n n

nQ S g n nαα α
α

⊗  = = ∈ 
  

  

is an orthonormal basis of the Hilbert space n , with the convention 0Q = Φ . 
Let { }, 1, 2,j jδ = 

 be the canonic basis of ( )2l  . For α τ∈ , we denote  

( )1 2 1 1: , , , , 1, , , 1, 2,k k k kk kα α δ α α α α α− ++ = + = + =        (15) 

and  

( ) ( ) *
1 2 1 1: , , , , 1, , , .k k k kk kα α δ α α α α α π α− +− = − = − ∈ ⊂      (16) 

Note that if ( )k π α∉ , then kα −  can be defined as in (16), however it is 
not an element of τ , because its kth-entry ( ) 1kkα − = − . In this case, we adapt 
by convention that  

( ) 0.nQ kα − =                         (17) 

Finally, we recall that  

( ) ( ) *! 1 !,kk kα α α+ = + ∈                    (18) 

( ) ( )!! ,
k

k kα
α π α

α
− = ∈

                    
(19) 

3.2. Computation of the Action of the Generalized Field Operator 
on the Basis (Φn)n 

In the remain, we take ( )2L ν=  and we assume that second order moment 

of ν  is finite. Let 1g  be the function given by ( ) ( )
( )1 :
t

g t
ν

=
q

q
, where  

( ) ( )( )
1

2 2: d .t tν ν= ∫q  

Since the set { },xf x∈  is total in ( )2L ν  (See (11)), then  
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{ } { }1: ,xg f x= ∈   is also total. Then by the Gram-Schmidt procedure, we 
construct an Hilbertian basis of it, that is denoted by 

( )1 2, , , ,kg g g g=                        (20) 

Lemma 3.1. If the 4th-moment of ν  is finite then ( ) ( )2
kg Dom q L ν∈ ⊂  for 

all = 1,2,...k .  
Proof. We have  

( )( ) ( ) ( ) ( )
( )( )

( )
22

2 4
1 2

1d d dtqg t t t t tν ν ν
ν ν

= = < +∞∫ ∫ ∫  q q
 

Then ( )1g Dom q∈ . Since { }1, , 1, 2,
jk xg Span g f j∈ =   for all 2,3,k =  , 

then it is sufficient to prove that ( )xf Dom q∈ . 

We have  

( )( ) ( ) ( ) ( )
22 2 2d e 1 d 4 d ,ixt

xqf t t t t t tν ν ν= − ≤ < +∞∫ ∫ ∫  
 

where we have used the condition (10). 

1
,j k j k

k
qg g qg g

∞

=

= ∑
 


 

Proposition 3.1. Let ( ){ }, , : ,nR n n nα α τ α∈ ∈ = ∈ 
 be the orthogonal 

basis of ( )( )2L νΓ  given by  

( ) ( ) ( ) 0
! !: ; : ,
! !n n n

n nR Q S g Rαα α
α α

⊗= = = Φ  

where ( )1 2, , , ,kg g g g=    is the basis given by (20). Then we have  

( ) ( ) ( )( ) ( )1
1

1
1

1n nA R R
n

ν α
α α+

+

+
= +

+

q
q

              
(21) 

( ) ( ) ( ) ( )1 1n nA R nRα ν α−
−= −q q                 (22) 

( ) ( ) ( )
( )

( ) ( )
1,

1 ,n n k k j n
j k k j

q R s R g qg R j kα
π α

α α α α
∞

∈ ≥ ≠

Λ = + + − +∑ ∑
   

(23) 

where ( ) ,j j jjs g qgα π α α∈
=∑ . 

Remark 1. Note that the relation (22) still true in the case when ( )1 π α∉  
with convention that ( )1 1 0nR α− − = .  

Proof. From (5), we have  

( ) ( ) ( )( ) ( )
( ) ( ) ( )

( ) ( ) ( )

( ) ( )

( ) ( )( )

1

1

1

1 1

1
1

!
!
! 1

!
! 1

!

n n

n

n

n

n

A R A g R

A g R
n A g S g

n n S g g

n n S g

α

α

α

α ν α

ν α

ν
α

ν
α

ν
α

+ +

+

+ ⊗

⊗
+

⊗ +
+

=

=

=

+
= ⊗

+
=

q q

q

q

q

q
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( ) ( )
( )

( )
( )

( )( )

( ) ( )
( ) ( )

( ) ( )
( ) ( )

( )( ) ( )

1
1

1

1
1

1
1

1 ! 1 !! 1
! 1 ! 1 !

1 !! 1 1
! 1 !

1 !! 1 1
! 1 !
1

1 .
1

n

n

n

n

nn n S g
n

n n R
n

n n R
n

R
n

αα
ν

α α
α

ν α
α

α α
ν α

α
ν α

α

⊗ +
+

+

+

+

+ ++
=

+ +
++

= +
+
++

= +
+

+
= +

+

q

q

q

q

 

This prove (21). 
From (5), we have  

( ) ( ) ( )( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( )

( )

( )( )

1

1

1

1 1

!
!
! 1 ,
!

n n

n

n

j
j j n

j

A R A g R
A g R
n A g S g

n g g S g
n

α

α

π α

α ν α
ν α

ν
α

ν α
α

− −

−

− ⊗

⊗ −
−

∈

=
=

=

= ∑

q q

q

q

q

       

(24) 

Here, we have two cases: 
If ( )1 π α∈ , then (24), becomes 

( ) ( ) ( )( )

( ) ( )
( ) ( )

( ) ( )

1
1 1 1 1

1 1

1

! 1( ) ,
!

1 !! 1 1
! 1 !

1

n n

n

n

nA R g g S g
n

n R
nn

nR

αα ν α
α

α
ν α α

α

ν α

⊗ −−
−

−

−

=

−
= −

−

= −

q q

q

q           

(25) 

If ( )1 π α∉ , then 1, 0jg g =  for all ( )j π α∈ . Therefore (24) gives  

( ) ( ) 0.nA R α− =q  

But in view of (17), we have ( )1 1 0nR α− − =  which gives that the relation (25) 
sill true. Hence (22) is proved. 

Now, it remains to justify (23). From (7), we get  

( ) ( )
( )

( )( )! .
!

j
n j n j

j

nq R S qg g α

π α
α α

α
⊗ −

∈

Λ = ⊗∑
            

(26) 

Since ( )2
jqg L ν∈ , then it can be written as follows:  

1
,j k j k

k
qg g qg g

∞

=

= ∑  

Using the fact that nS  is bounded, the Equation (26) becomes  

( ) ( )
( )

( )( )

( )

( )
( )

( )( )

( )
( ) ( )

1

1

1

! ,
!

! !,
! !

! ,
!

j
n j k j n k

j k

j j
k j n k

j k

j
k j n

j k

nq R g qg S g g

j k ng qg S g g
j k

j k g qg R j k

α

π α

α

π α

π α

α α
α

α α
α α

α
α α

α

∞
⊗ −

∈ =

∞
⊗ −

∈ =

∞

∈ =

Λ = ⊗

− +
= ⊗

− +

= − + − +

∑ ∑

∑ ∑

∑ ∑
 

(27) 
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But we have for ( )j π α∈ ,  

( )
( )1 !

, ;
!

!, .

k

j

k j
j k

k j

α α
α α

α

 +
≠− + = 

 =                

(28) 

Then (27) becomes  

( ) ( )
( )

( ) ( )

( )
( )

( )
( ) ( )

( )
( )

1,

1,

1 !
,

!

! ,
!

1 ,

,

jk
n k j n

j k k j j

j
j j n

j

k k j n
j k k j

j j j n
j

q R g qg R j k

g qg R

g qg R j k

g qg R

π α

π α

π α

π α

αα α
α α

α α
α

α α
α
α α

α α

∈ ≥ ≠

∈

∈ ≥ ≠

∈

+
Λ = − +

+

= + − +

 
+   
 

∑ ∑

∑

∑ ∑

∑

 

This ends the proof.  
Corollary 3.1.1 The action of the generalized field operator Q on the basis 
( ){ }; ,nR nα α  is given as follows:  

( ) ( )( ) ( ) ( ) ( ) ( ) ( )

( )
( ) ( )

1
1 1

1,

1
1 1

1
1 ,

n n n n

k k j n
j k k j

QR R m s R nR
n

g qg R j k

α

π α

ν α
α α α ν α

α α

+ −

∈ ≥ ≠

+
= + + + + −

+

+ + − +∑ ∑

q
q

 

(29) 

Proof. A straightforward computations.  

4. Orthogonal Functions and Generalization of the 
Three-Term Recurrence Relation 

In this section, we give the action of the multiplication operator q on the 
functions  

( )( ), : , , , .n nE U R n nα α α τ α= ∈ ∈ = ∈   

Then we deduce the generalization of the three-term recurrence relation in 
term of the orthogonal functions ,nE α . 

Since U is unitary from ( )( )2L νΓ  to ( )2L µ  and ( ){ }nR α  is an 

orthogonal basis of ( )( )2L νΓ , the family ( )( ){ }, , ,n nE U R nα α α=  is an 

orthogonal basis of ( )2L µ .  

Theorem 4.1 Let ( ) ( )( )2 2: n
nL U Lµ ν=   and let nD  be the diagonal 

operator from ( )2
nL µ  to itself given by  

( )
( )

( ), ,
1,

: 1 , .n n k k j n j k
j k k j

D E g qg Eα α
π α

α − +
∈ ≥ ≠

= +∑ ∑  

Then for all , ,n nα τ α∈ ∈ = , we have  

( )( ) ( ) ( ) ( )1
, 1, 1 , 1, 1 ,

1
1n n n n n nqE E m s E nE D E

nα α α α α α

ν α
ν+ + − −

+
= + + + +

+

q
q

  
(30) 

Remark 2. Since U is unitary and the basis ( ){ }, , ,nR n nα α τ α∈ ∈ =
 is 
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orthogonal, then ( )( ){ }*
, , , ,n nE U R n nα α α τ α= ∈ ∈ =  is an orthogonal 

basis of ( )2L µ . Moreover, the chaos decomposition of the Fock space 
( )( )2L νΓ  induces the following chaos-decomposition of the space ( )2L µ   

( ) ( )2 2

0
.n

n
L Lµ µ

∞

=
=⊕  

Now comparing the relation (30) with (3), the only difference is the apparition 
of a corrective expression ( ),n nD E α  in (30) which is in the nth chaos. In the case 
when it is null, (30) will be exactly the well-known tri-diagonal recurrence 
relation (3). In this sense the relation (30) can be interpreted as a generalization 
of the three term recurrence relation. Here, the monic orthogonal polynomial 
sequence is replaced by a double-entries sequence of orthogonal functions 
parameterized by n∈  and α τ∈ . In addition to the infinite divisibility 
property, this generalization require only the existence of the second and fourth 
order moments of µ .  

Proof. From relation (29), we deduce that  

( )( ) ( ) ( )( ) ( )
( )( ) ( ) ( ) ( ) ( ) ( )

( )
( ) ( )

( )( ) ( )( ) ( ) ( )( )
( ) ( )( )

( )
( ) ( )( )

*
,

1
1 1

1,

1
1

1
1,

1
1 1

1

1 ,

1
1

1
1 1 ,

n n n CP n

n n n

k k j n
j k k j

n n

n k k j n
j k k j

qE qU R U U qU R UQ R

U R m s R nR
n

g qg R j k

U R m s U R
n

nU R g qg U R j k

α

α

π α

α

π α

α α α

ν α
α α ν α

α α

ν α
α α

ν α α α

+ −

∈ ≥ ≠

+

−
∈ ≥ ≠

= = =

+
= + + + + −

+


+ + − + 


+
= + + +

+
+ − + + − +

∑ ∑

∑ ∑

q
q

q

q

 

( )( ) ( ) ( )

( )
( )

( )( ) ( ) ( ) ( )

1
1, 1 , 1, 1

,
1,

1
1, 1 , 1, 1 ,

1
1

1 ,

1
1

n n n

k k j n j k
j k k j

n n n n n

E m s E nE
n

g qg E

E m s E nE D E
n

α α α α

α
π α

α α α α α

ν α
ν

α

ν α
ν

+ + − −

− +
∈ ≥ ≠

+ + − −

+
= + + +

+

+ +

+
= + + + +

+

∑ ∑

q
q

q
q

 

Proposition 4.2. We assume that µ  is continuous w.r.t the Lebesgue 
measure with Radon-Nikodym derivative ρ . Then for all n∈  and α τ∈ , 
one has  

( ) ( )( )( )1
,

! e ,
!n
nE

αψ
α υ

α ρ
⋅−= ⋅

                  
(31) 

where,  

( ) ( ) ( )2
1 2 3: , , , , , ,x x xx g f g f g f lυ = ∈   

Proof. Since { }*,kg k∈  is an Hilbertian basis of ( )2L ν  and ( )2
xf L ν∈ ,  

1
, , ,x k x k

k
f g f g x

∞

=

= ∈∑   

https://doi.org/10.4236/jamp.2018.63051


H. Rebei, A. Riahi 
 

 

DOI: 10.4236/jamp.2018.63051 599 Journal of Applied Mathematics and Physics 
 

where the series converge in ( )2L ν . It follows, from the multinomial Newton 
formula (14), that  

( )( )( )
( )( ) ( )

( )( ) ( )

1

,

,

,

,

!
!

!
!

,

n
n

x k x k
k

n
n

n
n

n
n

f g f g

n S x g

nx S g

x R

α α

α τ α

α α

α τ α

α

α τ α

υ
α

υ
α

υ α

⊗∞
⊗

=

⊗

∈ =

⊗

∈ =

∈ =

 =  
 

=

=

=

∑

∑

∑

∑

 

where  

( ) ( ) ( ) ( )2
1 2 1 2 3: , , , , , , , ,x x xx g f g f g f lυ υ υ= = ∈    

This implies that  

( )
( )( ) ( )

0 0 ,

1
! !

n
x x n

n n n

x
Exp f f R

n n

α

α τ α

υ
α

∞ ∞
⊗

= = ∈ =

= =∑ ∑ ∑  

From the definition of U, we get  
( ) ( )( )
( ) ( )( ) ( )( )

( ) ( )( )
0 ,

,
0 ,

e

e
!

e ,
!

x
x x

x
n

n n

x
n

n n

e U Exp f

x
U R

n

x
E

n

ψ

α

ψ

α τ α

α

ψ
α

α τ α

υ
α

υ

∞

= ∈ =

∞

= ∈ =

=

=

=

∑ ∑

∑ ∑

 

which is the decomposition of xe  in the basis { }, , ,nE nα α τ∈ ∈
. Then  

( ) ( )( )

( ) ( )( )

( ) ( )( )

( ) ( )( )

, , ,
0 ,

2
,

, , e
!

e
!

!e
!!

! e .
!

x
n x n m

m m

x
n

x

x

x
E e E E

m

x
E

n

x n
n

n x

β

ψ
α α β

β τ β

α

ψ
α

α

ψ

αψ

υ

υ

υ
α

υ
α

+∞

= ∈ =

=

=

=

=

∑ ∑

 

On the other hand, we have  

( ) ( ) ( ) ( ), , ,, e d e d .ixt ixt
n x n nE e E t t E t t tα α αµ ρ= =∫ ∫ 

 

This implies that  

( ) ( ) ( ) ( )( ),
!e d e
!

xixt
n

nt E t t x
αψ

αρ υ
α

=∫  

or equivalently  
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( )( ) ( ) ( )( ),
! e ,

!
x

n
nE x x

αψ
αρ υ

α
=  

where   denotes the Fourier transform on ( )1L ν . Note that the function 

,nE αρ  belongs to the space ( )1L ν . It follows that  

( ) ( )( )1
,

! e
!n

nE
αψ

αρ υ
α

⋅−  
= ⋅  

 


 
 

which is equivalent to  

( ) ( )( )( )1
,

!
!n
nE e

αψ
α υ

α ρ
⋅−= ⋅ ⋅  

5. Conclusion 

The infinite-divisibility of the distribution µ  gives rise to the Kolmogorov 
isomorphism U, which was the principal bridge between the Fock space 

( )( )2L νΓ  and ( )2L µ  transforming, in such canonical way, the quantum 
decomposition identity to the tri-diagonal recurrence relation. 
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