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Abstract 
As fate and transport of air emissions from animal housing systems is of in-
creasing concern, dispersion models have become commonly used tools to es-
timate the downwind concentrations of pollutants at certain locations sur-
rounding the animal production farms. In application of Gaussian dispersion 
model for downwind concentration predictions of animal housing emissions, 
unknown plume rise (△h) and plume shape of the horizontally emitted 
plumes from animal housing systems have been vital weak points challenging 
the accuracy of the model predictions. This paper reports an inverse AERMOD 
modeling study to derive the plum rises of PM10 emissions from mechanically 
ventilated egg production houses based upon field measurements of PM10 
emission rate, downwind concentrations, and meteorological conditions. In 
total, 87 hourly plume rises were found for 20 days (five days per season for 
four seasons, from fall 2008 to summer 2009). The mean plume rises for fall 
2008, winter 2008, spring 2009 and summer 2009 were 16.2 m (SE = 11.2 m), 
7.9 m (SE = 9.5 m), 16.5 m (SE = 12.4 m), and 14.3 m (SE = 10.0 m), respec-
tively. The relationships between plume rises and various factors were tested. 
While the diurnal patterns of the plume rises were not consistent among dif-
ferent selective days, they generally followed the diurnal patterns of house 
ventilation rates. Plume rise for weekends were significantly higher than those 
for weekdays in fall. Multiple linear regression showed a significant positive 
relationship (p = 0.0134) between wind speed and the plume rises. Ambient 
relative humidity and total volume flow were also found to be slightly (p = 
0.171 and 0.217, respectively) related to the plume rises. 
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1. Introduction 

Animal feeding operations (AFOs) emit significant amount aerial pollutants, 
contributing to the elevated air pollutant concentrations in the vicinity areas 
[1]-[9]. Although air emissions from AFOs are of great environmental concern in 
the United States (U.S.), application of the current National Ambient Air Quality 
Standards (NAAQS) is challenged due to lack of knowledge about air dispersions 
of AFO air emissions. Fate and transport of air emissions from AFO facilities have 
become a growing political and environmental concern [10] [11] [12].  

In the studies of AFOs air emissions, atmospheric dispersion models are often 
used to predict downwind concentrations of the emitted pollutants [13]-[19], or, 
to derive emission rates through inverse modeling [20]-[26]. Among various 
types of dispersion models (e.g., Box models, Gaussian models, Lagrangian and 
Eulerian models, and CFD model) [27], Gaussian plume models are the most 
widely used for numerically describing dispersion of air emissions from different 
types of sources (e.g., point, line, area, volume; or, industrial stacks versus agri-
cultural operations; etc.) [28] [29] [30] [31]. In application of the Gaussian dis-
persion models, knowledge about plume-rise is required for simulating the dis-
persion of the plume and calculating the concentrations at downwind locations 
[28] [32] [33] [34]. By definition, plume rise is the rise of the dispersing plume 
centerline above its original emission source height (i.e., the physical stack 
height). In the literature, dispersion plume rises from various emission sources 
have been experimentally studied [35]-[42] and several plume rise models were 
developed from observations of emission plumes from industrial stacks (Figure 
1(a) & Figure 1(b)) with both vertical momentum and thermal buoyancy [32] 
[43] [44] [45] [46] [47]. In modern animal production houses, mechanical ven-
tilation systems are used to create optimal growing conditions for animals. Aeri-
al pollutants from those houses are usually released through ventilation fans at 
ground level and horizontal positions or positions slightly tipping downwards 
(Figure 1(c)). There is no actual emission “stack”, nor is there upward vertical 
velocity. As a result, the current plume rise models do not apply for AFO air 
emission dispersion modeling. Unknown plume-rise and plume shape (i.e., ho-
rizontal and vertical plume spread parameters) are vital weak points challenging 
the accuracy of the Gaussian model predictions. 

 

 
Figure 1. Visual comparison of various emission plumes. (a) Power plant stacks, Source: 
http://www.epa.gov/airmarkets/participants/monitoring/index.html; (b) Industrial stack; 
(c) Emission plume from two tunnel ventilated poultry houses (image by Wang-Li). 
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As a preferred regulatory air dispersion model of the U.S. Environmental 
Protection Agency (EPA), AERMOD was developed by the American Meteoro-
logical Society (AMS) and EPA Regulatory Model Improvement Committee 
(AERMIC) in early 1990’s. This AERMIC Model (i.e., AERMOD) was a re-
placement of the previous regulatory model ISCST3. Like ISCST3, AERMOD is 
a Gaussian-based model that incorporates advanced understanding of the 
boundary theory and turbulence with inclusion of terrain interactions [48] [49] 
[50]. In AERMOD, at stable conditions, the plume dispersion is treated as Gaus-
sian distribution in both vertical and horizontal directions; the plume rise is de-
termined by Briggs equations [48] [49] that takes temperature and wind changes 
above stack top into consideration. At unstable conditions (convective condi-
tions), the plume dispersion is treated as Gaussian distribution in horizontal di-
rection and as bi-Gaussian probability distribution in vertical direction; the 
plume rise is determined using convective plume rise formulations that account 
for convective updrafts and downdrafts [48] [49]. Although AERMOD is far 
more advanced than other Gaussian-based models, it still shares the deficiency 
in assessing the plum rise for emission sources with ground level and horizontal 
emission characteristics as it is of animal housing emission. Since AERMOD has 
been adopted by the State Air Pollution Regulatory Agencies (SAPRAs) to pre-
dict downwind concentrations or to derive emission rates through inverse mod-
eling, and/or to compile emission inventories for agricultural emission sources, 
it is essential to develop understand the dynamics of the plume rises of agricultural 
air emissions as impacted by the production practices and atmospheric conditions. 
Therefore, the objectives of this research were to apply inverse-AERMOD to de-
rive the plume rises of animal house air emissions using field measurements of 
particulate matter (PM) emissions and downwind concentrations; and to identi-
fy the impacts of various factors on plume rises from the animal houses based 
upon the inverse-AERMOD results and the field observations. 

2. Materials and Methods 

In this study, plume rises for animal housing systems were predicted using in-
verse AERMOD approach. The PM10 dispersion from a commercial egg produc-
tion farm was modeled based upon measured emission rates. The plume rises for 
the source types (i.e., ventilation types) were adjusted and the results of model 
predicted hourly downwind PM10 concentrations were compared with field ob-
servations at four ambient stations in the vicinity. When the model prediction 
agreed with the field measurement within ±20% relative difference, the plume 
rise for that given hour was considered valid. In total, 480 hourly PM10 data for 
four seasons with five days per season for four seasons were selected for this 
modeling study. 

2.1. The Egg Production Farm and the PM10 Monitoring Station 

The PM data collection was conducted on a commercial egg production farm in 
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North Carolina. As shown in Figure 2, this farm consisted of nine layer houses 
and an egg packing building. Based on the house type and ventilation type, the 
production houses were grouped into (1 tunnel ventilated high-rise layer houses 
(houses 1 - 4); (2 cross ventilated high-rise layer houses (houses 5 - 6); and (3 
naturally ventilated shallow pit layer houses (houses 93, 102 - 103). In the 
high-rise houses, laying hens were caged on the second floor in 6 rows (houses 1 
- 4) or 8 rows (houses 5 - 6) and manure was stored in the first floor and was 
completely cleaned out once a year. In the naturally ventilated houses, hens were 
caged in 4 tires and manure was flushing out to lagoons twice a day. The dimen-
sions of the houses are listed in Table 1.  

The tunnel ventilated houses used 17 belt-driven ventilation fans (upper 8 and 
lower 9, 1.22 m in diameter) on end wall of each house (Figure 3). The cross- 
ventilated houses had 27 belt-driven ventilation fans (1.22 m in diameter) ar-
rayed on each side wall of each house (Figure 3). The naturally ventilated had 
curtain openings on the side walls, and twenty winter vents evenly distributed on 
the building ridge.  

The PM concentrations were monitored at 5 locations, of which one was the 
in-house monitoring station (ST1 in Figure 2) and 4 were ambient monitoring  

 

 
ST1 = station 1 (inside the house 4); ST2 = station 2; ST3 = station 3; ST4 = station 4; ST5 = station 5 

Figure 2. The egg production farm layout and the PM10 monitoring stations [51]. 
 

Table 1. Building information of the production houses. 

House Length (m) Width (m) Height (m) Ventilation type Hen population 

1 - 4 176.8 17.8 
5.5 (eave) 
8.4 (ridge) 

Tunnel ~96,000 per house 

5 - 6 176.8 21.0 
5.5 (eave) 
8.4 (ridge) 

Cross ~130,000 per house 

102 - 103 152.4 17.8 
3.0 (eave) 
5.5 (ridge) 

Nature ~70,000 per house 

93 107.0 17.8 
2.5 (eave) 
5.0 (ridge) 

Nature ~30,000 per house 
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Figure 3. Illustration of the fans in tunnel-ventilated houses (top) & a cross-ventilated 
house (bottom). 

 
stations (ST2-5 in Figure 2). The ST1 was designed to measure in-house PM 
concentration for determination of PM emission rate from the tunnel ventilated 
houses, whereas ST2-5 were designed to simultaneously measure downwind and 
upwind PM concentrations. Also, there is another PM monitor at the ventilation 
air inlet of house 4, measuring the background PM concentrations of the house 
inlet air. At each PM monitoring station, one tapered element oscillating micro-
balance (TEOM) equipped with a federal reference method PM10 sampling head 
was used to take continuous PM10 measurements [5] [51]. A 10 m weather tower 
with sensors for solar radiation, wind speed and direction, ambient temperature 
and relative humidity (RH) were used to take onsite meteorological measure-
ments at one minute interval.  

In this study, dispersion modeling was conducted based upon hourly mea-
surement data for four periods with each period having consecutive five days 
from fall 2008 to summer 2009. Dates with rainfall, snowfall or other unusual 
conditions (e.g., instrument calibration dates) were excluded. The selection of 
the five days was set to be the periods with the least data points being excluded. 
In total, 435 valid hours were finally selected for the modeling practices. 

2.2. AEROMOD Simulation 
2.2.1 PM10 Emission Rate Determination 
For tunnel-ventilated houses, the PM10 emission rate (ER) of house 4 was calcu-
lated based upon field measurements of PM10 concentration and house ventila-
tion rate using Equation (1) [5] The ERs from other three tunnel houses (1 - 3) 
were assumed to be the same as it from the house 4 since these four houses were 
identical in building configurations, ventilation system controls, production 
management practices, and hen types/ages/populations 

ER C Q= ⋅                           (1) 

where 
ER = emission rate of the PM10, μg s−1 
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C = PM10 concentration at the source (ST1), μg m−3 
Q = ventilation flow rate of individual fan, m3 s−1 

For cross-ventilated houses, since they shared the same production manage-
ment practice with the tunnel-ventilated ones, also because they housed 2 addi-
tional row of caged laying hens as compared to the tunnel houses (8 rows versus 
6 rows), the emission rate of cross-ventilated ones were assumed to be 8/6 times 
the emission rate of tunnel-ventilated houses. 

For naturally ventilated houses, the ERs would be much less because of wet 
base manure management practice. Thus, it was assumed that the PM concen-
trations were 80% of the PM concentrations at the first floor of the tunnel venti-
lated houses for spring, summer and fall times. The ventilation of naturally ven-
tilated houses was basically through the curtains on the side walls. The air flow 
velocity (V) was assumed to be the same as the wind speed vector in the direc-
tion perpendicular to the side walls of the naturally ventilated houses. The cur-
tains were assumed to be fully opened for summer times, half opened for spring 
and fall times and fully closed in winter times. For winter times, the 20 ridge 
vents of the houses 102 & 103 were of the exhausts for air emissions. The house 
93 did not have vents on the ridge, the emission from this house was insignifi-
cant in winter times, therefore, the ERs from houses 102 and 103 in winter times 
were computed by the following equation: 

. 1 2 3 .nat tunER f f f ER= ⋅ ⋅ ⋅                      (2) 

where 
f1 = factor due to wet base = 0.8 
f2 = factor due to ventilation = 0.4 
f3 = factor due to population = 70,000 hens in house 102 & 103/96,000 hens in 

house 4 
ERtun = total emission rate in tunnel ventilated house, ug s−1 

2.2.2. Source Inputs 
Each fan in the mechanical ventilation systems was considered as an individual 
horizontal point source. The emissions from side wall curtains of the naturally 
ventilated houses in spring, summer and fall were considered as area sources; 
whereas in winter time the 20 ridge vents were considered as 20 capped point 
sources for houses 102 and 103. The stack heights and stack diameters of point 
sources were determined based upon the fan diameter and locations (Table 2).  

 
Table 2. Stack heights and stack diameters for point sources. 

Source description Stack height (m) Stack diameter (m) 

Fans on the first floor of house 1 - 4 1.35 1.22 

Fans on the second floor of house 1 - 4 3.84 1.22 

Fans of house 5 - 6 1.35 1.22 

Vents of house 102 & 103 5.5 1.54[a] 

[a]Rectangular vents with an area of 1.86 m2. A stack diameter of 1.54 m was used as it provides a same area. 
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The stack velocities for horizontal point sources were computed by Equation (3): 

2

4

s

V Q
Dπ

= ⋅                          (3) 

where Ds = the stack (fan) diameter 
Q = ventilation flow rate of individual fan, m3 s−1 

For naturally ventilated houses, the dimensions of the opening of the curtains 
were the dimension of the area source. For capped point sources, the stack ve-
locities were assumed to be the same as wind velocities; for area sources, the exit 
velocities were assumed to be the wind velocities in the direction perpendicular 
to the side walls. 

2.2.3. Plume-Rise Prediction 
After completion of all the input files, hourly AERMOD simulations were con-
ducted to derive plume rises for the selected data periods specified in Table 3. 
These hourly simulation followed the processes in the following diagram.  

In Figure 4, the RD was compute by comparing the model predicted data 
(∆Cp) with the field measurements (∆Cm) using Equation (4): 

 
Table 3. Data periods selected for modeling PM10 dispersion to derive plume rises 
through inverse AERMOD method. 

Season Year Date period 

Fall 2008 October 11-15 

Winter 2008 February 4-8 

Spring 2009 April 12-13 & April 16-18 

Summer 2009 June 18-22 

 

 
RD: relative difference between model production and field measurement; ∆Cm: measured PM10 
concentration at the receptor (downwind minus upwind); ∆Cp: modeled PM10 concentration at the 
receptor; ∆h: plume rise.  

Figure 4. Flow chart of inverse-AERMOD modeling in predicting plume rises [52]. 
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2.3. Data Analysis 

After all the hours were run and the ∆hs were determined, seasonal, diurnal and 
weekly changes of plume rises were then analyzed. As the magnitude of plume 
rises may be affected by wind direction, wind speed and the temperature differ-
ences between ambient and the emission plume flow, these factors were chosen 
for multiple linear regression analysis. Also, the cloud cover and solar radiation 
were closely related to the stability class of the ambient environment, and were 
thus taken into consideration as influencing factors (predictors). Since momen-
tum and thermal buoyancy had been the most important factors affecting plume 
rises, the total volume flow of the exhaust fans was then chosen to represent the 
momentum of the source. After selecting the possible factors affecting plume 
rises, a multiple linear regression analysis was conducted to identify the signi-
ficance of each selected factor. 

3. Results and Discussion 

Out of the 435 hourly model runs, 87 valid plume rises were found. The reasons 
that the rest of the hours were not able to give out a plume rise value are (1) the 
∆Cm for that hour was negative, meaning that the measured PM concentration 
of any possible downwind station was lower than the upwind station; (2) RD> 
20%. 

3.1. Seasonal Variations of the Plume Rise 

Based on the prediction, all plume rises in each season were averaged and com-
pared to see if the seasons would affect the magnitude of the plume rises (Table 
4). The plume rises of spring and fall were higher than the other two seasons. In 
winter time, the average plume rise was much lower than other three seasons. 
This is probably because in winter times, the ventilation rate was not as high as 
other seasons. In addition, only 15 valid plume rises were obtained for winter 
time, among which only three hours were from daytime emissions, the plume 
rises may be affected by diurnal pattern. The average of these 15 plume rises may 
not well represent the seasonal mean. For summer time, as the thermal buoyan-
cy was small due to small temperature differences between emission source and 
ambient air, the main plume rises were mainly due to the ventilation. However, 
despite the fact that summer had the highest ventilation rate, the plume rise in 
summer 2009 was not as much as those in fall 2008 and spring 2009. The plume 
rises for summer times need to be further investigated. 

The standard errors in Table 4 show that in spring and fall, the variation of 
plume rises is the highest. This is probably because of the high variation of house 
ventilation in response to the fluctuation of in-house temperature. Change of 
ventilation rate may cause the plume rise to change. On the other hand, in  
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Table 4. Mean plume rises by seasons. 

Seasons Fall 2008 Winter 2008 Spring 2009 Summer 2009 

# of valid plume rises 20 15 33 19 

Avg. plume rises (m)* 16.2a 7.9b 16.5a 14.3c 

Standard error (m) 11.2 9.5 12.4 10.0 

Avg. ventilation (m3 s−1) 1421 324 1033 2277 

Avg. ΔT (˚C) 4.6 18.5 9.0 1.5 

*Means with different letters are significant at 0.05. 
 

 
Figure 5. Diurnal variation of the plume rises. 

 
summer and winter, the ventilation rate is relatively stable (either reached maxi-
mum ventilation in summer, or stayed at minimum ventilation rate in winter), 
leading to smaller standard errors for plume rises.  

3.2. Diurnal Variation of the Plume Rise 

To investigate diurnal variations of the plume rise, the plume rises and the time 
of a day were sorted together from earlier of the day till the latest ones. The 
plume rises were then grouped by each two hours from 0:00 to 23:00 and aver-
aged within each group. In results, 12 mean plume rises were obtained and 
shown in Figure 5. As it can be seen, the lowest plume rise appeared at 2:00-3:00 
or 18:00-21:00, the highest plume rise appeared at 8:00-9:00. There was no ob-
vious diurnal impact on the plume rises by sorting the whole set of data. This 
was probably because that as the weather changed for different seasons, the ven-
tilation varied, thus changing the diurnal patterns. Diurnal results seemed to in-
dicate that the time when the peak plume rise appeared may be a matter of other 
parameters such as ventilation.  

To analyze the response of the plume rises to the house ventilation, both ven-
tilation rates and the plume rises for two representative dates were plotted in 
Figure 6 & Figure 7. In general, the plume rises responded to the ventilation 
rates well. The higher the ventilation rate was, the higher the plume rise occurred.  
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Figure 6. Diurnal variations of the plume rise and ventilation rate on October 11, 2008. 

 

 
Figure 7. Diurnal variation of the plume rise and ventilation rate on April 16, 2009. 

 
Pearson’s correlation coefficients (ρ) tests were also applied for the two days. For 
October 11, 2008 (Figure 6), the relationship between ventilation and plume 
rises is quite firm (ρ = 0.9766) and the diurnal pattern of the plume rise followed 
very well with the diurnal pattern of the ventilation rate. For April 16, 2009, 
however, the relationship between the two was very poor (ρ = 0.4391). Although 
it seems high plume rises occurred at high ventilation rate, the plume rise was 
abnormally low at 16:00 on April 16, 2009 while the ventilation rate was not. A 
careful check of all possible related parameters at that hour was conducted for 
explanation. It was discovered that, except for the ranking of PM10 concentration 
levels among the four ambient stations, other factors (parameters) were not sig-
nificantly different from the hourly data before and after this specific hour. At 
15:00, 17:00 and even 14:00 of that day, the PM10 concentrations of the ambient 
stations all followed the order in ST4 > ST2 > ST5 > ST3; while at 16:00 the order 
was ST2 > ST4 > ST3 > ST5. It is unknown if this change of PM10 concentration 
ranking among station would have any impact. 
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3.3. Comparison of the Plume Rises on Weekday versus Weekends 

Since the seasonal variation of the plume rises was observed, the comparison of 
plum rise on weekdays and weekends was conducted within one season. The av-
erage plume rises for weekdays and weekends are shown in Table 5. 

At a significance level of 0.05, the plume rises during weekends were signifi-
cantly higher than those during weekdays (p-value = 0.0019) in Fall. For spring, 
winter and summer, the difference between the two groups was not significant 
(p-value = 0.1551, 0.4779 and 0.8763, respectively). Comparison of the plume 
rises for Fall 2008 and Spring 2009 indicates no significant difference between 
the weekend plume rises for the two seasons, 19.76 m and 24.91 m; but there was 
a six times’ difference for the weekday plume rises between these two seasons, 
2.02 m and 12.78 m. The fact that Winter 2008 and Spring 2009 had the plume 
rise ratios of Δhweekends/∆hweekdays in 2.02 and 1.95 implies the plume rises for 
weekends were about twice as much as the plume rises for weekdays. 

For those hours providing valid plume rises, the predicted PM10 concentra-
tions by AERMOD for ambient stations were observed to be smaller as the 
plume rise became larger. This means that if the ambient stations measured 
greater PM10 concentrations than the true contributions of the farm house emis-
sions only, the inverse-AERMOD would produce smaller plume rise. This may 
explain the observation that the weekday plume rises tend to be smaller than 
weekend plume rise since there were some traffics around the farm, contributing 
PM10 to ambient stations. The PM10 contribution of the farm traffics were in-
cluded in PM10 measurements at ambient stations and yet not included in emis-
sion rate for model simulation. 

3.4. Multiple Linear Regression Analysis 

To identify the significance of various factors (e.g., wind speed/direction, ambient/ 
source temperature/RH, solar radiation, ventilation rate) that may affect the 
plume rise, the linear regression analysis was conducted and results of the analy-
sis are listed in Table 6. The p-values of the multiple linear model shows that the 
wind speed had the strongest relationship with plume rise (p-value = 0.0134). 
Wind direction, ambient RH and total volume flow had a little relationship with 
the plume rises (p-value = 0.2285, 0.1709 and 0.2173, respectively). The possible 
reason for wind speed to be the most important factor would be the fact that the  

 
Table 5. The impact of weekday and weekend on the plume rises. 

Seasons 
Average plume rises 
during weekdays (m) 

Sample 
size 

Standard 
error (m) 

Average plume 
rises during 

weekends (m) 

Sample 
size 

Standard 
error (m) 

Fall 08 2.02 4 2.02 19.76 16 9.53 

Winter 08 6.23 11 9.79 12.60 4 7.93 

Spring 09 12.78 23 10.20 24.91 10 13.39 

Summer 09 14.10 14 10.80 14.90 5 8.30 
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Table 6. The multiple linear regression modeling results for the simulated plume rises. 

 Estimate Standard error p-value 

Intercept 426.6 192.4 0.0296 

Wind direction 0.01474 −0.01214 0.2285 

Wind speed 3.283 1.297 0.0134 

Ambient temperature 297.2 789.2 0.7075 

Source temperature −298.6 789.3 0.7062 

Temperature difference 296.5 789.1 0.7081 

Ambient RH 0.1239 0.08902 0.1709 

Cloud cover 0.2050 0.3617 0.5726 

Solar radiation −0.003875 0.01159 0.7391 

Total volume flow 0.003245 0.02608 0.2173 

 
exit velocities for naturally ventilated houses were estimated by the wind speeds, 
which strengthened the relationship between wind speeds and plume rises. It 
should also be noticed, the ground temperature could also be a possible factor 
affecting the plume rise of close to ground level emissions. However, no mea-
surement of the ground temperature was done during the field data collection. 

4. Summary and Conclusions 

Based on the 87 predictions of plume rises of AERMOD simulations for the se-
lected periods for four seasons, the following findings are obtained: 

1) The mean plume rises were 16.2 m (SE = 11.2 m), 7.9 m (SE = 9.5 m), 16.5 
m (SE = 12.4 m), 14.3 m (SE = 10.0 m) for fall, winter, spring and summer, re-
spectively. More data are needed to support the prediction, especially for winter 
times.  

2) The relationship between time of a day and the plume rises from animal 
housing systems did not demonstrate consistent diurnal patterns. However, in 
general, diurnal patterns of the plume rise followed the patterns of the ventila-
tion rates. 

3) The plume rises during weekends were significantly higher than that during 
weekends.  

4) Wind speed had a very strong positive effect on the plume rises, whereas 
other parameters (i.e., temperature, RH, ventilation, solar radiation and cloud 
cover) did not show significant impact (p-value > 0.1) on the magnitude of the 
plume rises. 
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