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Abstract 
To evaluate the pollutant dispersion in background turbulent flows, most researches 
focus on statistical variation of concentrations or its fluctuations. However, those 
time-averaged quantities may be insufficient for risk assessment, because there 
emerge many high-intensity pollutant areas in the instantaneous concentration field. 
In this study, we tried to estimate the frequency of appearance of the high concentra-
tion areas in a turbulent flow based on the Probability Density Function (PDF) of 
concentration. The high concentration area was recognized by two conditions based 
on the concentration and the concentration gradient values. We considered that the 
estimation equation for the frequency of appearance of the recognized areas con-
sisted of two terms based on each condition. In order to represent the two terms with 
physical quantities of velocity and concentration fields, simultaneous PIV (Particle 
Image Velocimetry) and PLIF (Planar Laser-Induced Fluorescence) measurement 
and PLIF time-serial measurement were performed in a quasi-homogeneous turbu-
lent flow. According to the experimental results, one of the terms, related to the con-
dition of the concentration, was found to be represented by the concentration PDF, 
while the other term, by the streamwise mean velocity and the integral length scale of 
the turbulent flow. Based on the results, we developed an estimation equation in-
cluding the concentration PDF and the flow features of mean velocity and integral 
scale of turbulence. In the area where the concentration PDF was a Gaussian one, the 
difference between the frequencies of appearance estimated by the equation and cal-
culated from the experimental data was within 25%, which showed good accuracy of 
our proposed estimation equation. Therefore, our proposed equation is feasible for 
estimating the frequency of appearance of high concentration areas in a limited area 
in turbulent mass diffusion. 
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1. Introduction 

Turbulent diffusion research has been taken seriously for many years, with one reason 
that turbulent flow plays an efficient role in most of the pollutant spread in natural en-
vironment. When pollutant leakage happens, identification of the leakage source, pre-
diction of the possible damage regions and evacuation of people in these regions must 
race against time. To save rescue time and reduce damage, a quick and accurate method 
of predicting pollutant diffusion in the turbulent flow is needed. In the case of the Fu-
kushima Daiichi Nuclear Power Plant disaster in 2011, the “System for Prediction of 
Environmental Emergency Dose Information” was applied in order to predict the dis-
persion of radioactive material emitted from the nuclear power plant [1] [2] [3]. The 
development of a prediction method for turbulent mass diffusion has been studied by 
many researchers [4] [5] [6]. Basically, the transport equation for the time-average 
concentration field of the material is solved numerically to predict the diffusion of the 
pollutant material. However, for the diffusion phenomena in a turbulent flow, the dif-
fusion prediction with the time-average concentration distribution is not enough to 
quantify the damage of the pollutant diffusion accurately. The reason for this is that the 
concentration of the pollutant material fluctuates in both space and time, and areas 
with a high concentration and a high concentration gradient compared with the sur-
roundings (hereafter the areas are high concentration spikes) are formed by the orga-
nized structure of the turbulent flow when the pollutant material spreads. These high 
concentration spikes have higher instantaneous concentration than the time-average 
concentration, and this can lead to heavy damage. Accordingly, a quick and accurate 
method of estimating the dispersion of the high concentration spikes in a turbulent 
flow is of great importance. 

The high concentration spikes have been attracting the interest of a number of re-
searchers in past studies. Page et al. [7] devised a method of extracting high concentra-
tion spikes from time-serial data on the material concentration using the concentration 
threshold. Webster et al. [8] reported that both mean concentration in the high con-
centration spikes and the frequency of appearance of the spikes decrease with the 
downstream distance from the source. This knowledge was also used to estimate the 
diffusion source of the material diffusing in a turbulent flow. In our previous studies [9] 
[10], a unique technique was used to extract the high concentration spikes from the 
plume in a quasi-homogeneous turbulent flow and the diffusion process of the high 
concentration spikes was investigated. From the scalar statistics of the high concentra-
tion spikes, including the mean concentration, the length scale and the diffusion coeffi-
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cient, it was clear that the diffusion process of the spikes was greatly affected by the 
meandering diffusion in the turbulent flow, which differed from regular mass diffusion. 
Moreover, the high concentration spikes were found to be repeatedly formed in a tur-
bulent flow. According to [11] [12], the formation of the spikes happened at a saddle 
point of the velocity field caused by the large scale structure of the turbulent eddies. 
Considering that the formation of the high concentration spikes in a turbulent flow 
occurs and the spike is extracted based on the concentration value as well as the con-
centration gradient value, it can be suspected that the behavior of the spikes follows a 
totally different diffusion law from a regular mass diffusion in a turbulent flow. Al-
though the diffusion and formation mechanisms of the spikes are increasingly obvious, 
there is no simple method of estimating the turbulent dispersion of the spikes, and 
therefore the development of such as method is very important.  

In this study, we tried to develop the equation to estimate the dispersion of the high 
concentration spikes by using physical parameters and evaluated the estimation equa-
tion. We employed the frequency of appearance of the spikes as a parameter to describe 
the dispersion of the spikes. The frequency of appearance denoted the number of spikes 
observed at a fixed point per unit time when the diffusing material concentration was 
continuously measured at the point. In a turbulent flow, estimating the frequency of 
appearance of the spikes with limited available information, such local mean velocity 
and local mean concentration, can be useful to estimate the damage caused by the pol-
lutant material diffusion. With the purpose of representing the estimation equation for 
the frequency of appearance as physical parameters of the turbulent mass diffusion, we 
experimentally demonstrated the concentration field of a passive scalar diffusing from a 
point source in a turbulent water flow. As a simple case, we employed a channel flow 
which had quasi-homogeneous turbulence at the center of the channel. Although such 
an ideal turbulent flow is rare in the atmospheric boundary layer as well as in other 
practical situations, we investigated the capability of our simple estimation trial focus-
ing on the neutrally-stratified core region of a turbulent channel flow. 

The next section presents the concept of the estimation equation we proposed in this 
paper. Section 3 describes our experimental setup to demonstrate the passive-scalar 
turbulent diffusion. Based on the experimental data, physical parameters are confirmed 
to be useful to represent the estimation equation in Section 4.1, Section 4.2, and Section 
4.3. The results of the diffusion estimation of the spikes and its proposition are pre-
sented in Section 4.4. 

2. Concept and Development of Estimation Equation 

In this section, we describe the concept and the configuration procedure of our pro-
posed equation for estimating the frequency of appearance of high concentration spikes. 
To observe the high concentration spike in a turbulent mass diffusion, we performed 
experiments on the turbulent dispersion of a matter (dye) emitted continuously from a 
fixed source in a three-dimensional turbulent flow, although we considered it as a 
two-dimensional flow. We mainly focused on the horizontal diffusion in the central 
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plane of the channel rather than on the wall-normal (y) diffusion.  
The position and the area of the high concentration spikes in the diffusing dye were 

recognized with the conditional sampling technique proposed in [9] [10], which has 
two conditions. Figure 1 shows an example of the experimental and the analytical re-
sults. Here, the superscript of * indicates normalization by the channel half width, i.e., 
z* = z/δ. Figure 1(a) is a typical snapshot of the diffusing dye, obtained by PLIF mea-
surement. 

In Figure 1(a), greater brightness means higher fluorescent intensity, which is pro-
portional to the local dye concentration, showing dye plumes with low and high con-
centration areas. Figure 1(b) shows the corresponding binarized image marking the 
position of the high concentration spikes, obtained by the conditional sampling tech-
nique. The white areas in Figure 1(b) stand for high concentration spikes, while the  

 

 

 
Figure 1. Image of dye plumes emitted from a 
nozzle obtained by PLIF measurement (a) and 
binarized concentration image visualizing high 
concentration spikes, obtained by conditional 
sampling technique (b). 
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black areas indicate zero or low concentration areas. The frequency of appearance of 
the high concentration spikes IP corresponds to the number of the white areas observed 
at any fixed point during the period the dye concentration was sampled. An example of 
experimental time-serial concentration data is shown in Figure 2. In Figure 2, the ho-
rizontal axis denotes the sample observation time, while the vertical axis denotes ob-
served instantaneous concentration. The red line in the graph shows the sum value of 
the time-average concentration and the concentration fluctuation intensity. 

The value N is the number of spikes for a fixed point in the x-z plane during a sam-
pling time, and is defined as the total number of points with local maximum concentra-
tion which is larger than the red line from Figure 2. In addition, ST denotes the sam-
pling time, while CST denotes the conditional sampling time, which equals the total 
time of the experimental durations when the instantaneous concentration is over the 
red line. Assuming that the concentration field was steady, the frequency of appearance 
of the spikes IP is independent of time, and is defined by 

( ) ( ),
,P

N x z
I x z

ST
=                           (1) 

In order to estimate the frequency of appearance without any experimental observed 
data on the concentration, which is our purpose, a new expression is necessary for the 
definition of Equation (1) with limited available information such as concentration and 
flow features. We employed two conditions for the concentration and the concentra-
tion gradient values in order to identify the existence of the high concentration spikes 
in the diffusing dye image. One condition for the concentration value recognized the 
area having a larger instantaneous concentration than the threshold corresponding to  
 

 
Figure 2. An example of the experimental time-serial concentration data 
with the red line showing the sum value of the time-average concentration 
<c> and the concentration fluctuation intensity rmsc′ . 
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the sum of the time-average concentration <c> and the concentration fluctuation in-
tensity rmsc′  in the time-serial observation data. Another condition for the concentra-
tion gradient value recognized the interval between the point of the maximum concen-
tration gradient and the point of the minimum concentration gradient. We consider 
that Equation (1) can be decomposed into two constituent terms based on the two con-
ditions because the two conditions should be independent of each other. Therefore, our 
proposed estimation equation of IP can be rewritten by 

( ) ( ) ( ) ( )
( )

term I term II

, , ,
,

,P

N x z CST x z N x z
I x z

ST ST CST x z
= = ×





                (2) 

Accordingly, in Equation (2), the first term of CST/ST on the right side shows the 
probability that the observed concentration will meet the condition for the concentra-
tion value, and the second term of N/CST on the right side shows the ratio of the num-
ber of the spikes to CST. Hereafter, the first and second terms are named “term I” and 
“term II” respectively. Based on the new expression with the two terms, the diffusion 
estimation of the high concentration spikes without any observation needs a method of 
physically representing the two terms with available experimental data on the velocity 
and concentration fields. 

To represent the term I in Equation (2) with a physical parameter, we adopt the PDF 
of concentration, fϕ. By analogy, term I can be represented with the integration of the 
concentration PDF,  

( ) ( )
rms

,
, , d

c c

CST x z
f x z c c

ST φ
∞

′+
= ∫                     (3) 

Pope [13] proposed the transport equation for the concentration PDF, shown in Eq-
uation (4), with the transport equation for the concentration in Equation (5) and Di-
rac’s delta function. The solution of the transport equation provides the spatial distri-
bution of the concentration PDF.  

( )
22

2
2i i

i i

f cf U u c D f f D c
t x xc
φ

φ φ φ

 ∂  ∂ ∂ ∂  ′+ + = ∇ −     ∂ ∂ ∂∂   
       (4) 

2
i

i

c cu D c
t x
∂ ∂

+ = ∇
∂ ∂

                          (5) 

where ( )i i iu u u′= +  denotes an instantaneous velocity [m/s], which can be separated 
into a time-average velocity iu  and a velocity fluctuation iu′ , while c denotes the 
instantaneous concentration. In addition, D is a molecular diffusion coefficient [m2/s]. 
The terms iu c′  and ( )2

iD c x c∂ ∂  respectively denote the conditional velocity 
fluctuation and the conditional dissipation rate based on the condition of the instanta-
neous concentration. The modeling of the two conditional values is necessary to solve 
the transport equation of the concentration PDF, and has been studied in many re-
searches [14] [15] [16]. We calculated the conditional velocity fluctuation and the con-
ditional dissipation rate through an experiment of simultaneously measuring the veloc-
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ity and the concentration distributions in a two-dimensional plane, and discussing the 
limit of modeling of the two conditional values in this study. Moreover, for term II, a 
comparison between term II calculated from the time-serial measurement of the con-
centration and term II estimated with the physical parameters of the flow features as 
well as the concentration fields was performed. A simple method of representing term 
II physically was developed. 

3. Experimental Procedure 

Figure 3 shows our main experimental apparatus, which was a closed-circuit water 
channel. The water flow under constant temperature was driven by an inverter-con- 
trolled centrifugal pump with a constant volume. A rectifier was installed at the entrance 
to ensure a steady flow by damping the large vortices. The channel part including the 
measurement section was made of transparent acrylic resin for precise visualization and 
had a height of 20 mm (2δ), and a width of 250 mm (aspect ratio 12.5). A fully developed 
two-dimensional turbulent channel flow was established in the measurement section, 
which was located 2000 - 3000 mm downstream from the channel inlet. The flow rate Q 
was measured by a flow-meter to monitor the Reynolds number. The bulk Reynolds 
number was fixed at Re 2 20000b bU δ ν= = , where ( )( )2 25bU Q δ δ= ×  and ν de-
note the bulk velocity and the kinematic viscosity of water, respectively. In this study, we 
focus on statistically modeled quasi-homogeneous turbulence as a simple case for esti-
mating the frequency of appearance of high concentration spikes. Accordingly, the un-
iformity of the time-average velocity and the turbulent intensity in the turbulent flow are 
important. Figure 4 shows the spanwise distributions of time-average streamwise veloc-
ity ( )c cU u=  and turbulent intensity rmsu′  at the channel center obtained by PIV 
measurement. We were able to confirm that the velocity field in the measurement area 
was fully developed and there was no significant gradient in the spanwise direction. This  
 

 
Figure 3. Experimental apparatus. 
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Figure 4. Spanwise distributions of time-average streamwise ve-
locity and turbulent intensity at the channel center obtained by 
PIV measurement. 

 
means that the flow field we focused on in this study had quasi-homogeneous turbulence 
in the two-dimensional plane of the streamwise and spanwise directions. 

In order to measure the spatial velocity field and concentration field at the same time 
and at the same position and to calculate the conditional velocity fluctuation and condi-
tional dissipation rate, we employed simultaneous PIV and PLIF measurement. This si-
multaneous measurement was extensively used to investigate the turbulent mixing 
processes [17] [18] [19]. However, in the simultaneous measurement, the time step of 
the photographing images is too large to precisely calculate the number of high concen-
tration spikes in a time series data and term II. Therefore, PLIF time-serial measurement 
was carried out to observe the temporal fluctuation of the concentration field with the 
short time step. Figure 5 and Figure 6 respectively show the measurement sections of 
the simultaneous PIV and PLIF measurement and the PLIF time-serial measurement. 
For the latter, Rhodamine-WT solution with a high Schmidt number of approximately 
3000 in water was injected as a dye into the water flow from a nozzle which was aimed 
downstream and positioned at the center of the channel. 

The nozzle had an internal diameter of 1 mm and outside diameter of 2 mm. Both 
coordinate systems define x as the streamwise direction, z as the spanwise direction, y as 
the vertical direction and the nozzle tip as the origin point. The injection speed of the 
dye solution was controlled by a micro-syringe pump and kept the same as the velocity 
of the local flow. We assumed that the volume of released dye solution was so small that 
any effects on the turbulence might be neglected. On illumination by laser light with a 
wavelength of 532 nm, the dye on the illuminated plane emitted fluorescent light with a 
wavelength of 580 nm, the strength of which was captured by a high speed camera 
(Photoron FASTCAM-APX RS250K) as a PLIF image after being filtered by a color filter 
(HOYA colored optical glass O54). The laser illuminated plane was set at half the height 
of the channel. A laser emission device (CW:YAG laser) was installed at the side of the 
channel while a high speed camera to capture the light for measurement of concentra-
tion was installed below the channel. Therefore, this measurement provided the time-  
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Figure 5. Measurement section for simultaneous PIV and PLIF measurement. 
 

 
Figure 6. Measurement section for PLIF time-serial measurement. 
 
series data of the two-dimensional images of dye diffusion in the streamwise and span-
wise directions. The concentration of the dye was calculated assuming that the fluores-
cent intensity was proportional to the local dye concentration. The photographic frame 
rates were 1000 and 3000 fps, and the number of consecutive images for statistics was 
1000. For simultaneous PIV and PLIF measurement, tracer particles with average di-
ameter of 20 μm were seeded into the flow. With the same injection of the dye solution 
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and laser illumination as in the PLIF case, scattering light from the tracer particle and 
fluorescent light from the dye were captured by the CCD camera (Flow Sense 4M), after 
being separated by a beam splitter. We used an Nd:YAG laser as a laser emission device, 
which emitted laser light with the same wavelength of the CW:YAG laser. In this expe-
riment, the photographic frame rate was 4 fps and 1000 consecutive images were cap-
tured simultaneously. The simultaneous PIV and PLIF measurements were taken at a 
sequence of streamwise distances x = 5δ, 10δ, 20δ, 35δ, 40δ, 45δ, and 60δ, while the PLIF 
time-serial measurement were taken at a sequence of streamwise distances x = 5δ, 10δ, 
15δ, 25δ, 35δ, 40δ, 45δ, 50δ, and 60δ, in order to acquire the spatial concentration and 
velocity distributions at various downstream distances from the nozzle. The photo-
graphed area was approximately 4.75δ × 4.75δ in size with a spatial resolution of 0.04δ in 
the simultaneous measurement, while the area was approximately 9.5δ × 9.5δ with a 
spatial resolution of 0.01δ in the time-serial measurement, which was enough to resolve 
fine-scale eddies in the turbulent flow. The mixing-length scale in the outer layer of wall 
turbulence was roughly estimated as 0.09δ [20]. Compared to the mixing-length scale, 
the present spatial resolution is fine enough. As for the size of measurement area, the 
present condition covers large-scale eddies in the turbulent flow. As a reference, note 
that the streamwise integral length scale obtained by integration of the streamwise 
two-point correlation coefficient of velocity field was about 0.7δ. 

4. Results and Discussion 
4.1. Conditional Velocity Fluctuation 

In this section, the conditional velocity fluctuation in the transport equation of the 
concentration PDF is calculated from the experimental data with the simultaneous PIV 
and PLIF measurement, and the limits of modeling the conditional velocity fluctuation 
are discussed. The conditional velocity fluctuation ( )i iu c u cψ′ ′= =  means the en-
semble average of velocity fluctuations conditional on the associated value ψ being at a 
chosen value c. In this paper, normalized conditional velocity fluctuation ФiU  and 
normalized concentration Ф are defined by, 

2
rms

i i
i

cU u c
c u c

c
c

′
′Φ ≡

′ ′×

Φ ≡
                        (6) 

where i is an indicator of velocity direction, i.e., 1 Ф ФU U=  and 3 Ф ФU W= . 
According to Pope [13], when the joint PDF of the velocity and the concentration was 
normal, the normalized conditional velocity fluctuation ФiU  had a linear rela-
tionship with normalized concentration Ф, which was given by, 

1iU Φ = Φ −                              (7) 

The explanation was that when at a certain position a fluid parcel was found with a 
concentration which deviated strongly from the local mean concentration, the absolute 
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value of the velocity of this parcel differed strongly from the mean. Moreover, Equation 
(7) was simple model of estimating the conditional velocity fluctuation. In our experi-
ments, injection nozzle which was scalar source was set at the coordinate origin 

( )0z∗ = , and spanwise velocity of mean flow was zero. Therefore, 0z∗ =  in each 
measurement area represents the centerline along the nozzle, and z* shows the spanwise 
distance from the center line. We calculate the normalized conditional velocity fluctua-
tion at the channel centerline ( )0z∗ = , where the concentration PDF may be normal, 
and at the positions off the center line ( )0.5,1.0z∗ =  separately, and investigate the 
differences of the correlation between the normalized conditional velocity fluctuation 
and normalized concentration, caused by the change of the spanwise distance from the 
center line. 

Figure 7(a) and Figure 7(b) respectively show the streamwise and spanwise normalized  
 

 
Figure 7. Normalized conditional velocity fluctuation at the 

center of the channel ( )0z∗ =  as a function of the norma-

lized concentration. The figure (a) shows the results for the 
streamwise velocity component, while the figure (b) shows 
the spanwise component. 



M. Endo et al. 
 

483 

conditional velocity fluctuation ФiU  for the condition of the normalized concen-
tration Ф in the center of the channel ( )0z∗ =  around four streamwise locations. The 
dashed line in this figure shows the linearly function of Equation (7). From Figure 7, 
the approximate linear relationship is confirmed between the normalized conditional 
velocity fluctuations for both the streamwise and spanwise velocity components in the 
limited area where the normalized concentration Ф is from 0.7 to 1.5. This relationship 
shows little change with downstream distance. When Ф is larger than 1.5, the relation-
ship deviates from the linear, which is because the amount of experimental data show-
ing such high instantaneous concentration is very low for the statistics calculation. 

In the previous studies [14] [21], the same linear relationship was confirmed and the 
relationship was independent of both Reynolds number and Schmidt number. There-
fore, a fluid parcel with a high concentration has a large velocity fluctuation. Consider-
ing that the high concentration spike which we focus on in this study is an area with 
higher instantaneous concentration instead of a local mean concentration, the high 
concentration spike has a strong correlation with the large velocity fluctuation. Based 
on the linear relation, we can simply estimate the conditional velocity fluctuation with 
the local mean concentration, concentration fluctuation intensity, and correlation be-
tween the concentration and velocity fluctuations at the center of the channel. 

Figure 8(a) and Figure 8(b) respectively show the streamwise and spanwise norma-
lized conditional velocity fluctuation far from the center of the channel  

( )0.5, 1.0z z∗ ∗= =  around three streamwise locations with Equation (7). In contrast to 
the result for ФiU  at the center of the channel, not all results for ФiU  fit Equ-
ation (7). Comparing the results of x* = 20, 40, and 60 at 0.5z∗ = , the distribution of 

ФiU  approaches the joint normal distribution given by Equation (7) as the down-
stream distance from the source increases. Brethouwer and Nieuwstadt [22] compared 
the distributions of the normalized conditional velocity fluctuation for several down-
stream distances at the special spanwise position where the spanwise mean concentra-
tion gradient was the largest, and reported the same trend that the relationship between 
the normalized conditional velocity fluctuation and the normalized concentration ap-
proached the linear form given by Equation (7). Moreover, although the differences 
between the distributions of ФiU  at 0.5z∗ =  and 1.0z∗ =  are seen to be com-
paratively small in the results of x* = 40 and 60, there is a large difference between them 
in the result of x* = 20. The reason why the relationship between ФiU  and Ф does 
not follow the linear model is that the concentration PDF is not a Gaussian distribu-
tion, as can be deduced from the large skewness of the concentration PDF in the turbu-
lent flow. The skewness of the concentration PDF increased with an increasing span-
wise distance from the source [23], which was caused by the intermittent transport of a 
fluid parcel with higher concentration than local mean concentration by large scale ed-
dy motion of a turbulent flow. 

This transport phenomenon leads to the divergence of the relationship between the 
normalized conditional velocity fluctuation and the normalized concentration with the 
linear expression. Based on these results, at positions except at the channel center, it is  
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Figure 8. Same as Figure 7, but for different measurement 
points at z* = 0.5 and z* = 1.0. 

 
difficult to estimate the conditional velocity fluctuation and to solve the transport equa-
tion of the concentration PDF. 

4.2. Conditional Dissipation Rate 

This section presents the conditional dissipation rate calculated from the concentration 
distribution obtained by the simultaneous PIV and PLIF measurement, and we discuss 
on the spatial characteristics of the relationship between the conditional dissipation rate 
and the instantaneous concentration in this section. The conditional dissipation rate 

Фχ  is calculated by, 

( ) 2

2 1 1 28 8
12

i
i

j j j j

j

c c
D c c

x

c c c cc
x x

χ

− − + +

 ∂
Φ =  

∂  

− + −∂
=

∂ ∆

                    (8) 
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As is indicated in Equation (8), we employed the fourth-order center method to cal-
culate the spatial derivation of the normalized concentration. Figure 9 shows the con-
ditional dissipation rate Фχ  at the center of the channel ( )0z∗ =  for different 
streamwise positions. In order to compare this with previous results of direct numerical 
simulation of the prediction by the simple model, Interaction by Exchange with the 
Mean (IEM) model [24], the conditional dissipation rate in the vertical axis is norma-
lized by the unconditional dissipation rate ( )( )2

i iD c xχ = ∂ ∂  and the concentra-
tion fluctuation intensity ( )2

rmsc′ . The dashed line in the figure is the modeled linear 
function by the IEM model. The IEM model predicted that the molecular diffusion 
works to make the concentration always close to the local mean concentration at a rate 
proportional to ( )2

rmsi cχ ′ . The molecular diffusion is negative for a concentration 
higher than the mean concentration, and positive for a lower concentration. 

Figure 9 shows that the normalized conditional dissipation rate is indeed close to a 
linear function of the normalized concentration Ф for Ф larger than 0.5, which means 
that the simple model in this case gives an acceptable description, making it possible to 
estimate the conditional dissipation rate. 

Figure 10 shows the normalized conditional dissipation rate off the center of the 
channel ( )0.5, 1.0z z∗ ∗= =  at three streamwise positions with the line given by the 
IEM model. It can be seen that the distribution of the normalized conditional dissipa-
tion rate deviates strongly from the linear curve at the small downstream distance from 
the source, i.e. 20x∗ = . Moreover, this deviation of the normalized conditional dissi-
pation rate is found to be more noticeable as the spanwise distance from the channel 
center increases, which causes a shift of the positive and negative boundary from the 
position of Ф 1.0=  to a higher normalized concentration. Consequently, the contri-
bution of the normalized conditional dissipation rate is not only positive when Ф is 
smaller than one, which means that the instantaneous concentration is lower than the  

 

 
Figure 9. Normalized conditional dissipation rate at the center of 

the channel ( )0z∗ =  as a function of the normalized concentra-

tion. 
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Figure 10. Same as Figure 9, but for different measurement 
points at z* = 0.5 and z* = 1.0. 

 
mean concentration, but can be also positive at a higher concentration than the mean 
concentration. A possible cause of the results may be the large skewness of the concen-
tration PDF at the position near the source as well as at the edge of the diffusing plume, 
based on the large probability of low concentration. 

Accordingly, the distribution of the conditional dissipation rate depends on the con-
centration PDF, and estimation of the distribution may be difficult at any position ex-
cept at the center of the channel. 

4.3. Representation of Term II 

The physical rendition for term II in Equation (2), which is our proposed equation for 
estimating the frequency of appearance of the spikes, is discussed in this section. Based 
on the description in Figure 2, term II was calculated from the concentration data ob-
tained by PLIF time-serial measurement at several distances from the source in both the 
streamwise and spanwise directions, and is shown in Figure 11. It should be mentioned 
that the smoothing for the time-series concentration data with the moving average me-
thod was performed in order to eliminate the effects of the time resolution of PLIF 
time-series measurement on the calculation of the number of high concentration spikes 
N. Considering that the high concentration spikes we focus on in this paper were 
formed by the organized structure of large scale eddies in the turbulent flow, the spikes 
have a large time scale of concentration fluctuation, which corresponds to the integral 
time scale of the turbulent flow. Therefore, we employed the smoothing term NS de-
fined by the following equation. 

L
S

TN
t

=
∆

                                (9) 

where TL denotes the integral time scale obtained by integration of the two-point cor-
relation coefficient of concentration, and Δt denotes the time step of PLIF images. Fi-
nally, N was calculated by  
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Figure 11. Term II (N/CST) for downstream distance at the 
three spanwise distances under the different experimental time 
resolutions of Δt = 0.001 s (red symbols) and Δt = 0.00033 s 
(black symbols). 

 

B

A

NN N
N

′= ×                             (10) 

where NB denotes the number of all the local maximum points in the time-series con-
centration data before the smoothing; NA denotes the number after the smoothing; and 
N' denotes the total number of local maximum points with a larger concentration than 
the sum of the time-average concentration and the concentration fluctuation intensity 
after the smoothing. As indicated in Figure 11, there is little difference between the 
calculated results of the different time resolutions, and therefore this moving average 
method can reduce the effects of the time resolution on the calculation of the number 
of high concentration spikes. Figure 11 shows that term II is almost constant with a 
range from 220 to 300, and is independent of both streamwise and spanwise distances 
from the source. The conditional sampling time (CST), which is the denominator in the 
definition equation of term II, is considered to increase with the streamwise distance 
because the intermittency of the concentration decreases as the concentration field ap-
proaches uniform field. As a converse phenomenon, CST decreases with the spanwise 
distance. The number of the local maximum point N changes at the same rate as the 
CST, which leads to the invariance of term II. Consequently, in the quasi-homogeneous 
turbulent flow, term II is not a physical parameter changing spatially like the mean 
concentration or the concentration fluctuation intensity. 

Similarly to term II, the length scale based on the mean concentration in the high 
concentration spikes is also an independent parameter of the diffusion distance from 
the source, which was reported in [10] by the author. To calculate the length scale, the 
conditional mean concentration distribution in high concentration spikes at the down-
stream distance 25x∗ =  is shown in Figure 12. This conditional mean concentration 
distribution could be calculated by summing up the inside concentration conditioned  
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Figure 12. Mean concentration distribution around high con-
centration spike at downstream distance of x* = 25 obtained by 
conditional average method. 

 
on the position of the high concentration spikes in the PLIF images. The details of the 
calculation method were described in [10]. In Figure 12, the contour value indicates 
the mean concentration value, while the horizontal axis and the vertical axis respec-
tively denote the streamwise and spanwise distances from the mass center of the high 
concentration spikes. Focusing on 0z∗∆ =  the streamwise mean concentration dis-
tribution through the resultant spike center is extracted, as is shown in Figure 13.  

In Figure 13 along with the results from other streamwise locations, it is seen that 
the streamwise distribution of the mean concentration does not change with the down-
stream distance, and the standard deviation of the streamwise distribution σx may be 
constant, regardless of the downstream distance. To investigate the relationship be-
tween term II and the streamwise length scale of the spikes which corresponds to the 
six time standard deviation 6σx, a comparison was made between term II obtained from 
the experimental data and the calculated value Uc/6σx with the streamwise mean veloc-
ity and the inverse of the streamwise length scale. Here, the subscript of x indicates the 
streamwise value, while the subscript of z indicates the spanwise value. The results for 
several downstream distances at the channel center are shown in Figure 14. Figure 14 
shows that term II is almost equivalent to the streamwise mean velocity divided by the 
streamwise length scale of the high concentration spikes, which means that term II can 
be represented by the streamwise length scale of the high concentration spikes and flow 
features. The flow field in this experiment was quasi-homogeneous turbulence, as is 
confirmed from Figure 4. Considering that the large scale structure of turbulent eddies 
generates high concentration spikes, it is likely that the spatial uniformity of term II  
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Figure 13. Mean concentration distributions around the center 
of high concentration spike at several downstream distances ob-
tained by conditional average method. 

 

 
Figure 14. Term II (N/CST) at the channel center and the 
streamwise mean velocity divided by six times the streamwise 
length scale of high concentration spikes for downstream dis-
tance under the different experimental time resolutions of Δt = 
0.001 s (red symbols) and Δt = 0.00033 s (black symbols). 

 
and the length scale of the high concentration spikes depend on the uniformity of the 
turbulence. 

With the assumption that the length scale of the spikes corresponded to the integral 
length scale of the turbulent flow, a comparison between them was made again. Here, 
the integral length scales in the streamwise and spanwise directions (lx and lz) were ob-
tained by integration of the streamwise and spanwise two-point correlation coefficient 
respectively from the velocity field. Figure 15 shows the length scales of the high con-
centration spikes in both streamwise and spanwise directions and the half-value of the 
integral length scales for several downstream distances at the center of the channel. The 
integral length scales in both streamwise and spanwise directions are seen to be almost  
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Figure 15. Half integral length scale of the turbulent flow (blue symbols) 
and the length scale of the high concentration spikes for downstream 
distance in both streamwise and spanwise directions under the different 
experimental time resolutions of Δt = 0.001 s (red symbols) and Δt = 
0.00033 s (black symbols). 

 
constant for the downstream distance from Figure 15. Moreover, it is seen that the 
length scale of the high concentration spikes are nearly equal to the half-value of the 
integral length scale in both streamwise and spanwise directions consistently. This re-
sult shows that the length scale of the high concentration spikes can be represented 
with the integral length scale of the turbulent flow. This makes it possible to estimate 
the average duration time of the high concentration spikes only with the integral length 
scale of a turbulent flow when a pollutant diffusion accident happens, which is impor-
tant and meaningful knowledge for more accurate damage prediction of a diffusing 
pollutant. In addition, term II can also be represented only with the flow features in-
cluding the streamwise mean velocity and the integral length scale of the turbulent flow, 
which leads to simple and quick estimation of term II without any observation of con-
centration. 

4.4. Trial for Estimation of the Frequency of Appearance 

From term II and the concentration PDF, we propose the equation of estimating the 
frequency of appearance of the spikes, defined by 

( )
 

( ) ( )


rms

term Iterm I term II term II

, , d
2
c

P M c c

UCST NI f x z c c
ST CST lφ

∞

′+
= × = ×∫



              (11) 

This equation can calculate the frequency of appearance of the spikes with three 
physical parameters of velocity and concentration fields: the streamwise mean velocity 
Uc, the streamwise integral length scale of the turbulent flow l, and the integration of 
the concentration PDF fϕ. To evaluate the reliability of our proposed equation, we 
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compared the frequency of appearance calculated by the model equation (IP)M and the 
frequency of appearance obtained from the experimental data (IP)E. From the condi-
tional velocity fluctuation and the conditional dissipation rate, the joint PDF of the ve-
locity and concentration fields is normal at the center of the channel, and the simple 
model based on the linear function is available to estimate the conditional velocity 
fluctuation and the conditional dissipation rate. Moreover, off the channel center, the 
relationship between the conditional values and the concentration deviates from the li-
near model, and therefore it is difficult to estimate the conditional values as well as the 
integration of the concentration PDF in Equation (11). Accordingly, as a simple case, 
we conducted the comparison at the channel center. The frequency of appearance ob-
tained from the experimental data of the binarized image shown in Figure 1(b) is de-
fined by 

( ) P
P E

b

NI
H U

=
∆

                            (12) 

where NP stands for the number of high concentration spikes at the central line of the 
channel for statistical analysis, while ( )bH U t∆ = ×∆  is the streamwise length of se-
lected line, which equals the bulk velocity multiplied by the time step of the PLIF im-
ages. Moreover, the selected line is set at the center of the domain shown in Figure 1(b) 
in the streamwise direction. The streamwise mean velocity and the integral length scale 
of the turbulent flow are derived from the experimental data. The integration of the 
concentration PDF in Equation (11) is guided by the assumption that the probability 
density function of concentration at the center of the channel follows the Gaussian 
shape, which is suggested by the consistency between the linear relationships of the 
Pope's model and the experimental data shown in Figure 7. In addition, from the spe-
cialization of a Gaussian distribution, the probability that a sample variable fitting into 
a Gaussian distribution is larger than the sum of the mean value and the standard devi-
ation of the sample variable should be approximately 16%. Based on the those facts, we 
employed the value of 0.16 as the integral of the concentration PDF in Equation (11), 

( )
rms

, , d 0.16
c c

f x z c cφ
∞

′+
≈∫                        (13) 

The experimental frequency of appearance (IP)E and estimated frequency of appearance 
with the proposed equation (IP)M are compared for downstream distances, shown in Figure 
16. In Figure 16, the left vertical axis denotes the frequencies of appearance, while the right 
one denotes the accuracy of the estimation ( ) ( ) ( )–P P PM E EI I I , which is based on the 
experimental result. For the experimental frequency of appearance, the results calculated 
from the data of simultaneous PIV and PLIF measurement and PLIF time-serial measure-
ment are shown in the figure to confirm the influence of the experimental spatial resolution 
on the calculation of the experimental frequency of appearance. 

From the results shown in Figure 16, it is seen that the difference in the experimental 
spatial resolution has no influence on the calculation. Moreover, Figure 16 shows good 
agreement between the estimated and experimental results, and that the accuracy of the  



M. Endo et al. 
 

492 

 
Figure 16. Frequency of appearance estimated by Equation (11) (blue 
symbols) and that obtained by experimental data with the simultaneous 
PIV and PLIF measurement (red symbols) and the PLIF time-serial 
measurement (black symbols) for downstream distance. Bar chart shows 
the estimation accuracy based on the experimental frequency of appear-
ance. 

 
estimation is within 25%. This shows the effectiveness of the proposed estimation equa-
tion only at the center of the channel. The proposed estimation method has a merit of 
estimating the frequency of appearance of the high concentration spikes without any 
practical observation of concentration, but also has a limit of spatial applicable scope, 
namely that it is difficult to estimate the integration of the concentration PDF off the 
center line of the channel, where the concentration PDF does not follows the Gaussian 
one, because in this case a simple model such as Pope’s model or the IEM model to 
calculate the conditional velocity fluctuation and the conditional dissipation rate re-
spectively cannot be applied. Therefore, the method of representing the integration of 
the concentration PDF off the center of the channel should be further investigated in 
the future. As another problem, there is an antilogy that estimating the frequency of 
appearance of the high concentration spikes will not be necessary if the transport equa-
tion of the concentration PDF is completely solved and the concentration PDF at all 
positions is clear because the frequency of appearance of the spikes can be calculated by 
the observation data. Accordingly, the method of estimating the integration of the con-
centration PDF with only simple scalar statistics such as mean concentration is re-
quired to improve the versatility of our estimation equation. This improvement and 
further investigation of our estimation are future challenging issue. 

5. Conclusions 

This paper focuses on the high concentration spike formed by a turbulent structure, 
and proposes a simple estimation equation of the frequency of appearance of the spikes 
based on the concentration PDF transport equation. The proposed equation consists of 
the two terms related to two conditions of the concentration and the concentration 
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gradient values, which are the factors characterizing the concentration spikes. In a qua-
si-homogeneous turbulent mass diffusion, simultaneous PIV and PLIF measurement 
and PLIF time-serial measurement were performed to investigate the relationship be-
tween the two terms and physical parameters of the flows features and the concentra-
tion field.  

The term related to the condition of the concentration value can be represented with 
integration of the concentration PDF. For calculating the integration based on the 
transport equation of the concentration PDF, it is necessary to simulate the conditional 
velocity fluctuation and the conditional dissipation rate. From the experimental results, 
a simple modelization of the conditional values, which is based on the linear relation-
ship between the conditional values and the instantaneous concentration, can be ap-
plied at the center of the channel where the joint PDF of the concentration and the ve-
locity is jointly normal. The other term related to the condition of the concentration 
gradient value can be represented only with the streamwise mean velocity and the 
integral length scale of the turbulent flow, and is constant independently of both 
streamwise and spanwise distances from the source in the quasi-homogeneous turbu-
lence. 

From the comparison result between the appearing frequencies estimated by our 
proposed equation and obtained from the experimental data for several downstream 
distances at the center of the channel, it is found that the estimated result shows good 
accuracy compared to the experimental result, and this accuracy based on the experi-
mental result is within 25%. Consequently, our proposed estimation method has a great 
advantage for estimating the frequency of appearance of the high concentration spikes 
without any practical observation of concentration; however, it also has a limitation 
that the estimation may become more difficult in a position where the concentration 
PDF does not follow the Gaussian one. The new estimation of the integration of the 
concentration PDF with simple scalar statistics and the evaluation of estimation accu-
racy off the center of the channel are necessary to improve our estimation method, and 
this should be the subject of a future study. 
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