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Abstract 
Wireless statistic division multiplexing (WSDM) is a multiplexing scheme that transmits multiple 
signals simultaneously in the same frequency band over wireless channels. Based on the Shannon 
capacity of band-limited waveform AWGN channel with input power constraint, we obtain channel 
capacity of WSDM. Compared to time division multiplexing (TDM), frequency division multiplexing 
(FDM), and code division multiplexing (CDM), WSDM is more effective in raising spectrum effi-
ciency. What’s more, we propose information optimization method to separate time-frequency 
mixed signals. Computer simulations also verify that the proposed method is feasible and per-
forms better than traditional algorithms. 
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1. Introduction 
How to make further efforts to efficiently utilize the finite radio spectrum resources is one of the most important 
topics in the area of wireless communications all the time. With each passing day, more people are subscribing 
to one of the plethora of wireless services currently available on the market. As a result of this rapid growth in 
the wireless services industry, the demand for additional bandwidth is steadily increasing despite the fact that 
frequency spectrum is a finite natural resource [1] [2]. It is urgent to exploit and utilize the finite natural spec-
trum resource effectively in order to accommodate rapid growth. 

Frequency division multiplexing (FDM) and time division multiplexing (TDM) can contribute to the im-
provement of the utilization of spectrum resources. However, the guard interval existing in FDM and TDM 
leads to the loss of multiplexing, which reduces the channel capacity [3] [4]. Since code division multiplexing 
(CDM) use orthogonal codes, there is a hard limit on how many orthogonal codes can be obtained. Non-or- 
thogonal codes cause mutual interference between users. Thus, the more users that simultaneously share the 
system bandwidth using non-orthogonal codes, the higher the level of interference, which degrades the per-
formance of the whole system [5] [6]. Hence, the TDM, FDM and CDM schemes are limited in time interval, or 
frequency band or code. 
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A flexible and high spectrum efficient multiplexing scheme, WSDM, can transmit multiple signals simulta-
neously in the same frequency band over wireless channel [7] [8]. WSDM recovers the source signals at the 
multiple-antenna receiver by utilizing the statistical characteristics of source signals, as shown in Figure 1. 
Therefore, WSDM can raise frequency bandwidth efficiency greatly. Based on the Shannon capacity of band- 
limited waveform AWGN channel with input power constraint, the channel capacity of WSDM is analysed in 
this paper. Of course, the frequency bandwidth and signal to noise ratio are known in advance. What’s more, 
how to separate time-frequency mixed signals is the difficult point of WSDM system in practice. In this paper, 
we take the information optimization in receiver as criterion, and we obtain the objective function based on this 
criterion. Finally, we provide a linear optimal separating matrix for signal separation of mixed signals by maxi-
mizing the objective function. Compared to other signal separation methods, such as blind source separation 
(BSS) and independent component analysis (ICA) [9]-[11], the proposed method is more feasible and performs 
better according to computer simulations. 

The outline of the paper is as follows. Section 2 presents the system model of WSDM. Section 3 analyses the 
channel capacity of WSDM. Section 4 describes the information optimization method, which is used to separate 
the mixed signals. We also give some simulations to check up the proposed method. Finally, Section 5 presents 
the conclusions. 

2. WSDM System Model 
WSDM system consists of two parts: mixing system and separating system, as shown in Figure 2. In mixing  
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Figure 1. Wireless statistic division multiplexing. 
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Figure 2. WSDM system model. 
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system, the mutual independent sources are transmitted simultaneously in the same frequency band over wire-
less channel. Meanwhile, time-frequency mixed signals are received by multiple antennas in receiver. In sepa-
rating system, the source signals can be recovered through appropriate separating algorithm. 

In this paper, we assume that the number of sources is equal to that of antennas in receiver. The mathematical 
model of time-frequency mixed signals is 

= +x As n                                           (1) 
where the matrix M MR ×∈A  represents for the channel mixing matrix; n  denotes additive noise vector in 
wireless channel; 1MR ×∈s  represents for mutual independent source signals vector; 1MR ×∈x  denotes the 
observed time-frequency mixed signals vector; M  is the number of sources. 

Put the mixed signals into separating algorithm, and we will derive estimate signals of sources. In this paper, 
we assume the algorithm is linear, in other words, it is a matrix. 

=y Wx                                           (2) 

where M MR ×∈W  is the linear separating matrix; 1MR ×∈y  denotes estimate signals vector. The main task in 
separating system is searching for a linear matrix to make y  approach to s  as much as possible. 

3. Channel Capacity of WSDM 
As we all know, channel capacity is the elementary and direct property of communication systems. In this paper, 
we discuss the channel capacity of WSDM when 2M = . Then, Equation (1) becomes 

11 1 12 2 1 1

21 1 22 2 2 2

a s a s n x
a s a s n x

+ +   
= + = =   + +   

x As n                             (3) 

where 1 2[ , ]Ts s=s  denotes two independent sources; 1 2[ , ]Tx x=x  represents for vector of mixtures;  

1 2[ , ]Tn n=n  is noise vector, i.e. AWGN in this paper; 11 12

21 22

a a
a a
 

=  
 

A  is the channel mixing matrix; [ ]T•   

denotes the transpose. If the power in transmitter is equal to that in receiver, matrix A  should meet the follow-
ing equation. 

2 2
11 21

2 2
12 22

1
1

a a
a a
 + =


+ =
                                       (4) 

The information of observed time-frequency mixed signals obtained from sources is 
( ; ) ( ) ( | )I H H= −s x x x s                                   (5) 

where ( ; )I s x  is the mutual information between x  and s ; ( )H x  denotes the entropy of the mixed signals 
vector; ( | )H x s  is the conditional entropy of x  given s , which means whatever entropy the vector x  has 
that didn’t come from vector s . 

The channel capacity of WSDM system is the maximization of information in (5) 

[ ]1 2

max ( ; )
max ( ; ) ( ; )

C I
I x I x

=

= +

s x
s s

                                (6) 

According to central limit theorem, the mixed signal 1x  and 2x  obey Gaussian distribution. Based on 
Shannon channel capacity theory, we attain 

( )
1 1 1

2 2
11 12

max ( ; ) = max[ ( ) ( )]

= log 1 ( )

I x H x H n

B a aγ

−

+ +

s
                            (7) 

where B  represents for the frequency bandwidth; γ  denotes the signal to noise ratio. In a similar way, we 
can get 

( )2 2
2 21 22max ( ; )= log 1 ( )I x B a aγ+ +s                             (8) 

As a result, under the restraint of (4), the channel capacity of WSDM is 
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( ) ( )
( ) ( )

2 2 2 2
11 12 21 22

2 2 2 2
11 22 11 22

log 1 ( ) log 1 ( )

log 1 (1 ) log 1 (1 )

C B a a B a a

B a a B a a

γ γ

γ γ

= + + + + +

= + + − + + − +
                    (9) 

The frequency bandwidth efficiency of WSDM is  

( ) ( )2 2 2 2
11 22 11 22log 1 (1 ) log 1 (1 )C a a a a

B
η γ γ= = + + − + + − +                   (10) 

We obtain a closed-form expression for the channel capacity of WSDM system in (9). However, wireless 
channel is changing all the time, so the parameters in A  is uncertain. Figure 3 shows the frequency bandwidth 
efficiency of WSDM in different channel conditions. WSDM can achieve good performance under 99%  con-
dition when 2 2

11 220 | | 0.9a a≤ − ≤  (over the red curve in Figure 3). When parameters in A  are all the same, 
WSDM suffers a terrible performance (shown as the green curve). 

Compared to traditional multiplexing, such as TDM and FDM, WSDM shows great advantages in frequency 
bandwidth efficiency, as is shown in Figure 4. In all, WSDM can contribute to the improvement of the utiliza-
tion of spectrum resources in wireless communications. 

 

 
Figure 3. Frequency bandwidth efficiency of WSDM in 
different channel conditions. 
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4. Channel Capacity of WSDM 
How to separate mixed signals effectively is the key point in WSDM system. In this paper, we adopt informa-
tion optimization criterion and achieve perfect performance. The information of estimate signals got from 
sources is 

1 1 2 2

1 2

( ; ) ( ; ) ( ; )R I I s y I s y
R R

= = +
= +

s y
                              (11) 

where R  denotes information of estimate signals. Spread the Equation (2) when 2M =  
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                  (12) 

where 11 12

21 22

w w
w w
 
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 

W  denotes the separating matrix; 1 2[ , ]Ty y=y  represents for estimate signals vector.  

When we optimize R , we can optimize 1R  and 2R  respectively. 
'
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The optimization of 1R  is equal to that of 
'
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The results of (14) is 

[ ]11 22 12 21 12 21
12 11

11 22 12 21 22 11

( )
( )
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In the same way, optimize 2R  and we will get 
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Finally, we attain the expression of separating matrix W  

11 1 11

21 2 21

w k w
w k w
 
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W                                   (17) 

where 

[ ]
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. 

Compared with other separation algorithms, such as that of BSS and ICA, information optimization method 
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achieves more perfect performance, as is shown in Figure 5. Especially at lower SNR, advantage is more ob-
vious. Because the proposed method eliminates the effect of noise as much as possible while BSS and ICA are 
sensitive to noise. 

Choose 4 different voice signals as the sources, as is shown in Figure 6. The sampling frequency is 8000 Hz 
and the length of data is 20,000. Figure 7 depicts the time-frequency mixed signals. Figure 8 describes estimate 
signals derived by the proposed method. The above simulations verify the good performance of the proposed 
method. 

 

 
Figure 5. Performance of different separation algorithms. 

 

 
Figure 6. Sources. 
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Figure 7. Time-frequency mixed signals. 

 

 
Figure 8. Estimate signals derived by the proposed method. 

5. Conclusion  
In this paper, we analyze the channel capacity of WSDM system. The results indicate the validity in raising fre-
quency bandwidth efficiency. This is a great breakthrough in wireless communications without hesitation. 
What’s more, we apply information optimization method to separated time-frequency mixed signals. Computer 
simulations show that the proposed method is more effective than traditional algorithms. 

Acknowledgements 
This work was supported by the National Natural Science Foundation of China under Grant 61172061 and the 

0 0.5 1 1.5 2
x 104

-5

0

5

0 0.5 1 1.5 2
x 104

-2

0

2

0 0.5 1 1.5 2
x 104

-5

0

5

0 0.5 1 1.5 2
x 104

-2

0

2

0 0.5 1 1.5 2
x 104

-2

0

2

0 0.5 1 1.5 2
x 104

-2

0

2

0 0.5 1 1.5 2
x 104

-1

0

1

0 0.5 1 1.5 2
x 104

-1

0

1



Y. F. Cao, Y. H. Shen 
 

 
167 

Natural Science Foundation of Jiangsu Province in china under Grant BK2011117. The authors would like to 
thank the reviewers for their insightful comments and helpful suggestions. 

References 
[1] Stotas, S. and Nallanathan, A. (2011) Enhancing the Capacity of Spectrum Sharing Cognitive Radio Networks. IEEE 

Transactions on Vehicular Technology, 60, 3768-3779. http://dx.doi.org/10.1109/TVT.2011.2165306 
[2] Rebeiz, E., Yuan, F.L. and Urriza, P. (2014) Energy-Efficient Processor for Blind Signal Classification in Cognitive 

Radio Networks. IEEE Transactions on Circuits and Systems, 61, 587-599.  
http://dx.doi.org/10.1109/tcsi.2013.2278392 

[3] Kao, D.T.H. and Sabharwal, A. (2013) Two-User Interference Channels with Local Views: On Capacity Regions of 
TDM-Dominating Policies. IEEE Transactions on Information Theory, 59, 7014-7040.  
http://dx.doi.org/10.1109/TIT.2013.2274512 

[4] Theodoulidis, T.P., Kantartzis, N.V., Tsiboukis, T.D. and Kriezis, E.E. (1997) FDM-Based Second Order Vector Po-
tential Formulation for 3D Eddy Current Curvilinear Problems. IEEE Transactions on Magnetics, 33, 1287-12190.  
http://dx.doi.org/10.1109/20.582490 

[5] Lamare, R.C. and Diniz, P.S.R. (2009) Set-Membership Adaptive Algorithms Based on Time-Varying Error Bounds 
for CDMA Interference Suppression. IEEE Transactions on Vehicular Technology, 58, 644-654.  
http://dx.doi.org/10.1109/TVT.2008.926608 

[6] Zhang, J.G. (1999) Design of Integrated Services Digital Broadcasting Systems Using Multirate Optical Fiber Code- 
Division Multiplexing. IEEE Transactions on Broadcasting, 45, 283-293. http://dx.doi.org/10.1109/11.796270 

[7] Zhao, W., Shen, Y., Xu, P., Wang, J., Yuan, Z., Wei, Y., Jian, W. and Li, H. (2014) A Novel Wireless Statistical Divi-
sion Multiplexing Communication System and Performance Analysis. International Journal of Future Generation 
Communication and Networking, 7, 1-10. http://dx.doi.org/10.14257/ijfgcn.2014.7.5.01 

[8] Zhao, W., Shen, Y., Xu, P., Wei, Y., Yuan, Z. and Jian, W. (2015) Statistic Division Multiplexing for Wireless Com-
munication Systems. Fifth IEEE International Conference on Information Science and Technology. 2015 5th Interna-
tional Conference on Information Science and Technology (ICIST), 24-26 April 2015, Changsha, 392-397. 

[9] Osterwise, C. and Grant, S.L. (2014) On Over-Determined Frequency Domain BSS. IEEE Transactions on Audio, 
Speech, Language Processing, 22, 954-964. 

[10] Fu, G.S., Phlypo, R., Anderson, M., et al. (2014) Blind Source Separation by Entropy Rate Minimization. IEEE 
Transactions on Signal Processing, 62, 4245-4255. http://dx.doi.org/10.1109/TSP.2014.2333563 

[11] Lahat, D., Cardoso, J.F. and Messer, H. (2012) Second-Order Multidimensional ICA: Performance Analysis. IEEE 
Transactions on Signal Processing, 60, 4598-4610. http://dx.doi.org/10.1109/TSP.2012.2199985 

 

http://dx.doi.org/10.1109/TVT.2011.2165306
http://dx.doi.org/10.1109/tcsi.2013.2278392
http://dx.doi.org/10.1109/TIT.2013.2274512
http://dx.doi.org/10.1109/20.582490
http://dx.doi.org/10.1109/TVT.2008.926608
http://dx.doi.org/10.1109/11.796270
http://dx.doi.org/10.14257/ijfgcn.2014.7.5.01
http://dx.doi.org/10.1109/TSP.2014.2333563
http://dx.doi.org/10.1109/TSP.2012.2199985

	Capacity Analysis and Information Optimization of WSDM
	Abstract
	Keywords
	1. Introduction
	2. WSDM System Model
	3. Channel Capacity of WSDM
	4. Channel Capacity of WSDM
	5. Conclusion 
	Acknowledgements
	References

