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Abstract 
This paper deals with the calculation of a vector of reliable weights of decision alternatives on the 
basis of interval pairwise comparison judgments of experts. These weights are used to construct 
the ranking of decision alternatives and to solve selection problems, problems of ratings construc-
tion, resources allocation problems, scenarios evaluation problems, and other decision making 
problems. A comparative analysis of several popular models, which calculate interval weights on 
the basis of interval pairwise comparison matrices (IPCMs), was performed. The features of these 
models when they are applied to IPCMs with different inconsistency levels were identified. An al-
gorithm is proposed which contains the stages for analyzing and increasing the IPCM inconsisten-
cy, calculating normalized interval weights, and calculating the ranking of decision alternatives on 
the basis of the resulting interval weights. It was found that the property of weak order preserva-
tion usually allowed identifying order-related intransitive expert pairwise comparison judgments. 
The correction of these elements leads to the removal of contradictions in resulting weights and 
increases the accuracy and reliability of results. 
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1. Introduction 
The problem of calculation of weights of decision alternatives using methods of pairwise comparisons is consi-
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dered for the case when the initial information is provided in the form of assessments given by experts or deci-
sion makers. In recent years, fuzzy pairwise comparisons methods that use expert judgments in the form of 
fuzzy pairwise comparison matrices (PCMs) [1] and interval PCMs [2]-[8] became widespread. Calculated 
weights are further used to construct the ranking of decision alternatives and to solve the following problems: 
selection problems, problems of ratings construction, resources allocation problems, scenarios evaluation prob-
lems, and other decision making problems. 

To calculate weights of decision alternatives on the basis of an Interval PCM (IPCM)  

( ){ }, 0 , , 1, ,ij ij ij ijI l u l u i j n = < ≤ =   , several models have been developed such as FPP [2], GPM [3] [4],  

LUAM [5], MFLLSM [6], two-stage models TLGP [7] and 2SLGP [8], and others. The FPP model calculates 
crisp weights and requires additional parameters that characterize the personal qualities of an expert. The 
MFLLSM and TLGP models require solving nonlinear mathematical programming problems. Chang’s method 
[9] of calculating weights based on fuzzy PCM with triangular fuzzy numbers  

( )( ){ }, , 0 , , 1, ,ij ij ij ij ij ijTrmf l m u l m u i j n= < ≤ ≤ =   is used. However, in conventional models, little attention  

is given to the issues of consistency of interval and fuzzy PCMs. The above-mentioned models cannot determine 
whether the IPCM inconsistency is acceptable for the decision-making process. The authors do not offer me-
thods to increase the consistency of interval and fuzzy PCMs.  

The purpose of this paper is to calculate a reliable interval weight vector on the basis of IPCMs with different 
inconsistency levels. To achieve this goal, a comparative analysis of several models that calculate interval 
weights on the basis of IPCM is performed. Resulting interval weights, in our opinion, are more preferable in 
comparison with crisp weights, because interval weights retain more information from the original IPCM. To 
find the intransitive IPCM elements that lead to a significant inconsistency of this matrix, the properties of the 
weak and strong order preservation on the set of decision alternatives are investigated. An algorithm is proposed 
that analyzes and increases the IPCM consistency, calculates normalized interval weights, and calculates the 
ranks of decision alternatives on the basis of the resulting interval weights. 

2. Problem Statement 
Let us consider a positive inverse-symmetric interval pairwise comparison matrix (IPCM): 

( ){ }; , 1, , , 1, ,ij ij ij ijA a a l u i n j n = = = =    ,                        (1) 

where 0ij ij iju m l≥ ≥ > , 1
ij

ji

l
u

= , 1
ij

ji

u
l

= , i j≠  and 1ii ii iia l u= = = . 

The problem is to find the vector of interval weights ( ){ }, , 1,l u
i i i iw w w w w i n = = =   on the basis of an  

IPCM A(1). 

3. An Algorithm for Calculating a Vector of Interval Weights on the Basis of IPCM 
Let us assume that it is necessary to calculate the relative importance coefficients (weights) of n decision alter-
natives when the input data are expert pairwise comparison judgments of these alternatives. An expert provides 
verbal preference assessments for every pair of alternatives. Based on these results, the IPCM (1) is constructed. 
An algorithm is proposed for calculating the weights of decision alternatives which contains the stages for ana-
lyzing the quality of expert judgments, finding the normalized interval weights, and ranking of decision alterna-
tives on the basis of the resulting interval weights (Figure 1). 

The quality analysis of expert judgments includes an assessment of a consistency of IPCM and an acceptable 
inconsistency of an IPCM similarly to the crisp pairwise comparison matrix. It is known that the calculation of 
weights on the basis of expert pairwise comparison judgments is justified only in case of acceptable inconsis-
tency of these judgments [10]. The best way of increasing the IPCM consistency, in our opinion, is to organize a 
feedback with an expert, especially in practical problems when an expert is the only source of knowledge. When 
a feedback with an expert is not possible for some reasons, IPCM elements are automatically changed to 
increase the consistency without expert’s participation. 
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Figure 1. The flow chart of the algorithm for evaluating decision alternatives on the basis of an IPCM.                                     
 

Normalized weights of alternatives corresponding to each criterion are often used while solving multi-criteria 
decision-making problems. Therefore, the algorithm includes the step of normalization of interval weights, cal-
culated on the basis of an IPCM. Interval weights also require special ranking methods to select the best decision 
alternative, to construct ratings, and to solve other problems of ordering decision alternatives according to their 
importance. 

Let us consider the steps of the algorithm in more details (see Figure 1). 

3.1. IPCM Consistency Estimating 
The notion of the consistency is used to assess the contradictoriness level of expert pairwise comparison judg-
ments when calculating weights. Recently, several definitions of a consistent IPCM have been suggested and 
their comparative analysis has been performed in [11]. In this paper, we use the relatively weak definition (De-
finition 1). On the basis of this definition, several models of calculating interval weights were proposed [3]-[5]. 
They will be studied in this paper. 

Definition 1. IPCM (1) is consistent if the following acceptable domain is not empty [2]-[8] 
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( )1
1

, , , 1, 0
n

i
n ij ij i i

ij

w
W w w w l u w w

w =

  = = ≤ ≤ = > 
  

∑
. 

Statement 1. IPCM (1) is consistent if and only if its elements satisfy the following condition:  

( ) ( )max minik kj ik kjkk
l l u u≤  for 1,i n∀ = , 1,j n= . 

In general, an IPCM (1), based on expert judgments, is not consistent. Expert judgments may contain outliers 
and be intransitive. This leads to the significant inconsistency of an IPCM. Methods for identifying outliers and 
intransitive elements in a crisp PCM were developed [12]-[14]. These methods, in principle, can be also used in 
the case of an IPCM. To assess the quality of a crisp PCM, the concept of weak consistency can be used as well 
[12] [15]. 

Let us consider the property of weak consistency of a PCM and the properties of the weak and strong order 
preservation on the set of decision alternatives; also, let us perform their generalization to the case of IPCM. 
These properties are used in the paper during the analysis of features of the models for calculating weights. 

Definition 2. IPCM (1) is called weakly (ordinally) consistent if the ordinal transitivity takes place [12] [13] 
[15]: 

( ) ( ) ( )1 1 1ij jk ika a a> ∧ > ⇒ > , ( ) ( ) ( )1 1 1ij jk ika a a= ∧ > ⇒ > , ( ) ( ) ( )1 1 1ki ij kja a a> ∧ = ⇒ > . 

A weakly inconsistent IPCM has at least one cycle, which is determined by three indices ( ), ,i j k  such that  
( ) ( ) ( )1 1 1ij jk ika a a> ∧ > ∧ < , ( ) ( ) ( )1 1 1ij jk ika a a= ∧ > ∧ ≤ , or ( ) ( ) ( )1 1 1ki ij kja a a> ∧ = ∧ ≤ . A cycle in an  

IPCM indicates the violation of the ordinal transitivity on the set of comparable decision alternatives and can be 
the result of a random expert error when performing pairwise comparisons of alternatives. In most cases, an 
IPCM with a cycle has a high level of inconsistency and cannot be used to calculate weights. 

Definition 3. The order is preserved weakly (there is a predominance of the elements of an IPCM), if [1]  

( ) ( )1ij i ja w w> ⇒ ≥ . 

We suggest the hypothesis that the property of the weak order preservation will allow to identify the elements 
that lead to a cycle (order-related intransitive elements), and, accordingly, to the inconsistency of an IPCM. It  
should be noted that the definition ( ) ( )1ij i ja w w≥ ⇒ ≥  of the weak order preservation is strong enough, as  

the condition 1ija∃ =  entails the fulfillment of the condition i jw w≥ . Because of the inverse-symmetry pro- 
perty 1jia = , the condition j iw w≥  is also satisfied. Therefore, 1ija∃ =  leads to the equality i jw w= ,  
which is not always justified in practice. 

Definition 4. The order is preserved strongly (there is a predominance of the rows of an IPCM), if conditions 

1, , and 1, ,ik jk iq jqk n a a q n a a∀ = ≥ ∃ = > , 

lead to i jw w≥  [1]. 
The traditional eigenvector method (EM) and the logarithmic least squares method for calculating weights on 

the basis of a crisp PCM provide the strong order preservation, but do not provide the weak preservation [10]. 

3.2. Interval Weights Ranking 
Methods for calculating weights on the basis of fuzzy (or interval) PCM often result in fuzzy (interval) weight 
vectors. So, for cases described in Definitions 2-4, such as a weak consistent IPCM, the weak order preservation 
for the fuzzy case, and strong order preservation for the fuzzy case, it is necessary to use the method of compar-
ison of fuzzy numbers, i.e. elements of fuzzy PCM and elements of a fuzzy weights vector. In [16], the survey 
was done of methods proposed in 1970-1980 for ranking fuzzy numbers. They include the degree of optimality 
method and the methods which use the Hamming function, alpha-levels, fuzzy average and spread, proximity to 
the ideal, centroid index, etc. There are methods of intervals ranking based on comparison of the middles or ends 
of the intervals [17]. The disadvantage of these methods is that only the partial ranking can be obtained in many 
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cases. The methods of comparing interval numbers that define an optimism index and a degree of preference of 
one interval number over another from a pessimistic point of view (decision-maker’s aversion to risk) are pro-
posed in [18]. The properties of these methods and formulas for calculating the degrees of preference for the 
comparison of interval numbers are given in [7] [19]. The method of degrees of preference is easy in use, has the 
desired properties (in particular, provides a full ranking), and is widely used [7] [19]-[21]. 

The method of degrees of preference is used in this study to determine the relationship between interval 
numbers in cases of a weak consistent IPCM, the weak order preservation, and the strong order preservation (see 
Definitions 2-4). 

Definition 5. Let us suppose that ,L Ua a a =    and ,L Ub b b =    are interval numbers, where  

0 1L Ua a≤ ≤ ≤ , 0 1L Ub b≤ ≤ ≤ . The degree of preference a b  is calculated as [7] [19]-[21]: 

( ) ( ) ( )
max 1 max ,0 ,0

U L

U L U L

b ap a b
a a b b

  −  = −
  − + −  

 .                    (2) 

The degree of preference has the following properties: 
1) ( ) [ ]0,1p a b ∈ . 
2) ( ) ( ) 1p a b p b a+ =  , ( ) 1 2p a a = . 
3) ( ) 1p a b =  if and only if L Ua b≥ . 
4) ( ) 0p a b =  if and only if L Ub a≥ . 
5) ( ) 0.5p a b ≥  if and only if L U L Ua a b b+ ≥ + . 
6) Suppose , ,a b c  are interval numbers. If ( ) 0.5p a b ≥  and ( ) 0.5p b c ≥ , then ( ) 0.5p a c ≥  

(the transitivity property). 
The degree of preference ( )p a b  can be viewed as the degree of fulfillment of the fuzzy preference relation  

a b  of one interval number over the other. The designation 
( )p a b

a b


  is used during the ranking building  
process. 

Note that the formula for calculating the degree of preference (Formula (2)) can be written in the equivalent 
form: 

( )
( ) ( )
( ) ( )

max , 0 max , 0U L L U

U L L U

a b a b
p a b

a b a b

− − −
=

− − −
 . 

Definition 5 allows to find the complete ranking of the set of interval numbers 1 2, , , nx x x . The method for 
ranking of interval numbers based on the degrees of preference consists of the following steps: 

1) Calculate the matrix of the degrees of preference ( ){ }, 1, ,ijP p i j n= =  , where ( )ij i jp p x x=  . 

2) Calculate the generalized value of the preference of an interval number ix , 1,i n= : 

1

n

i ij
j

p p
=

= ∑  

or 
( ) 1

1 1
1 2

n

i ij
j

np p
n n =

 
= + − −  

∑  [21]. 

3) Build the ranking of interval numbers 1, , nx x  in accordance with the decreasing values of ip . 

3.3. Interval Weights Normalization 
Usually, the methods used for the interval weights normalization are based on interval arithmetic. For example, 
each number is divided by the sum of all interval values with the use of the extended binary operations. Another 
method is the normalization of the midpoints of the intervals. While selecting a normalization method, it should 
be taken into account that the use of extended binary operations often results in overly wide intervals; therefore, 
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it is not always justified in practice. In [22], the failure of traditional normalization methods is shown and a new 
normalization method of interval and fuzzy variables is proposed. This paper uses the above-mentioned new 
method. 

Let ( ){ }, 1, ,L U
i i iw w w w i n = = =    be an interval weight vector, where 0 L U

i iw w≤ ≤ ,  

( )1
1

, , , 1, , , 1
n

L U
n i i i i

i
N X x x w x w i n x

=

 = = ≤ ≤ = = 
 

∑   is a set of vectors of normalized interval numbers. 

Definition 6. A vector of interval weights ( ){ }, 1, ,L U
i i iw w w w i n = = =   , 0 L U

i iw w≤ ≤  is normalized if  

and only if it satisfies two following conditions [22]: 
1) ( )1, , nX x x N∃ = ∈ . 
2) L

iw  and U
iw  are reachable in N for all 1, ,i n=  . 

The first condition indicates that the set N is non-empty. This condition can be satisfied if and only if  

1
1

n
L
i

i
w

=

≤∑  and 
1

1
n

U
i

i
w

=

≥∑ . According to the second condition, each end point L
iw  and U

iw , 1, ,i n=   is  

reachable for at least one vector in N.  

Statement 2. A vector of interval weights ( ){ }, 1, ,L U
i i iw w w w i n = = =   , 0 L U

i iw w≤ ≤  is normalized  

according to Definition 6 if and only if [22]: 

( )
1

max 1
n

L U L
i j jji

w w w
=

+ − ≤∑ , 

( )
1

max 1
n

U U L
i j jji

w w w
=

− − ≥∑ . 

Note that the two conditions in statement 2 can be simplified and rewritten in the equivalent form: 

1, 1, ,
n

U L
j i

i j
w w j n

≠

+ ≤ =∑  , 

1, 1, ,
n

L U
j i

i j
w w j n

≠

+ ≥ =∑  . 

Let us consider the GPM [3] [4] and LUAM [5] models for calculating normalized, in accordance with the 
Definition 6, interval weights based on an IPCM. 

4. Models of Interval Weights Calculation on the Basis of an IPCM 
4.1. Linear Goal Programming Model (GPM) 

IPCM A(1) can be represented by two real positive matrices LA  and UA , where L UA A A≤ ≤ : ( ){ }L ijA l= , 

( ){ }U ijA u= . 

It is known that, for a given by an expert IPCM A(1), there exists a normalized vector ( )iW w= ,  

,L U
i i iw w w =    close to A, such that 

,

,

L U
i i

ij ijL U
j j

w w
a

w w
ε

  =
  

 for all 1,i n= , 1,j n= , where ijε  is a perturbation.  

Let us consider the consistent IPCM ( ){ }ijA a=  : 

,
,

,

L U L U
i i i i

ij U LL U
j jj j

w w w w
a

w ww w

    = =  
     

  
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and present it with two crisp non-negative matrices LA  and UA : 

L
L i

U
j

wA
w
 

=  
  

 , 
U

U i
L
j

wA
w

 
=  
  

 . 

It can be written in the matrix form as  

( )1L U U LA W W n W= + − , 

( )1U L L UA W W n W= + − ,                                 (3) 

where ( ){ }1, ,L
L iW w i n= =  , ( ){ }1, ,U

U iW w i n= =   are crisp weight vectors.  

Generally, IPCM A(1) is inconsistent, so the Equations (3) for A hold only approximately. Let us introduce 
deviation vectors: 

( ) ( )1L U LA I W n WΕ = − − − , 

( ) ( )1U L UA I W n WΓ = − − − ,                               (4) 

where ( ){ }1, ,i i nεΕ = =  , ( ){ }1, ,i i nγΓ = =   and I is an identity matrix of size n.  

The values ,i iε γ , 1,i n=  are indicators of deviations. It is desirable for the absolute values of these indica-
tors to be as small as possible (the limiting case 0i iε γ= =  corresponds to the consistent IPCM A). Therefore,  
to find a weight vector ( )iW w= , ,L U

i i iw w w =   , the goal programming model 1 is constructed [3]. In this  

model, the first two restrictions are written in accordance with the condition (4). The next two restrictions give 
the necessary and sufficient conditions for the normalization of the interval weights vector. The next two restric-
tions define the properties of the weak and strong order preservation. The last two restrictions are the conditions 
at the lower and upper end points of the interval of the weight and their non-negativity. Since the deviation vec-
tors Ε  and Γ  may take negative values, we change the variables as follows: 

2
i i

i
ε ε

ε + +
= , 

2
i i

i
ε ε

ε − − +
= , 

2
i i

i
γ γ

γ + +
=  and 

2
i i

i
γ γ

γ − − +
= , 1,i n= , 

0iε
+ ≥ , 0iε

− ≥ , 0iγ
+ ≥  and 0iγ

− ≥ , 1,i n= . 

After the model 1 is rewritten by taking into account the change of variables, we have the linear programming 
model 2 [3]. 

 
Model 1: minimize Model 2: minimize 

( )
1

n

i i
i

J ε γ
=

= +∑  (5) ( ) ( )
1

n
T

i i i i
i

J eε ε γ γ+ − + − + − + −

=

= + + + = Ε + Ε + Γ + Γ∑  (6) 

with restrictions: 
( ) ( )1L U LA I W n WΕ = − − −  

( ) ( )1U L UA I W n WΓ = − − −  

1,
1

n
U L
j i

j j i
w w

= ≠

+ ≥∑ , 1,i n=  

1,
1

n
L U
j i

j j i
w w

= ≠

+ ≤∑ , 1,i n=  

0U LW W− ≥  

0LW ≥  

with restrictions: 
( ) ( )1L U LA I W n W+ −Ε + Ε = − − −  

( ) ( )1U L UA I W n W+ −Γ + Γ = − − −  

1,
1

n
U L
j i

j j i
w w

= ≠

+ ≥∑ , 1,i n=  

1,
1

n
L U
j i

j j i
w w

= ≠

+ ≤∑ , 1,i n=  

0U LW W− ≥  

, , , , 0LW + − + −Ε Ε Γ Γ ≥  
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For the consistent IPCM, the values of goal functional *J  in the models 1 and 2 are equal to zero. The value 
of the deviation of *J  from zero can be used to evaluate the inconsistency of expert judgments. 

4.2. Lower and Upper Approximation Models (LUAM) 
As before, we assume that for IPCM A(1), given by an expert, there is a normalized vector ( )iW w= ,  

,L U
i i iw w w =    close to A which can be expressed more formally as 

,

,

L U
i i

ij ijL U
j j

w w
a

w w
ε

  =
  

 for all 1,i n= ,  

1,j n= , where ijε  is a perturbation. 
Two approximations of IPCM A(1), the lower ijc  and the upper ijd , are constructed [5]: 

ij ijc a⊆  (the lower approximation),                           (7) 

ij ija d⊆  (the upper approximation), 

where ijc  and ijd  are the evaluations of the lower and the upper (left and right) end points of the interval es-
timates for the weight ratios. 

Let 1 1 , 1L U
i i iw w w =    denote the lower and 2 2 , 2L U

i i iw w w =   —the upper interval weights. Using the  

interval arithmetic, we can write the condition (7) in detail as follows: 

( )

( )

1 1
1 1

2 2
.

2 2

L U
i i

ij ij ij ijU L
j j

L U
i i

ij ij ij ijU L
j j

w w
c a l u

w w

w w
d a l u

w w

   
⊆ ⇔ ≥ ∧ ≤      

   
   

⊇ ⇔ ≤ ∧ ≥      
   

                          (8) 

During the construction of the lower and the upper models, we will seek the greatest lower and smallest upper 
bounds of the interval of weights endpoints, respectively. We define the lower model [5] as an optimization 
problem for maximizing the sum of the lengths of interval numbers ijc  with the first restriction from (8). We 
define the upper model [5] as an optimization problem for minimizing the sum of the lengths of interval num-
bers ijd  with the second restriction from (8). 

 
Lower model: Upper model: 

( )
1

1 1 1 max
n

U L
i i

i
J w w

=

= − →∑  (9) ( )
1

2 2 2 min
n

U L
i i

i
J w w

=

= − →∑  (10) 

with restrictions: 
1 1 , , ,

1 1 , , ,

L U
i ij j

U L
i ij j

w l w i j i j

w u w i j i j

≥ ∀ ≠

≤ ∀ ≠
 

1,
1 1 1

n
U L
j i

j j i
w w

= ≠

+ ≥∑ , 1,i n=  

1,
1 1 1

n
L U
j i

j j i
w w

= ≠

+ ≤∑ , 1,i n=  

1 1 0U L
i iw w− ≥ , 1,i n=  

1 0L
iw > , 1,i n=  

with restrictions: 
2 2 , , ,

2 2 , , ,

L U
i ij j

U L
i ij j

w l w i j i j

w u w i j i j

≤ ∀ ≠

≥ ∀ ≠
 

1,
2 2 1

n
U L
j i

j j i
w w

= ≠

+ ≥∑ , 1,i n=  

1,
2 2 1

n
L U
j i

j j i
w w

= ≠

+ ≤∑ , 1,i n=  

2 2 0U L
i iw w− ≥ , 1,i n=  

2 0L
iw > , 1,i n=  

 
The main goal of the lower model is to find such weights of decision alternatives that the corresponding theo-

retical (consistent) IPCM puts a lower limit on a given IPCM (1). The most desirable weights are ones with the 
greatest possible degree of inaccuracy expressed by the width of the interval number. Therefore, the lower mod-
el is formulated as a maximization problem. The first two lower model restrictions provide approaching of the 
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corresponding theoretical (consistent) IPCM to a given IPCM (1) from below. The following two restrictions are 
the necessary and sufficient conditions for the normalization of an interval weight vector. The last two restric-
tions ensure the correctness of the interval number and its positivity. One of the features of the lower model is 
that the solution may not exist at a certain level of inconsistency of expert judgments [5]. 

The upper model is used to find such weights of decision alternatives that the corresponding theoretical IPCM 
puts an upper limit on a given IPCM (1). The most desirable are weights with the minimal possible degree of 
inaccuracy, so the upper model is formulated as a minimization problem. The restrictions of the upper model are 
similar to the restrictions of the lower model. It can be shown that the upper model always has an optimal solu-
tion. 

Let us turn to the analysis of the discussed above models to determine the most reliable weights vector. 

4.3. A Comparative Analysis of Models for Calculating Interval Weights on the Basis of an  
IPCM 

The models GPM [3] [4], LUAM [5], and TLGP [7] are developed for calculating interval weights on the basis 
of an IPCM, built according to expert judgments using the multiplicative scales. They can be used for both con-
sistent and inconsistent IPCMs and produce the interval weights. The 2SLGP model [8] works only for IPCMs 
which are consistent in accordance with Definition 1. 

The GPM model is the minimization of absolute values of deviations of a given by an expert IPCM from the 
theoretical IPCM. The TLGP model calculates the weights vector in two steps. At the first step, the sum of non- 
negative errors in the transformed space of logarithms is minimized; the result of this step is a set of solutions. 
At the second step, separately for each decision alternative, two problems of nonlinear programming are solved 
to select from this set of solutions the minimum and maximum weight values that form, respectively, the left and 
right endpoints of the weight interval. The LUAM model consists of two sub-models—the lower and the upper. 
As a result, we get two vectors of interval weights that bound the unknown real alternative weights with two 
theoretical IPCMs from above and below. These results seem to be less suitable for further using, but generally 
contain solutions of the TLGP and GPM models. 

The GPM and LUAM models allow us to determine the normalized interval weights, but the TLGP model 
does not. The TLGP model works in logarithmic space of weights and uses the inverse transformation. Interval 
weights, calculated using the TLGP model, require subsequent normalization with the purpose of their further 
use in solving of a multi-criteria problem. While choosing a method of interval values normalization, it should 
be taken into account, that using extended binary operations often leads to overly wide resulting intervals; 
therefore, it is not always justified in practice. 

The TLGP model uses only the elements of a triangular part of an IPCM as the initial data; in this case, the 
results for the upper and lower triangular parts of IPCM are equivalent. The GPM and LUAM models use all 
elements of an IPCM. 

The GPM and LUAM models include solving linear programming problems. Besides, the lower LUAM mod-
el does not always have a solution. The existence of the solution in the lower LUAM model depends on the in-
consistency level of an IPCM. The TLGP model requires solving nonlinear programming problems. 

The GPM and TLGP models, unlike the LUAM, allow to evaluate in some degree an inconsistency of an 
IPCM (i.e. expert judgments) [23]. The optimal values of objective functions *J  in these models may be as-
sessments of an inconsistency. However, only the presence of an inconsistency in an IPCM can be determined, 
that corresponds to * 0J ≠ . The GPM and TLGP models do not allow to determine whether this inconsistency 
is acceptable for decision-making, as opposed to, for example, the traditional method of principal eigenvector 
EM for a crisp PCM, where thresholds for the consistency ratio CR are developed. 

The objective function of the GPM model contains the sum of all deviations in the rows of a given IPCM 
from the theoretical (consistent) IPCM. Therefore, it becomes possible to identify the most inconsistent IPCM 
element by finding the maximum term in this sum, i.e. the IPCM row that gives the maximum deviation [23]. 
Then, we can increase the IPCM consistency. For example, we can organize a feed back with an expert and re-
turn to him or her the most inconsistent element for review. Note, that the LUAM model does not have this 
property, does not allow to increase IPCM consistency, and does not allow to exclude cycles (order-related in-
transitive expert judgments) in this matrix. 

The advantages of the GPM model include the possibility to extend this model easily to the case of fuzzy 
pairwise comparison matrices whose elements are specified, for example, as triangular or trapezoidal fuzzy sets. 
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5. The Analysis of Models Using Examples of IPCMs of Different Consistency Levels 
Example 1: Let us consider the special case of IPCMs—crisp PCMs 1A , 2A , and 3A  [3]: 

1

1 1 2 4 8
1 1 2 4 8

1 2 1 2 1 2 4
1 4 1 4 1 2 1 2
1 8 1 8 1 4 1 2 1

A

 
 
 
 =
 
 
  

, 2

1 2 3 5 7
1 2 1 2 2 4
1 3 1 2 1 1 2
1 5 1 2 1 1 9
1 7 1 4 1 2 1 9 1

A

 
 
 
 =
 
 
  

, 3

1 1 2 4 1 2
1 1 2 4 8

1 2 1 2 1 2 4
1 4 1 4 1 2 1 2
2 1 8 1 4 1 2 1

A

 
 
 
 =
 
 
  

 

In the case of a fully consistent PCM 1A , the models GPM [3] [4] and LUAM [5] have led to equal crisp 
weights (Table 1). Otherwise, if PCM is not consistent, weights obtained using different methods will vary, but 
in many cases the weights give an equal ranking of decision alternatives. For a weakly consistent PCM 2A , the 
ranking calculated by the GPM model coincides with the ranking calculated by the traditional eigenvector me-
thod EM (Table 2). The LUAM model can lead to another ranking on the basis of a weakly consistent PCM 
(Table 2). For such PCMs, the property of the weak order preservation mainly holds. In the most inconsistent 
case, when a PCM has intransitive elements (a cycle), rankings, obtained by different models, largely differ 
from each other and the property of the weak order preservation does not hold (Table 3). The property of the 
strong order preservation holds regardless of the level of the PCM consistency. 

 
Table 1. The weights on the basis of a fully consistent PCM 1A .                                           

                 Model 
Weights GPM [3] [4] LUAM [5] EM 

1w  0.3478 0.3478 0.3478 

2w  0.3478 0.3478 0.3478 

3w  0.1739 0.1739 0.1739 

4w  0.0870 0.0870 0.0870 

5w  0.0435 0.0435 0.0435 

Inconsistency index J* = 0 J* = 0 CR = 0 

Ranking of alternatives 1 = 2 > 3 > 4 > 5 1 = 2 > 3 > 4 > 5 1 = 2 > 3 > 4 > 5 

Weak order preservation + + + 

Strong order preservation + + + 

 
Table 2. The weights on the basis of the weakly consistent PCM 2A .                                      

                  Model 
Weights GPM [3] [4] LUAM [5] EM 

1w  0.4592 0.4737 0.4468 

2w  0.2295 0.2368 0.2231 

3w  0.1224 [0.1184, 0.1579] 0.1185 

4w  0.1561 [0.0947, 0.1184] 0.1664 

5w  0.0328 [0.0132, 0.0677] 0.0452 

Inconsistency index J* = 0.1403 J* = 0.1177 CR = 0.0822 

Ranking of alternatives 1 > 2 > 4 > 3 > 5 1 > 2 > 3 > 4 > 5 1 > 2 > 4 > 3 > 5 

Weak order preservation + + + 

Strong order preservation + + + 
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Table 3. The weights on the basis of the weakly inconsistent PCM 3A .                                          

               Model 
Weights GPM [3] [4] LUAM [5] EM 

1w  0.2878 [0.1304, 0.3478] 0.2299 

2w  0.3741 0.3478 0.3732 

3w  0.1871 0.1739 0.1866 

4w  0.0935 0.0870 0.0933 

5w  0.0576 [0.0435, 0.2609] 0.1170 

Inconsistency index J* = 0.9712 J* = 0.4348 CR = 0.2533 

Ranking of alternatives 2 > 1 > 3 > 4 > 5 2 > 1 > 3 > 5 > 4 2 > 1 > 3 > 5 > 4 

Weak order preservation 
− 

(the element 1,5a ) 
− 

(the elements 1,5a , 4,5a ) 
− 

(the elements 1,5a , 4,5a ) 

Strong order preservation + + + 

 
In the following Examples 2-4, a weakly consistent IPCM 4A  and weakly inconsistent IPCMs 5A - 7A  are 

considered. In Tables 4-7, resulting weights, inconsistency indices, rankings of decision alternatives, the weak 
order preservation, and strong order preservation are shown. If the properties of the weak or strong order 
preservation do not hold, the elements that violate these properties are shown in the corresponding rows of these 
tables. In Table 5(b), Table 6(b) and Table 7(b), the results after the correction on the basis of IPCMs 5A - 7A  
are shown. Only one element in each of the IPCMs 5A - 7A  was changed—the element that violated the weak 
order preservation property. 

Example 2: 

[ ] [ ] [ ] [ ]

[ ] [ ] [ ]

[ ]

[ ]

4

1 1,3 3,5 5,7 5,9
1 ,1 1 1, 4 1,5 1, 4
3
1 1 1 1, ,1 1 ,5 2, 4
5 3 4 5
1 1 1 1, ,1 ,5 1 1, 2
7 5 5 5
1 1 1 1 1 1, ,1 , ,1 1
9 5 4 4 2 2

A

 
 
  
   

 
      
      =       

      
            
        
                

 

Example 3:  

[ ]

[ ] [ ] [ ]

[ ] [ ] [ ]

[ ] [ ] [ ] [ ]

5

1 1 1 1 1 1 11 ,1 , , ,
3 6 4 8 6 9 8

1 1 1 1 11,3 1 ,1 , ,
3 4 2 5 3

14,6 1,3 1 1,3 ,1
3

16,8 2, 4 ,1 1 1,1
3

8,9 3,5 1,3 1,1 1

A

        
                
      
            
 =  
    
      
 
 

, 

[ ]

[ ] [ ] [ ]

[ ]

[ ] [ ] [ ]

[ ] [ ] [ ]

6

1 1 1 1 1 11 , 1,1 , ,
7 5 7 5 9 7

15,7 1 2,4 ,1 1,3
3

1 1 1 1 1 11,1 , 1 , ,
4 2 9 8 5 3

15,7 1,3 8,9 1 ,1
3

17,9 ,1 3,5 1,3 1
3

A

      
            
  
    
      =             
      
       
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Table 4. The weights on the basis of the weakly consistent IPCM 4A .                                            

            Model 
Weights GPM [3] [4] LUAM lower 

model [5] 
LUAM upper  

model [5] EM 

1w  0.4527 [0.4225, 0.5343] [0.2909, 0.4091] 0.4771 

2w  [0.1397, 0.3321] [0.1781, 0.2817] [0.1364, 0.2909] 0.2199 

3w  [0.0818, 0.2097] 0.1409 [0.0273, 0.1818] 0.1306 

4w  [0.0591, 0.1347] [0.0763, 0.0845] [0.0364, 0.1364] 0.1001 

5w  0.0633 0.0704 [0.0455, 0.1364] 0.0724 

Inconsistency index J* = 0.4442 J* = 0.2235 J* = 0.6182 CR = 0.0264 

Ranking of alternatives 1 > 2 > 3 > 4 > 5 1 > 2 > 3 > 4 > 5 1 > 2 > 3 > 5 ≥ 4 1 > 2 > 3 > 4 > 5 

Weak order preservation + + 
− 

(the element 4,5a ) + 

Strong order preservation + + + + 

 
Table 5. (a) The weights on the basis of the weakly inconsistent IPCM 5A ; (b) The weights on the basis of 
the corrected weakly consistent IPCM 5 _1A  (the element 3,4a  of the IPCM 5A  was given a new value 

[ ]3,4 : 1 3,1a = ).                                                                                  

(a) 

                Model 
Weights GPM LUAM upper model EM 

1w  0.0414 [0.0388, 0.0700] 0.0447 

2w  [0.0759, 0.1275] [0.0700, 0.1163] 0.0972 

3w  [0.1757, 0.3499] [0.1163, 0.3488] 0.2500 

4w  [0.1954, 0.2869] [0.1163, 0.3488] 0.2595 

5w  [0.3376, 0.3685] 0.3488 0.3487 

Inconsistency index J* = 0.2482 J* = 0.5426 CR = 0.0344 

Ranking of alternatives 5 > 3 ≥ 4 > 2 > 1 5 > 3 = 4 > 2 > 1 5 > 4 > 3 > 2 > 1 

Weak order preservation + + 
−  

(the element 3,4a ) 

Strong order preservation + + + 

(b) 

              Model 
Weights GPM LUAM lower model LUAM upper model EM 

1w  [0.0424, 0.0428] 0.0423 [0.0373, 0.0672] 0.0452 

2w  [0.0721, 0.1284] [0.0845, 0.1127] [0.0672, 0.1493] 0.0972 

3w  [0.1329, 0.2676] [0.1690, 0.1972] [0.1119, 0.2985] 0.1922 

4w  [0.2843, 0.3399] 0.3380 [0.2985, 0.3358] 0.3156 

5w  [0.3337, 0.3561] 0.3380 [0.2985, 0.3358] 0.3498 

Inconsistency index J* = 0.0412 J* = 0.0563 J* = 0.3731 CR = 0.0060 

Ranking of alternatives 5 > 4 > 3 > 2 > 1 4 = 5 > 3 > 2 > 1 4 = 5 > 3 > 2 > 1 5 > 4 > 3 > 2 > 1 

Weak order preservation + + + + 

Strong order preservation + + + + 
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Table 6. (a) The weights on the basis of the weakly inconsistent IPCM 6A ; (b) The weights on the basis of 
the corrected weakly consistent IPCM 6 _1A  (the element 2,5a  of the IPCM 6A  was given a new value 

[ ]2,5 : 1 3,1a = ).                                                                                       

(a) 

              Model 
Weights GPM LUAM upper model EM 

1w  0.0282 0.0426 0.0457 

2w  [0.1892, 0.3310] [0.1277, 0.3830] 0.2661 

3w  0.0566 [0.0426, 0.0638] 0.0593 

4w  [0.2628, 0.3718] [0.1277, 0.3830] 0.3259 

5w  [0.2124, 0.3787] [0.1277, 0.3830] 0.3030 

Inconsistency index J* = 0.1523 J* = 0.7872 CR = 0.0731 

Ranking of alternatives 4 > 5 > 2 > 3 > 1 4 = 5 = 2 > 3 > 1 4 > 5 > 2 > 3 > 1 

Weak order preservation 
−  

(the elements 2,5a , 5,4a ) + 
−  

(the elements 2,5a , 5,4a ) 

Strong order preservation + + + 

(b) 

                 Model 
Weights GPM LUAM upper model EM 

1w  0.0378 0.0448 0.0469 

2w  [0.1471, 0.2591] [0.1119, 0.3134] 0.2032 

3w  0.0586 [0.0373, 0.1045] 0.0603 

4w  [0.2685, 0.3756] [0.1343, 0.3358] 0.3246 

5w  [0.2688, 0.4700] [0.3134, 0.4030] 0.3650 

Inconsistency index J* = 0.0830 J* = 0.5597 CR = 0.0373 

Ranking of alternatives 5 > 4 > 2 > 3 > 1 5 > 4 > 2 > 3 > 1 5 > 4 > 2 > 3 > 1 

Weak order preservation + + + 

Strong order preservation + + + 

 
Example 4:  

[ ] [ ] [ ] [ ]

[ ]

[ ] [ ]

[ ] [ ]

7

1 1,3 2,4 4,6 6,8
1 1,1 1 [1,3] ,1 3,5
3 3
1 1 1, ,1 1 1,3 1,3
4 2 3
1 1 1, 1,3 ,1 1 8,10
6 4 3
1 1 1 1 1 1 1, , ,1 , 1
8 6 5 3 3 10 8

A

 
 
    
       

 
    
    =     
    
        
        
                

 

The performed analysis led to the following conclusions: 
1) For weakly consistent IPCM (Table 4), the ranking calculated using the GPM model coincided with the 

ranking using the traditional eigenvector method EM if it was applied to a defuzzified IPCM. The LUAM model 
can lead to another ranking on the basis of weakly consistent IPCMs (Table 4 and Table 5(b)). We can also ar-
gue that the weights calculated by the GPM model on the basis of weakly consistent IPCM basically satisfy the 
property of the weak order preservation. This, however, is not always true for the weights calculated on the basis 
of such IPCM using the LUAM model (Table 4). 
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Table 7. (a) The weights on the basis of the weakly inconsistent IPCM 7A ; (b) The weights on the basis of 
the corrected weakly consistent PCM 7 _1A  (the element 2,4a  of the IPCM 7A  was given a new value 

[ ]2,4 : 1,3a = ).                                                                                    

(a) 

               Model 
Weights GPM LUAM upper model EM 

1w  [0.3882, 0.4548] 0.3429 0.4361 

2w  [0.1262, 0.2308] [0.1000, 0.3429] 0.1746 

3w  [0.1010, 0.2056] [0.0857, 0.1714] 0.1471 

4w  [0.1512, 0.1846] [0.0571, 0.3000] 0.1953 

5w  [0.0162, 0.0287] [0.0300, 0.0857] 0.0468 

Inconsistency index J* = 0.2371 J* = 0.6271 CR = 0.1318 

Ranking of alternatives 1 > 2 ≥ 4 ≥ 3 > 5 1 > 2 > 4 > 3 > 5 1 > 4 > 2 > 3 > 5 

Weak order preservation 
−  

(the elements 3,4a , 4,2a ) 
−  

(the elements 4,2a , 3,4a ) 
−  

(the element 3,4a ) 

Strong order preservation + + + 

(b) 

                 Model 
Weights GPM LUAM upper model EM 

1w  [0.3825, 0.4572] [0.3273, 0.4364] 0.4282 

2w  [0.1511, 0.3005] [0.1455, 0.3273] 0.2160 

3w  [0.1018, 0.1990] [0.1091, 0.1636] 0.1436 

4w  [0.1210, 0.1626] [0.0546, 0.1455] 0.1633 

5w  0.0302 [0.0146, 0.1091] 0.0488 

Inconsistency index J* = 0.1894 J* = 0.5309 CR = 0.1083 

Ranking of alternatives 1 > 2 > 3 ≥ 4 > 5 1 > 2 > 3 > 4 > 5 1 > 2 > 4 > 3 > 5 

Weak order preservation + + 
−  

(the element 3,4a ) 

Strong order preservation + + + 

 
2) In the case of weakly inconsistent IPCMs, there are no rankings of decision alternatives that can satisfy all 

the elements of these IPCMs in the sense that i ja a>  if 1ijd >  and i ja a<  if 1ijd < . A weakly inconsis-
tent IPCM has at least one cycle and generally has a high level of inconsistency. For weakly inconsistent IPCMs 
(Examples 3 and 4), rankings calculated by the GPM and LUAM models may be different (Table 6(a)). 

3) The feature of the LUAM model is that this model results in indistinguishable alternatives; in other words, 
it leads to identical weights of alternatives (Table 5(a) and Table 6(a)) if an IPCM is weakly inconsistent and 
has order-related intransitive elements. As a result, the weights, calculated by the LUAM model, satisfy the 
property of the weak order preservation more often than the weights calculated by the GPM model (Table 5(a) 
and Table 6(a)). 

4) The LUAM lower model had no solutions for all considered weakly inconsistent IPCMs and also for some 
weakly consistent IPCMs (Examples 3 and 4). 

5) The property of the weak order preservation in general allows to identify the order-related intransitive ele-
ments of IPCMs. These are the elements that do not satisfy this property. After their correction, the more con-
sistent IPCMs were obtained. It was illustrated by lower values of the inconsistency indices of the GPM and 
LUAM models in Table 5(b), Table 6(b) and Table 7(b). However, the inconsistency indices of these models 
do not allow to determine the level of acceptability of the IPCM inconsistency for calculating weights. 
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In all these examples, corrected IPCMs are weakly consistent. Based on these IPCMs, the rankings derived 
using the GPM and LUAM models mostly agreed with each other (Table 6(b) and Table 7(b)). 

6) Weights calculated by the GPM and LUAM models satisfy the property of the strong order preservation for 
all IPCMs from Examples 1-4 regardless of the inconsistency level of these matrices. 

6. Conclusions 
A comparative analysis of the GPM, LUAM and TLGP models, which calculate interval weights on the basis of 
an interval pairwise comparison matrix, was performed. When these models were applied to IPCMs with differ-
ent inconsistency levels, these models’ features were identified.  

It was established that the property of the weak order preservation usually allowed identifying order-related 
intransitive elements in weakly inconsistent IPCMs. After their correction, more consistent IPCMs were ob-
tained, which was reflected by lower values of the inconsistency indices of the GPM and LUAM models. The 
correction of these elements removes contradictions in resulting weights and increases the accuracy and reliabil-
ity of results. 

An algorithm is proposed which contains the stages of analyzing and increasing of an IPCM consistency, cal-
culating normalized interval weights, and calculating the ranking of decision alternatives on the basis of the re-
sulting interval weights. 
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