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#### Abstract

Making use of a linear operator $\mathcal{I}_{p}^{\lambda}(a, c)$, which is defined here by means of the Hadamard product (or convolution), we introduce some new subclasses of multivalent functions and investigate various inclusion properties of these subclasses. Some radius problems are also discussed.
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## 1. Introduction and Definitions

Let $\mathcal{A}(p)$ denote the class of functions $f(z)$ of the form

$$
\begin{equation*}
f(z)=z^{p}+\sum_{k=1}^{\infty} a_{p+k} z^{p+k} \quad(p \in \mathbb{N}:=\{1,2,3, \cdots\}), \tag{1}
\end{equation*}
$$

which are analytic in the open unit disk

$$
\mathbb{U}=\{z: z \in \mathbb{C} \text { and }|z|<1\} .
$$

We define the Hadamard product (or convolution) of two analytic functions

$$
f(z)=\sum_{k=0}^{\infty} a_{k} z^{k} \text { and } g(z)=\sum_{k=0}^{\infty} b_{k} z^{k},
$$

as

$$
(f * g)(z):=\sum_{k=0}^{\infty} a_{k} b_{k} z^{k} \quad(z \in \mathbb{U}) .
$$

For $a \in \mathbb{R}, c \in \mathbb{R} / \mathbb{Z}_{0}^{-} \quad\left(\mathbb{Z}_{0}^{-}:=\{\cdots,-2,-1,0\}\right)$ H. Saitoh [13] introduced a linear operator

$$
\mathcal{L}_{p}(a, c): \mathcal{A}(p) \rightarrow \mathcal{A}(p)
$$

defined by

$$
\begin{equation*}
\mathcal{L}_{p}(a, c) f(z):=\phi_{p}(a, c ; z) * f(z) \quad(z \in \mathbb{U} ; f \in \mathcal{A}(p)) \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{p}(a, c ; z):=\sum_{k=0}^{\infty} \frac{(a)_{k}}{(c)_{k}} z^{k+p} \quad(z \in \mathbb{U}), \tag{3}
\end{equation*}
$$

and $(\tau)_{k}$ is the Pochhammer symbol defined, in terms of the Gamma function, by

$$
(\tau)_{k}=\frac{\Gamma(\tau+k)}{\Gamma(\tau)}= \begin{cases}1 & (k=0) \\ \tau(\tau+1) \cdots(\tau+k-1) & (k \in \mathbb{N}) .\end{cases}
$$

The operator $\mathcal{L}_{p}(a, c)$ is an extension of the CarlsonShaffer operator (see [2]). In [3], Cho et al. introduced the following family of linear operators
$\mathcal{I}_{p}^{\lambda}(a, c): \mathcal{A}(p) \rightarrow \mathcal{A}(p)$ analogous to $\mathcal{L}_{p}(a, c)$ (see also [14]):

$$
\begin{align*}
& \mathcal{I}_{p}^{\lambda}(a, c) f(z):=\phi_{p}^{\dagger}(a, c ; z) * f(z) \\
& \left(a, c \in \mathbb{R} / \mathbb{Z}_{0}^{-} ; \lambda>-p ; z \in \mathbb{U} ; f \in \mathcal{A}(p)\right) . \tag{4}
\end{align*}
$$

where $\phi_{p}^{\dagger}(a, c ; z)$ is the function defined in terms of the Hadamard product (or convolution) by the following condition

$$
\begin{equation*}
\phi_{p}(a, c ; z) * \phi_{p}^{\dagger}(a, c ; z)=\frac{z^{p}}{(1-z)^{\lambda+p}}, \tag{5}
\end{equation*}
$$

where $\phi_{p}$ is given by (3). If $f(z)$ is given by (1), then from (3), (4) and (5), we deduce that

$$
\begin{align*}
& \mathcal{I}_{p}^{\lambda}(a, c) f(z) \\
& =z^{p}+\sum_{k=1}^{\infty} \frac{(\lambda+p)_{k}(c)_{k}}{(a)_{k} k!} a_{k+p} z^{k+p} \quad(z \in \mathbb{U}) . \tag{6}
\end{align*}
$$

It is easily seen from (6) that
$\mathcal{I}_{p}^{1}(p+1,1) f(z)=f(z)$ and $\mathcal{I}_{p}^{1}(p, 1) f(z)=\frac{z f^{\prime}(z)}{p}$

$$
\begin{align*}
& z\left(\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)\right)^{\prime}  \tag{7}\\
& =a \mathcal{I}_{p}^{\lambda}(a, c) f(z)-(a-p) \mathcal{I}_{p}^{\lambda}(a+1, c) f(z)
\end{align*}
$$

and

$$
\begin{align*}
& z\left(\mathcal{I}_{p}^{\lambda}(a, c) f(z)\right)^{\prime}  \tag{8}\\
& =(\lambda+p) \mathcal{I}_{p}^{\lambda+1}(a, c) f(z)-\lambda \mathcal{I}_{p}^{\lambda}(a, c) f(z)
\end{align*}
$$

Clearly, from (7) and (8), we have

$$
\begin{align*}
& \operatorname{Re}\left(\frac{z\left(\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)\right)^{\prime}}{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}\right)>0  \tag{9}\\
& \Leftrightarrow \operatorname{Re}\left(\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}\right)>\frac{a-p}{a} \quad(a \geq p)
\end{align*}
$$

and

$$
\begin{align*}
& \operatorname{Re}\left(\frac{z\left(\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)\right)^{\prime}}{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}\right)>0  \tag{10}\\
& \Leftrightarrow \operatorname{Re}\left(\frac{\mathcal{I}_{p}^{\lambda+1}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}\right)>\frac{\lambda}{\lambda+p} \quad(\lambda \geq 0) .
\end{align*}
$$

When $a=n+p\left(n \in \mathbb{N}_{0}:=\mathbb{N} \cup\{0\}\right)$ and $c=\lambda=1$, the linear operator $\mathcal{I}_{p}^{1}(n+p, 1)=\mathcal{I}_{n+p-1}$, was introduced and studied by Liu and Noor [5] (see also [9] and [10]). Moreover, when $p=1, \mathcal{I}_{1}^{1}(n+1,1)=\mathcal{I}_{n}$ was first introduced and studied by Noor [8] which is known as Noor Integral operator.

Let $\mathcal{P}_{k}(\alpha)$ be the class of functions $h(z)$ analytic in the unit disk $\mathbb{U}$ satisfying the properties $h(0)=1$ and

$$
\begin{equation*}
\int_{0}^{2 \pi}\left|\frac{\operatorname{Re} h(z)-\alpha}{1-\alpha}\right| \mathrm{d} \theta \leq k \pi, \tag{11}
\end{equation*}
$$

where $z=r e^{i \theta}, k \geq 2$ and $0 \leq \alpha<1$. For $\alpha=0$, the class $\mathcal{P}_{k}(0)=\mathcal{P}_{k}$ was introduced in [11]. For $\alpha=0$, $k=2$, we have the well known class $\mathcal{P}$ of functions with $\operatorname{Reh}(z)>0$ and the class $k=2$ gives us the class $\mathcal{P}(\alpha)$ of functions with $\operatorname{Re} h(z)>\alpha$. Also we can write, for $h(z) \in \mathcal{P}_{k}(\alpha)$ as

$$
\begin{equation*}
h(z)=\frac{1}{2} \int_{0}^{2 \pi} \frac{1+(1-2 \alpha) z e^{-i t}}{1-z e^{-i t}} \mathrm{~d} \mu(t) \tag{12}
\end{equation*}
$$

where $\mu(t)$ is a function with bounded variation on $[0,2 \pi]$ such that

$$
\begin{equation*}
\int_{0}^{2 \pi} \mathrm{~d} \mu(t)=2 \quad \text { and } \quad \int_{0}^{2 \pi}|\mathrm{~d} \mu(t)| \leq k \tag{13}
\end{equation*}
$$

From (11) and (12) it can be seen that $h \in \mathcal{P}_{k}(\alpha)$ if and only if there exist $h_{1}, h_{2} \in \mathcal{P}(\alpha)$ such that

$$
\begin{equation*}
h(z)=\left(\frac{k}{4}+\frac{1}{2}\right) h_{1}(z)-\left(\frac{k}{4}-\frac{1}{2}\right) h_{2}(z) . \tag{14}
\end{equation*}
$$

It is known [7] that the class $\mathcal{P}_{k}(\alpha)$ is a convex set. We also note that $h(z) \in \mathcal{P}_{k}(\alpha)$ if and only if there exists $q \in \mathcal{P}_{k}$ such that

$$
\begin{equation*}
h(z)=(1-\alpha) q(z)+\alpha \tag{15}
\end{equation*}
$$

By using the linear operator $\mathcal{I}_{p}^{\lambda}(a, c)$, we now define some subclasses of $\mathcal{A}(p)$ as follows:

Definition 1: Let $a \geq p, c \in \mathbb{R} / \mathbb{Z}_{0}^{-}, \lambda>-p, \mu>0$, $\eta \geq 0, k \geq 2$ and $0 \leq \alpha<1$. A function $f(z) \in \mathcal{A}(p)$ is said to be in the class $\mathcal{H}_{p}^{\lambda}(k, a, c, \alpha, \beta, \mu, \eta)$ if and only if it satisfies

$$
\begin{align*}
& \left\{(1-\eta)\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu}\right. \\
& \left.+\eta\left(\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}\right)\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu-1}\right\} \in \mathcal{P}_{k}(\alpha) \tag{16}
\end{align*}
$$

where $g(z) \in \mathcal{A}(p)$ satisfies the condition

$$
\begin{equation*}
\left\{\frac{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right\} \in \mathcal{P}(\beta) \quad(0 \leq \beta<1 ; z \in \mathbb{U}) . \tag{17}
\end{equation*}
$$

We note that $g$ is starlike univalent in $\mathbb{U}$ when $a=c=p=\lambda=1$ in (16).
Definition 2: Let $a, c \in \mathbb{R} / \mathbb{Z}_{0}^{-}, \lambda \geq 0, \mu>0, \eta \geq 0$, $k \geq 2$ and $0 \leq \alpha<1$. A function $f(z) \in \mathcal{A}(p)$ is said to be in the class $\mathcal{Q}_{p}^{\lambda}(k, a, c, \alpha, \beta, \mu, \eta)$ if and only if it satisfies

$$
\begin{align*}
& \left\{(1-\eta)\left(\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}\right)^{\mu}\right. \\
& \left.+\eta\left(\frac{\mathcal{I}_{p}^{\lambda+1}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda+1}(a, c) g(z)}\right)\left(\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}\right)^{\mu-1}\right\} \in \mathcal{P}_{k}(\alpha), \tag{18}
\end{align*}
$$

where $g(z) \in \mathcal{A}(p)$ satisfies the condition

$$
\begin{equation*}
\left\{\frac{\mathcal{I}_{p}^{\lambda+1}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}\right\} \in \mathcal{P}(\beta) \quad(0 \leq \beta<1 ; z \in \mathbb{U}) \tag{19}
\end{equation*}
$$

In this manuscript, we investigate several inclusion and other properties of functions in the classes $\mathcal{H}_{p}^{\lambda}(k, a, c, \alpha, \beta, \mu, \eta)$ and $\mathcal{Q}_{p}^{\lambda}(k, a, c, \alpha, \beta, \mu, \eta)$ which are introduced above. Furthermore, some radius problems are also considered.

## 2. Main Results

In order to establish our results, we require the following lemmas.

Lemma 1: [6] Let $u=u_{1}+i u_{2}$ and $v=v_{1}+i v_{2}$ and let $\Psi(u, v)$ be a complex-valued function satisfying the conditions:

1) $\Psi(u, v)$ is continuous in a domain $\mathcal{D} \subset \mathbb{C}^{2}$,
2) $(1,0) \in \mathcal{D}$ and $\Psi(1,0)>0$.
3) $\operatorname{Re} \Psi\left(i u_{2}, v_{1}\right) \leq 0 \quad$ whenever $\quad\left(i u_{2}, v_{1}\right) \in \mathcal{D}$ and $v_{1} \leq-\left(1+u_{2}^{2}\right) / 2$.
If $p(z)$ is analytic in $\mathbb{U}$, with $p(0)=1$, such that $\left(p(z), z p^{\prime}(z)\right) \in \mathcal{D}$ and $\operatorname{Re}\left(p(z), z p^{\prime}(z)\right)>0$ for $z \in \mathbb{U}$, then $\operatorname{Re} p(z)>0$.

Lemma 2: [12] If $h(z)$ is analytic in $\mathbb{U}$ with $p(0)=1$, and if $\eta$ is a complex number satisfying $\operatorname{Re} \eta \geq 0(\eta \neq 0)$, then
$\operatorname{Re}\left\{h(z)+\eta z h^{\prime}(z)\right\}>\alpha(0 \leq \alpha<1)$ implies

$$
\begin{equation*}
\operatorname{Re} h(z)>\alpha(1-\alpha)\left(2 \rho_{1}-1\right) \tag{20}
\end{equation*}
$$

where $\rho_{1}$ is given by

$$
\rho_{1}=\int_{0}^{1} \frac{\mathrm{~d} t}{1+t^{\text {Re } \eta}}
$$

which is an increasing function of $\operatorname{Re} \eta$ and $1 / 2 \leq \rho_{1}<1$. The estimate (20) cannot be improved in general.

Lemma 3: [4] Let $q(z)$ be analytic in $\mathbb{U}$ with $q(0)=1$ and $\operatorname{Re} q(z)>0 \quad(z \in \mathbb{U})$. Then, for $|z|=r<1$,

$$
\frac{1-r}{1+r} \leq \operatorname{Re} q(z) \leq|q(z)| \leq \frac{1+r}{1-r}
$$

and

$$
\left|q^{\prime}(z)\right| \leq \frac{2 \operatorname{Re} q(z)}{1-r^{z}}
$$

We begin by proving the following.
Theorem 1: Let $\eta \geq 0$. If
$f \in \mathcal{H}_{p}^{\lambda}(k, a, c, \alpha, \beta, \mu, \eta)$, then

$$
\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu} \in \mathcal{P}_{k}(\gamma),
$$

where

$$
\begin{equation*}
\gamma=\frac{2 a \alpha \mu+\eta \delta}{2 a \mu+\eta \delta}, \tag{21}
\end{equation*}
$$

and $g \in \mathcal{A}(p)$ satisfies the condition (16) and

$$
\begin{equation*}
\delta=\frac{\operatorname{Re} h_{0}(z)}{\left|h_{0}(z)\right|^{2}}, \quad h_{0}(z)=\frac{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)} . \tag{22}
\end{equation*}
$$

Proof. Let $f \in \mathcal{H}_{p}^{\lambda}(k, a, c, \alpha, \beta, \mu, \eta)$ and set

$$
\begin{equation*}
\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu}=(1-\gamma) h(z)+\gamma, \tag{23}
\end{equation*}
$$

where $h(z)$ is analytic in $\mathbb{U}$ with $h(0)=1$ and we write

$$
\begin{equation*}
h(z)=\left(\frac{k}{4}+\frac{1}{2}\right) h_{1}(z)-\left(\frac{k}{4}-\frac{1}{2}\right) h_{2}(z) . \tag{24}
\end{equation*}
$$

A simple computation using (23) and (24) gives

$$
\begin{aligned}
& (1-\eta)\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu} \\
& +\eta\left(\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}\right)\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu-1}-\alpha \\
& =\left(\frac{k}{4}+\frac{1}{2}\right)\left\{(1-\gamma) h_{1}(z)+\gamma-\alpha+\frac{\eta(1-\gamma) z h_{1}^{\prime}(z)}{a \mu h_{0}(z)}\right\} \\
& -\left(\frac{k}{4}-\frac{1}{2}\right)\left\{(1-\gamma) h_{2}(z)+\gamma-\alpha+\frac{\eta(1-\gamma) z h_{2}^{\prime}(z)}{a \mu h_{0}(z)}\right\} .
\end{aligned}
$$

Now we form the functional $\Psi(u, v)$ by choosing $u=h_{i}(z)=u_{1}+i u_{2}$ and $v=z h_{i}^{\prime}(z)=v_{1}+i v_{2}$. Thus

$$
\begin{equation*}
\Psi(u, v)=(1-\gamma) u+\gamma-\alpha+\frac{\eta(1-\gamma) v}{a \mu h_{0}(z)} . \tag{25}
\end{equation*}
$$

The conditions 1) and 2) of Lemma 1 are clearly satisfied. Therefore, we show that the condition 3) of Lemma 1 is satisfied.

By virtue of (25), we have

$$
\begin{aligned}
\operatorname{Re} \Psi\left(i u_{2}, v_{1}\right) & =\gamma-\alpha+\frac{\eta(1-\gamma) \operatorname{Re} h_{0}(z)}{a \mu\left|h_{0}(z)\right|^{2}} v_{1} \\
& =\gamma-\alpha+\frac{\eta(1-\gamma) \delta}{a \mu} v_{1},
\end{aligned}
$$

where $\delta$ is given by (22). Thus, for $v_{1} \leq-\left(1-u_{2}^{2}\right) / 2$, we obtain

$$
\operatorname{Re} \Psi\left(i u_{2}, v_{1}\right) \leq \gamma-\alpha-\frac{\eta(1-\gamma)\left(1+u_{2}^{2}\right) \delta}{2 a \mu}=\frac{A+B u_{2}^{2}}{2 C}
$$

where

$$
\begin{gathered}
A=2 a \mu(\gamma-\alpha)-\eta \delta(1-\gamma), \\
B=-\eta \delta(1-\gamma) \quad \text { and } \quad C=a \mu .
\end{gathered}
$$

Since $B \leq 0, C>0$ and $A \leq 0$ by (21), we get $\operatorname{Re} \Psi\left(i u_{2}, v_{1}\right) \leq 0$. Hence, by applying Lemma 1, it follows that $h_{i} \in \mathcal{P}(i=1,2 ; z \in \mathbb{U})$ which implies that $h \in \mathcal{P}_{k}$. The proof of Theorem 1 is thus completed.
Remark: If we put $a=n+p$ and $c=\lambda=1$ in Theorem 1, we have the result due to Noor and Arif [9, Theorem 3.1].

Theorem 2: Let $\eta \geq 0$. If $f \in \mathcal{Q}_{p}^{\lambda}(k, a, c, \alpha, \beta, \mu, \eta)$, then $\left(\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}\right)^{\mu} \in \mathcal{P}_{k}(\gamma)$, where

$$
\gamma=\frac{2 \alpha \mu(\lambda+p)+\eta \delta}{2 \mu(\lambda+p)+\eta \delta}
$$

and $g \in \mathcal{A}(p)$ satisfies the condition (18) and

$$
\begin{gathered}
\delta=\frac{\operatorname{Re} h_{0}(z)}{\left|h_{0}(z)\right|^{2}} \\
h_{0}(z)=\frac{\mathcal{I}_{p}^{\lambda+1}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)} .
\end{gathered}
$$

Proof. Let $f \in \mathcal{Q}_{p}^{\lambda}(k, a, c, \alpha, \beta, \mu, \eta)$ and set

$$
\left(\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}\right)^{\mu}=(1-\gamma) h(z)+\gamma
$$

where $h(z)$ is analytic in $\mathbb{U}$ with $h(0)=1$. Then, by using same techniques as in the proof of Theorem 1, we obtain the desired result.

We note that $\gamma=\alpha$ when $\beta=0$ in Theorem 1.
Corollary 1: Let $\eta \geq 1$. If $f \in \mathcal{H}_{p}^{\lambda}(k, a, c, \alpha, 0,1, \eta)$, then

$$
\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)} \in \mathcal{P}_{k}(\alpha) \quad(z \in \mathbb{U})
$$

Proof. It is clear that, for $\eta \geq 1$,

$$
\begin{aligned}
& \eta \frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)} \\
& =\left[(1-\eta) \frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}+\eta \frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}\right] \\
& +(\eta-1) \frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}
\end{aligned}
$$

This implies that

$$
\begin{aligned}
& \frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)} \\
& =\frac{1}{\eta}\left[(1-\eta) \frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}+\eta \frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}\right] \\
& \quad+\left(1-\frac{1}{\eta}\right) \frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}=\frac{1}{\eta} P_{1}+\left(1-\frac{1}{\eta}\right) P_{2} .
\end{aligned}
$$

Since $\mathcal{P}_{k}(\alpha)$ is a convex set (see [7]), by using Theorem 1 and Definition 1, we observe that $P_{1}, P_{2} \in \mathcal{P}_{k}(\alpha)$ and

$$
\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)} \in \mathcal{P}_{k}(\alpha)
$$

which completes the proof of Corollary 1.
Making use of Theorem 2 and Definition 2, we can prove the following result.

Corollary 2: Let $\eta \geq 1$. If $f \in \mathcal{Q}_{p}^{\lambda}(k, a, c, \alpha, 0,1, \eta)$, then

$$
\frac{\mathcal{I}_{p}^{\lambda+1}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda+1}(a, c) g(z)} \in \mathcal{P}_{k}(\alpha) \quad(z \in \mathbb{U})
$$

Next, by using Lemma 2, we prove the following.
Theorem 3: Let $\eta$ be a complex number satisfying Re $\eta>0$ and let $a>0, c \in \mathbb{R} / \mathbb{Z}_{0}^{-}, \lambda \geq 0$ and $\mu>0$. If $f \in \mathcal{A}(p)$ satisfies the condition

$$
\begin{aligned}
& \left\{(1-\eta)\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{z^{p}}\right)^{\mu}\right. \\
& \left.+\eta \frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{z^{p}}\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{z^{p}}\right)^{\mu-1}\right\} \in \mathcal{P}_{k}(\alpha),
\end{aligned}
$$

then

$$
\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{z^{p}}\right)^{\mu} \in \mathcal{P}_{k}(\sigma) \quad(z \in \mathbb{U})
$$

where
$\sigma=\alpha+(1-\alpha)\left(2 \rho_{1}-1\right) \quad$ with $\quad \rho_{1}=\int_{0}^{1}\left(1+t^{\frac{\mathrm{Re} \eta}{a \mu}}\right)^{-1} \mathrm{~d} t$.

The value of $\sigma$ is best possible and cannot be improved.

Proof. If we set

$$
\begin{aligned}
& \left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{z^{p}}\right)^{\mu} \\
& =h(z)=\left(\frac{k}{4}+\frac{1}{2}\right) h_{1}(z)-\left(\frac{k}{4}-\frac{1}{2}\right) h_{2}(z),
\end{aligned}
$$

then $h(0)=1$ and $h$ is analytic in $\mathbb{U}$. By applying (7), we have

$$
\begin{aligned}
& (1-\eta)\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{z^{p}}\right)^{\mu} \\
& +\eta \frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{z^{p}}\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{z^{p}}\right)^{\mu-1} \\
& =h(z)+\frac{\eta}{a \mu} z h^{\prime}(z) \in \mathcal{P}_{k}(\alpha) .
\end{aligned}
$$

Therefore, by virtue of Lemma 2, we see that $h_{i} \in \mathcal{P}(\sigma)(i=1,2)$, where $\sigma$ is given by (26). Hence we conclude that $h \in \mathcal{P}_{k}(\alpha)$, which evidently proves Theorem 3.

By using (8) instead of (7) in Theorem 3, we have the following.

Theorem 4: Let $\eta$ be a complex number satisfying $\operatorname{Re} \eta>0$ and let $a, c \in \mathbb{R} / \mathbb{Z}_{0}^{-}, \lambda \geq 0$ and $\mu>0$. If $f \in \mathcal{A}(p)$ satisfies the condition

$$
\begin{aligned}
& \left\{(1-\eta)\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{z^{p}}\right)^{\mu}\right. \\
& \left.+\eta \frac{\mathcal{I}_{p}^{\lambda+1}(a, c) f(z)}{z^{p}}\left(\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{z^{p}}\right)^{\mu-1}\right\} \in \mathcal{P}_{k}(\alpha),
\end{aligned}
$$

then

$$
\left(\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{z^{p}}\right)^{\mu} \in \mathcal{P}_{k}(\sigma) \quad(z \in \mathbb{U})
$$

where $\sigma$ is given by (26) with
$\rho_{1}=\int_{0}^{1}\left(1+t^{\frac{\mathrm{Re} \eta}{\mu(\lambda+p)}}\right)^{-1} \mathrm{~d} t$ The value of $\sigma$ is best possible and cannot be improved.

Theorem 5. Let $0 \leq \eta_{2}<\eta_{1}$. Then
$\mathcal{H}_{p}^{\lambda}\left(k, a, c, \alpha, 0, \mu, \eta_{1}\right) \subset \mathcal{H}_{p}^{\lambda}\left(k, a, c, \alpha, 0, \mu, \eta_{2}\right)$.
Proof. If $\eta_{2}=0$, then the proof is immediate from Theorem 1. Let $\eta_{2}>0$ and $f \in \mathcal{H}_{p}^{\lambda}\left(k, a, c, \alpha, 0, \mu, \eta_{1}\right)$. Then there exist two functions $H_{1}, H_{2} \in \mathcal{P}_{k}(\alpha)$ such that

$$
\begin{aligned}
& \left(1-\eta_{1}\right)\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu} \\
& +\eta_{1}\left(\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}\right)\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu-1}=H_{1}(z)
\end{aligned}
$$

and

$$
\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu}=H_{2}(z)
$$

Then

$$
\begin{align*}
& \left(1-\eta_{2}\right)\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu} \\
& +\eta_{2}\left(\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}\right)\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu-1}  \tag{27}\\
& =\frac{\eta_{2}}{\eta_{1}} H_{1}(z)+\left(1-\frac{\eta_{2}}{\eta_{1}}\right) H_{2}(z) .
\end{align*}
$$

Since $\mathcal{P}_{k}(\alpha)$ is convex set (see [7]), it follows that the right hand side of (2.8) belongs to $\mathcal{P}_{k}(\alpha)$, which proves Theorem 5.

Next, we consider the generalized Bernardi-LiberaLivingston integral operator $\mathcal{J}_{v}(v>-p)$ defined by (cf. [1,8], and [15])

$$
\begin{equation*}
\mathcal{J}_{v}(f)(z)=\frac{v+p}{z^{v}} \int_{0}^{z} t^{v-1} f(t) \mathrm{d} t \quad(f \in \mathcal{A}(p) ; v>-p) \tag{28}
\end{equation*}
$$

Theorem 6: Let $\eta$ be a complex number satisfying Re $\eta>0$ and let $f(z) \in \mathcal{A}(p)$ and $\mathcal{J}_{v}(f)$ be given by (2.9). If

$$
\left\{(1-\eta) \frac{\mathcal{I}_{p}^{\lambda}(a, c) \mathcal{J}_{v}(f)(z)}{z^{p}}+\eta \frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{z^{p}}\right\} \in \mathcal{P}_{k}(\alpha)
$$

then

$$
\frac{\mathcal{I}_{p}^{\lambda}(a, c) \mathcal{J}_{v}(f)(z)}{z^{p}} \in \mathcal{P}_{k}(\alpha)
$$

where $\sigma$ is given by (26) with

$$
\rho_{1}=\int_{0}^{z}\left(1+t^{\frac{\mathrm{Re} \eta}{p+v}}\right)^{-1} \mathrm{~d} t
$$

Proof. From (28), we obtain

$$
\begin{align*}
& z\left(\mathcal{I}_{p}^{\lambda}(a, c) \mathcal{J}_{v}(f)(z)\right)^{\prime}  \tag{29}\\
& =(p+v) \mathcal{I}_{p}^{\lambda}(a, c)(f)(z)-v \mathcal{I}_{p}^{\lambda}(a, c) \mathcal{J}_{v}(f)(z)
\end{align*}
$$

Let $\frac{\mathcal{I}_{p}^{\lambda}(a, c) \mathcal{J}_{v}(f)(z)}{z^{p}}=h(z)$. Then, by virtue of (29), we have

$$
\begin{aligned}
& (1-\eta) \frac{\mathcal{I}_{p}^{\lambda}(a, c) \mathcal{J}_{v}(f)(z)}{z^{p}}+\eta \frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{z^{p}} \\
& =h(z)+\frac{\eta z h^{\prime}(z)}{p+v} \in \mathcal{P}_{k}(\alpha)
\end{aligned}
$$

Hence, by using Lemma 2, we obtain the desired result.

Finally, we consider the converse case of Theorem 1 as follows.

Theorem 7: Let $f \in \mathcal{H}_{p}^{\lambda}(k, a, c, \alpha, \beta, \mu, 0)$. Then $f \in \mathcal{H}_{p}^{\lambda}(k, a, c, \alpha, \beta, \mu, \eta)$ for $|z|<R$, where $R$ is given by

$$
\begin{equation*}
R=\frac{a \mu}{a \mu(1-\beta)+\eta+\sqrt{(a \beta \mu)^{2}+\eta^{2}+2 a \eta \mu(1-\beta)}} . \tag{30}
\end{equation*}
$$

Proof. Let

$$
H(z)=\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu}
$$

and

$$
H_{0}(z)=\frac{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}
$$

and since $f \in \mathcal{H}_{p}^{\lambda}(k, a, c, \alpha, 0, \mu, 0)$, it follows that $H \in \mathcal{P}_{k}(\alpha)$ and $H_{0} \in \mathcal{P}_{k}(\alpha)$. Proceeding as in Theorem 1, for
$H(z)=(1-\alpha) h(z)+\alpha$ and $H_{0}(z)=(1-\beta) h(z)+\beta$ with $h \in \mathcal{P}_{k}, h_{0} \in \mathcal{P}$, we obtain

$$
\begin{aligned}
& \frac{1}{1-\alpha}\left\{(1-\eta)\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu}\right. \\
& \left.+\eta_{2}\left(\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}\right)\left(\frac{\mathcal{I}_{p}^{\lambda}(a+1, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}\right)^{\mu-1}-\alpha\right\} V_{d}^{\prime} \\
& =h(z)+\frac{\eta}{a \mu} \frac{z h^{\prime}(z)}{(1-\beta) h_{0}+\beta} \\
& =\left(\frac{k}{4}+\frac{1}{2}\right)\left[h_{1}(z)+\frac{\eta}{a \mu} \frac{z h_{1}^{\prime}(z)}{(1-\beta) h_{0}+\beta}\right] \\
& -\left(\frac{k}{4}-\frac{1}{2}\right)\left[h_{2}(z)+\frac{\eta}{a \mu} \frac{z h_{2}^{\prime}(z)}{(1-\beta) h_{0}+\beta}\right]
\end{aligned}
$$

By applying Lemma 3, for $h_{i} \in \mathcal{P}(i=0,1,2)$ and $|z|=r<1$, we have

$$
\begin{align*}
& \operatorname{Re}\left[h_{i}(z)+\frac{\eta}{a \mu} \frac{z h_{i}^{\prime}(z)}{(1-\beta) h_{0}+\beta}\right] \\
& \geq \operatorname{Re} h_{i}(z)\left[1-\frac{\eta}{a \mu} \frac{2 r}{1-r^{2}}\left(\frac{1+r}{1-(1-2 \beta) r}\right)\right] \\
& \geq \operatorname{Re} h_{i}(z)\left[1-\frac{2 \eta r}{a \mu(1-r)\{1-(1-2 \beta) r\}}\right] \\
& \geq \operatorname{Re} h_{i}(z)\left[\frac{(1-2 \beta) a \mu r^{2}-2\{(1-\beta) a \mu+\eta\} r+a \mu}{a \mu(1-r)\{1-(1-2 \beta) r\}}\right] \tag{31}
\end{align*}
$$

Hence, the hand right side of (31) is positive for $|z|=r<R$, where $R$ is given by (30). This completes the proof of Theorem 7.

Theorem 8. Let $f \in \mathcal{Q}_{p}^{\lambda}(k, a, c, \alpha, \beta, \mu, 0)$. Then $f \in \mathcal{Q}_{p}^{\lambda}(k, a, c, \alpha, \beta, \mu, \eta)$ for $|z|<R$, where $R$ is given by

$$
\begin{align*}
& R=\mu(\lambda+p)(\mu(1-\beta)(\lambda+p)+\eta \\
& \left.+\sqrt{[\beta \mu(\lambda+p)]^{2}+\eta^{2}+2 \eta \mu(1-\beta)(\lambda+p)}\right)^{-1} \tag{32}
\end{align*}
$$

Proof. Let

$$
H(z)=\left(\frac{\mathcal{I}_{p}^{\lambda}(a, c) f(z)}{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}\right)^{\mu}
$$

and

$$
H_{0}(z)=\frac{\mathcal{I}_{p}^{\lambda}(a, c) g(z)}{\mathcal{I}_{p}^{\lambda}(a+1, c) g(z)}
$$

and since $f \in \mathcal{Q}_{p}^{\lambda}(k, a, c, \alpha, 0, \mu, 0)$, it follows that $H \in \mathcal{P}_{k}(\alpha)$ and $H_{0} \in \mathcal{P}(\beta)$. Then, by using same methods as in the proof of Theorem 7, we obtain the required result.
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