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Abstract 
In this paper, a mobile assistance-system is described which supports users in performing manual 
working tasks in the context of assembling complex products. The assistance system contains a 
head-worn display for the visualization of information relevant for the workflow as well as a video 
camera to acquire the scene. This paper is focused on the interaction of the user with this system 
and describes work in progress and initial results from an industrial application scenario. We 
present image-based methods for robust recognition of static and dynamic hand gestures in real- 
time. These methods are used for an intuitive interaction with the assistance-system. The seg-
mentation of the hand based on color information builds the basis of feature extraction for static 
and dynamic gestures. For the static gestures, the activation of particular sensitive regions in the 
camera image by the user’s hand is used for interaction. An HMM classifier is used to extract dy-
namic gestures depending on motion parameters determined based on the optical flow in the 
camera image. 
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1. Introduction 
Despite a permanent increase of automation in industrial production, manual labor remains a key factor for the 
manufacturing of complex technical products (e.g. automobiles, machine tools). Considering the development in 
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these fields of industry, it can be stated that both the complexity and the quantity of possible product variants are 
rising enormously. At the same time, there are high requirements regarding the product quality and production 
time. Information about individual production steps as well as specific expert knowledge of the manufacturing 
process at hand becomes more and more important in this context. In order to meet the mentioned demands, 
several strategies and methods could be used. One of these possibilities is to support the employees by assis-
tance technologies which bring information about the manufacturing process directly to the workplace. Addi-
tionally, recognition of the users intention or relevant objects in the working environment can be a significant 
part in assistance technologies. 

In most industrial environments where hands-free working activities are required, the usage of head mounted 
displays (HMD) as a mobile display device can provide the worker with situation-dependent information. A 
system with an HMD is able to augment visual information relevant to the working task in the users field of 
view. Processes like order picking in a logistic warehouse or storage can be supported by an HMD as a guidance 
system. The potentials of HMDs are well-known [1] and their capabilities are shown in different application- 
scenarios [2]. On the other hand, there is a lack of user-friendliness in many systems that may lead to rejections 
or prejudices [3]. The need of research regarding user-based aspects were demanded early [4] but are not solved 
until now [5]. 

The interaction between the user and the mobile assistance system is an important issue in this context. Espe-
cially for industrial environments, common paradigms (e.g. interaction methods for hand-held systems) can not 
be used directly but need to be adapted. In this paper, we describe an assistance system for an industrial applica-
tion scenario as well as approaches for an intuitive interaction with the system using image-based hand gesture 
recognition. 

1.1. Visual Assistance System 

As mentioned above, manual work as well as appropriate information is usually required in order to manufacture 
complex technical products under the requirements of industrial environments at hand. By using a mobile sys-
tem to bring information directly to the users workplace, a better integration in the workflow can be achieved 
compared to stationary terminal, that provide information aside from the functionality of the workplaces. Re-
cently, new wearable display devices (HMD) became available, which can be worn by the worker and fulfill the 
“hands-free” requirement. 

An HMD is a wearable monitor that is positioned in the users field of view. A distinction between Video-See- 
Through (VST) and Optical-See-Through (OST) devices are made. VST devices capture the scene in front of the 
HMD by an integrated video camera. The video image is displayed on the HMD monitor. For this reason, the 
user sees the real world environment only via its online video, if the monitor covers the whole field of view. 
Additional data (e.g. work instructions) are overlaid to the video stream. 

OST devices contain a semitransparent display through which the user acquires the scene. Additional data are 
projected via a beam splitter directly onto the semitransparent display. Therefore, a camera is not directly re-
quired and for these devices, not always present. OST devices are commonly used for augmented reality (AR) 
applications where virtual information can be integrated into real world scenes. OST devices are preferred for 
the use in industrial application scenarios [6] [7] due to the fact that the scene is directly visible and a system 
failure does not effect the users view. The video-based view of the VST device impairs the hand-eye coordina-
tion, which has a negative impact on the workers accuracy [6] and therefore on the quality of the work. Fur-
thermore, VST devices have a latency between grabbing the image and displaying it onto the screen. This laten-
cy is not present in OST devices. 

The information visualization on an HMD can be used as a replacement for e.g. printed instruction manuals, 
whereas video or animated computer graphics to present the dynamic content can be integrated. Using an HMD 
requires appropriate interaction devices for user control. Some devices offer additional buttons on a separate 
computation unit carried for instance at the user’s belt. Recent devices integrate the buttons on the glass frames 
with the computation unit embedded. An additional input method for interaction is the usage of data gloves as 
well as space mice [8]. In industrial applications where the worker should not release the tools for the interaction, 
hands-free methods are required. Therefore, buttons for the interaction cause a lack of user-friendliness that may 
lead to rejections or prejudices [3]. Instead, contact-free input methods like eye movement, speech or gestures 
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can be taken into account. Eye tracking offers advantages in navigation but shows great disadvantages in per-
forming selection tasks [9] and increases the visual strain. Considering the ambient noise in industrial environ-
ments, the use of speech recognition is often not feasible. Interaction through gestures seems to be the most 
flexible solution, if specific gestures are used that may be trained by the user in advance. 

Considering virtual environments, gesture-based interactions are already used. While a sufficient detection is 
often not reached, special devices are used to detect the users intentions [10]. Whereas the need of research re-
garding user-based aspects in HMD-based applications were demanded early [4] [5], the interaction with the 
presented information in mobile application scenarios requires further research. 

We present a visual assistance system using image processing for interaction by gesture recognition, which is 
the first step and it adapts to the users movement. 

1.2. Gesture Recognition  

Depending on concrete work task to be supported by an assistance system, there are different possibilities 
for choosing appropriate hand gestures. One possibility is to define the amount of interaction instructions 
necessary to control the system and then choosing suitable gestures for each instruction. Thereby, it has to be 
considered that the gestures are easy to learn as well as they may be performed intuitively by the user. On 
the other hand, the gestures have to be as simple as possible to be recognized robustly by an image based 
system. 

We are using an OST HMD to present the information related to the work procedure as well as a mounted 
camera acquiring the scene in front of the user (Figure 1). The video image is used for image processing and to 
recognize gestures performed with one hand of the user. Hand gestures can be categorized in symbolic, iconic 
and deictic gestures [11]. For symbolic and iconic gestures, the shape of the user’s hand in image space has a 
specific meaning. The position where the gesture is performed has normally no influence on the meaning of the 
gesture. Symbolic gestures have a direct translation into words while iconic gestures can be used to describe the 
properties of objects. While performing deictic gestures, the hand points to particular regions in the scene, so the 
position and orientation of the hand is relevant for the meaning of the gesture [12]. 

Hand gesture recognition systems are proposed since more than a decade. The promising application fields 
inspired plenty other researchers to propose new approaches (e.g. in automatic sign language recognition and 
human computer interaction). The upcoming of depth cameras also influenced the research in gesture recogni-
tion, covering versatile applications [13]. Figure 2 shows a common workflow of gesture recognition systems. 
The image capturing, preprocessing, and segmentation step depend on the camera setup. The segmentation step 
includes background subtraction (i.e. if the camera setup is static or depth information is available) and skin 
segmentation (i.e. if color is present). In literature, researchers consider hand posture or hand gesture but there 
are other works dealing with both approaches [14]. The associated action to the classified gesture and the envi-
ronmental perception always depends on the application. The interaction model needs the environmental percep-
tion to understand the users actions according to its environment and to change accordingly e.g. the gesture as-
sociations. 

Most applications according to hand gestures deal with static cameras and therefore benefit from background 
modeling [13] or use depth information to segment region of interests [15]. Whether static or dynamic cameras, 
mono or depth information, the majority of approaches use geometric features on segmented skin areas [16]. 
Skin segmentation algorithm can be divided into pixel-based and region-based approaches. The region-based 
algorithms are only scarcely used due to time consumption and have small benefits in classification results. The 
pixel-based approaches can be divided into threshold-based and training-based methods. The threshold-based 
algorithms (e.g. [17] [18]) use explicitly defined skin regions for segmentation. The training-based methods in-
stead use classifiers to train a model (e.g. [19] [20]). Even though training-based methods provide superior re-
sults, threshold-based algorithms are more popular because they are easy to implement and don’t need any train- 
ing dataset. Finding hand candidates is generally based on skin segmentation [21]. Nevertheless, incorporating 
additional features can improve the hand detection task [22]. The hand posture classification is often based on 
geometric [13] or statistical features [23] using Support Vector Machines or Artificial Neural Networks. The 
dynamic features for hand gesture recognition are based on hand trajectories, whereas reliable hand tracking 
takes a key role [24] [25]. 
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Figure 1. Concept of the mobile assistance system. The information 
flow is indicated by arrows.                                      

 

 
Figure 2. Work flow of gesture-based visual assistance system.         

1.3. Overview 
This paper is organized as follows. Section 2 explains the application scenario in detail. Section 3 describes the 
gesture based system for visual assistance in industrial applications. We present methods for recognition of dy- 
namic gestures for frequently used interactions and also a method for static deictic gestures where the position of 
the hand in the image has a certain relation to overlaid visual elements of the graphical user interface visualized 
in the HMD. Section 4 concludes the advantages, difficulties and perspectives of our approach and gives an 
overview about future work. 
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2. Application Scenario 
The application scenario is a visual assistance system providing procedure related information for workers in 
industrial applications during qualification and training (Figure 3). The information can be the content of the 
procedure (what should be done), which tools should be used, how the tools should be used (handling), and the 
body posture which the workers have to assume during the procedure. The tool handling and the body posture is 
not only important to optimize the work performance but also for health and safety at work. 

The training often uses a combination of instructions from a printed manual and instructions provided by a 
trainer. For the printed instructions, the worker requires his hands and has to release the tools during training. 
This is an interruption of the working procedure and consumes additional time from the trainee to perform all 
procedures of an activity continuously. Supervisors have the disadvantage that the instruction of the tool han-
dling or the procedures may vary between supervisors. Thus, a standardization of the training process could be 
difficult. The presentation of activities in a virtual environment could be used to present the procedures to over-
come this problem, but a monitor and the interaction with the virtual environment is required which probably 
requires more attention than the interaction with printed instruction manuals. Therefore, in this paper we focus 
on a mobile application using OST HMDs (Figure 4) where the information is augmented in the workers field 
of view, so that he has not to avert his eyes from his current work. The interaction with the assistance system 
presented on the HMD is performed by gestures. 

We use symbolic dynamic gestures for frequently used gestures. The movement of the hand to the left or right 
can be used to switch to the next or previous information. Movements down and up can hide or show the infor-
mation visualization. For not frequent interactions we use static deictic gestures that are related to the graphical 
user interface of the assistance system displayed on the HMD. Changing the setup of the system, e.g. change 
color or contrast of the visualization, or looking up specific information which must be chosen from a menu are 
examples for these not frequent interactions. 

3. Image-Based Gesture Recognition 
In literature, static and dynamic gestures are discerned, where both require different algorithms. In most cases, 
static gestures (e.g. pointing) are detected by applying a skin tone detection (which is still a challenging task 
[20]) to identify the region of interest (ROI) before extracting and classifying features [13]. Dynamic gestures 
(e.g. wipe gestures) are based on an image sequence and often classified according to the motion trajectory of 
the hands using tracking algorithms [25]. These methods often do not or only scarcely cope with camera motion 
[26] and have their issues with the large variations in shape and appearance of hands (with more than 21 degrees 
of freedom).  

Our method for dynamic gestures copes with camera motion and reduces the complexity of shape and ap-
pearance of hands for robust detection. This method has the drawback of ambiguity of some gestures resulting in 
a sparse gesture set. 

Although stereo vision has been successfully used for gesture recognition [21] [27], the required camera sys-
tems (calibrated cameras, time of flight cameras) and the additional computation effort are not suitable for mo-
bile systems. Therefore, in this paper our gesture based recognition system takes its observations from 2D cam-
era images. These images are processed to retrieve the static and dynamic contents. The proposed methods can 
be applied for interaction with or without gloves [15], but in the following we focus on interactions without 
gloves. The static content is extracted by utilizing the local skin information of the hand, however, the dynamic 
contents are retrieved by additionally exploiting the flow information. Both, static and dynamic content build the 
basis for the extraction of static and dynamic gestures respectively. 

Depending on the systems setup, the HMD and camera can be fixed or moveable. In an exemplary setup seen 
in Figure 1, the camera1 used for image-based gesture recognition and the HMD2 is attached to a helmet worn by 
the user. In both setups, an offset in position, orientation and field of view occurs. To improve the usability and 
prevent unintended interactions with the system, the gestures have to take place in the volume of the intersecting 
viewing frustums (Figure 5). The correct positioning of these frustums can be achieved via mapping methods. 

In the context of the intended usage, we developed a simple mapping approach. Whereas the static gestures 
take place in the resulting 3D frustum of sensitive 2D regions visualized in the HMD (Figure 5(2)), the dynamic 
gesture expand to whole viewing frustum of the HMD. The three dimensional extension (depth) of the frustum  

 

 

1Logitech Quick Cam Pro9000. 
2LitEye LE 750A. 
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Figure 3. The user is wearing an HMD during the assembly of a control unit. 
Visual information are displayed in the users field of view.                     

 

 
Figure 4. View of the user through the HMD. The buttons (arrows) are used to 
toggle to the next or previous task. The left button is activated by the users hand 
in a predefined region.                                                  

 
is limited to the length of the users arm. With a known position of that frustum in the camera coordinate system, 
the perspective projection of the frustum in the camera image result in a mask in which the gesture detection can 
be done. 

To obtain the 3D position, the frustum is placed on a plane (see restriction in depth, Figure 5), which can be 
tracked by an image-based method using id-marker [28]. The user manually aligns an augmented shape (visua-
lized in the HMD) with the id-marker. With a correct alignment, it is assumed that the user has a perpendicular 
viewing angle onto the id-marker. The size of the augmented representation of the marker in the HMD is known 
via the specified distance of the user to the marker and the size of the id-marker in the real world. With the 
computed pose of the id-marker and the derived positions of the frustum of the region, its position within the 
camera image can be determined. 

For applications, where the augmented information needs to be aligned more accurately with the real world, a 
more complex calibration process is needed. Algorithms like [29]-[31] provide solution to this problem and 
might be of interest in future work. 

After an initial calibration of the system, changes in position between the HMD and the camera will require a 
new calibration. If the camera and the display are integrated in a fixed setup, the calibration needs to be per-
formed only once. 
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Figure 5. (1) Visualization of the viewing frustums of the 
camera and the HMD. Depending on the systems setup the 
intersections can vary largely. (2) View of the user through 
the HMD with the sensitive regions and the shape for the 
ID-Marker mapping (red rectangle). (3) 3D representation 
of the sensitive regions as square frustum. (4) The region 
frustums are positioned on the marker plane respectively 
to the desired layout. (5) The frustums are positioned in 
the camera image via the results of the mapping proce-
dure.                                            

3.1. Recognition of Static Gestures 
Dynamic gestures are suitable for common and frequent interactions but our training application also requires 
that the user has to select, e.g., a menu entry or the next task, represented by sensitive image regions. Static deic-
tic gestures are suitable for interactions with these augmented elements displayed in the HMD (Figure 4). The 
sensitive regions are visualized in the users field of view and can be activated by the users hand. 

Our method for static gesture recognition is based on skin tone detection with a computational inexpensive 
algorithm to support the applicability on mobile devices. Limitations in memory and process speed have a sig-
nificant impact on the usability of applications. Latency and update rates are of great importance for the accep-
tance of the system. The main approaches are to reduce the number of processing iterations over the camera im-
age and to support parallelism of the algorithms, where parallelism requires more than one processing unit on 
the device. 

1) Skin tone detection: The skin tone detection for our static gesture is using RGB (Red, Green, Blue) and 
HSV (Hue, Luminance and Saturation) color space. For the RGB color space, simple rules (Equation (1)) [17] 
are applied to the camera image. 

( )
{ } { }

, ,  Pixel with 8 bit depth is skin if : 95 and 40 and 20

and max , , min , , 15 and 15 and  and 

R G B R G B

R G B R G B R G R G R B

> > >

− > − > > >
            (1) 

The skin detection in the HSV color space uses thresholds on all channels. A priori, pre-classified images 
containing skin were used to determine the threshold values. Both algorithms only use local pixel information 
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for the conversion between the color spaces and the skin tone detection itself. Therefore, the conversion in both 
color spaces and the detection can be performed in a single loop and parallel. There is a large intersection be-
tween the results of both methods. Since the static gesture detection does not rely on a precise segmentation of 
the users hand, an over-segmentation is preferred rather than an under-segmentation. Hence, the HSV skin de-
tection will be performed after the RGB detection failed, in order to extend the result. Nevertheless, the results 
of static gesture recognition mainly depends on the skin segmentation performance [17], which is sensitive to 
lighting and skin-like objects. 

2) White-balancing: Due to the dependency on specific color values of the segmentation, variation of color 
temperature in the camera image (changing environmental conditions and illumination) result in over- or un-
der-segmentation. Consequently, this has a direct effect on the quality of the gesture detection which results in 
faulty or missing activations. By using automatic and semi-automatic white-balancing, these effects are mini-
mized. Methods like white world and gray world assumption [32] are used for an automated balancing. De-
pending on the environmental conditions, these methods create insufficient results, when the image contains no 
“white” color or is overexposed. In this case, we also provide a semi-automatic white-balancing. Initially, the 
user is required to place a visualized rectangle above a white surface. The mean color value in this rectangle de-
fines an offset to “real” white color. The offset is applied at run-time to the image pixel values. 

3) Activation process: For the activation of the sensitive regions, the area covered by skin tone is determined. 
If the relative portion of the covered area is above a predefined threshold, the region is assumed to be touched. 
To reduce unintended activations, a touched region requires several consecutive image frames of a touched sta-
tus to be finally activated. By allowing gaps in these consecutive frames, the activation process is more robust 
against potential failed detections of the user touching the region. If the region is fully activated (i.e. button is 
pressed), the associated action is performed. Equivalent, the deactivation requires a consecutive status of “not 
touched” of the region in order to distinguish between multiple intended activations by the user. Because of the 
nature of the activation process, it can be associated as loading and unloading the region. As feedback, the re-
spective status (un-/loading level) for each frame is visualized to the user (Figure 6). The time intervals for 
loading (1 second) and unloading (1/2 second) were manually determined based on user feedback. Optimal val-
ues need to be acquired in further studies. 

3.2. Recognition of Dynamic Gestures 
Our dynamic gesture recognition module utilizes skin and motion information to extract the dynamic contents. 
In the first step, the image observations are transformed from RGB to the Improved Hue, Luminance and Satu-
ration (IHLS) color space [20] for hand segmentation using the pixel based Bayes approach [19], trained on the 
ECU database [33]. The Bayes approach counts the relative frequency of skin and non-skin pixel values in the 
training set (resulting in a lookup table of size 3256 ). For unknown data (during processing), the relative fre-
quency of the pixel value is used to judge whether it belongs to skin or not (relative frequency of pixel value in 
training set is higher or below threshold 0.243τ =  respectively). τ  fulfills the condition for a trade-off be-
tween over- and under-segmentation by using the f-measure. In the next step, the motion estimation is per-
formed using Farneback et al. [34] which computes the optical flow based on polynomial expansion. Farneback 
algorithm produces a 2D velocity field between two consecutive images in a dense manner and is robust to illu-
mination changes. Moreover, to enhance the speed of optical flow computation, we use downscaled (by factor 4 
for each axis) gray scale images. However, it is quite hard to distinguish between hand and camera motion. 
Therefore, we use the optical flow to estimate the ego-motion by considering the mean flow and its variance in 
border areas to find the majority motion of the image, which is assumed to be background motion and subtracted 
from the image flow. Taking into account that gestures are localized more often in the center of the image, the 
corners are weighted more to extract the background movement.  

It is observed that the flow data includes richer motion information of the scene (i.e., shirt sleeves are ex-
tracted while drawing the gestures). So, we extract only those dynamic contents which are conditioned to skin 
information and calculate the hand centroid points ( ),t tx y  which are then used to compute the gesture fea-
tures. 

1) Gesture Feature extraction: Feature extraction is an essential step for the classification, but selection of 
good features is always challenging. In the proposed approach, hand orientation is used as a feature and is de-
termined between two consecutive hand centroid points (Equation (2)) when drawing the gesture path. 
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Figure 6. The buttons (arrows) fill according to the activation level. When the user touches 
the button (t2) the loading starts and continues to increase the activation level (t7). A failed 
detection of the user touching (t9) will not result in the restart of the activation process, but 
merely in the reduction of the loading status.                                           

 

1

1

arctan

π 4

t t

t t
t

y y
x x

ϕ

+

+

  −
  −  =  
 
  

                                 (2) 

At each frame [ ]1,t T∈ , T  represents length of gesture path, and tx  and ty  are hand centroid points, the 
symbol tϕ  is computed ranging from 0 to 7. The discrete vector ϕ  contains the symbols of the gesture path 
and is used to classify with a hidden markov model (HMM). 

2) Gesture classification: We use the Hidden Markov Model (HMM) to train and classify the gesture symbols. 
HMM is a generative classifier and is a mathematical model of stochastic process which produces a random 
chain of outcomes according to the probabilities [35]. In our approach, this stochastic process is a chain of code 
words (i.e. discrete vector ϕ ) in HMM and its output is the classification of gesture path symbols (i.e. (L)eft, 
(R)ight, (U)p, and (D)own). In HMM, there are three different topologies namely Ergodic model, Left-Right, 
and Left-Right Banded (LRB). Ergodic model is the topology in which every state can be reached from every 
other state of the model. Left-Right topology is the one in which every state can be reached by itself or to the 
following states. Left-Right Banded (LRB) model is the topology in which every state can reach by itself or to 
the next state. In the proposed approach, we have used LRB topology with 5 states for gesture recognition. A 
discrete HMM is described as:  

1) Set of states { }1 2, , , NS s s s=   where N  is the number of states.  
2) Set of observation symbols (discrete vector) { }1 2, , , Tϕ ϕ ϕ ϕ=   where T  is the number of observable 

symbols at every state.  
3) Initial probability for each state πi , where 1, 2, ,i N= 

.  

( )π Prob , π 0, π 1i i i i
i

s= ≥ =∑                            (3) 

4) Transition matrix { }ijA a=  of size N N×  where ija  is the transition probability from state i  to state 
j  at any time instance t :  

( )1Prob   , 1 , ,ij t ta s j s i i j N−= = = ≤ ≤  

0 1ij ij
j

a a≥ =∑                                     (4) 

5) Observed symbols matrix ( )itB b=  of size N T×  where itb  provides us the probability of emitting 
symbol tϕ  at state i:  

( )Prob  , 1 ,1 ,it t ib s i N t Tϕ= ≤ ≤ ≤ ≤  

0 1it it
t

b b≥ =∑                                     (5) 

“touched”                           “touched”                       “not touched”                         “touched”
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There are three basic methods used inside the HMM for the training and testing phase. The first method is to 
use forward and backward algorithm which computes the probability of observation sequence ( )Prob  ϕ λ  
given the observations ϕ  and model parameters ( ), ,A Bλ π= . Further, we adjust the parameters of our model 
so that the likelihood ( )Prob  ϕ λ  is locally maximized, which is done through Baum-Welch method. These 
two algorithms are used during the training phase of the HMM. Given the observation sequence ϕ  and model 
parameters, the third algorithm named Viterbi is used in the testing phase which finds the optimal path for the 
corresponding state sequence by selecting the maximal observation probability of the gesture model. Figure 7 
shows the steps of our recognition module including the classified gesture. 

3.3. Experimental Results 
We have evaluated our dynamic gesture recognition system with 61 video sequences containing four different 
gestures from a mounted camera on a local dataset. The performed gestures taken from dataset with 12 (L)eft, 
11 (R)ight, 23 (U)p, and 15 (D)own examples were detected robustly (see Table 1). 

The dynamic gesture recognition is currently implemented for desktop computer systems. To consider the 
demand of mobility and to identify performance issues, the static gesture recognition has been evaluated on mo-
bile platforms. The achieved performance meets the requirements for real-time applications. Nevertheless, on 
mobile devices, the camera image is commonly provided in a compressed 4:1:1 YUV color space, which may 
impair the skin tone detection. 

4. Conclusions and Future Work 
In this paper, we have presented a concept and the initial results for a visual assistance system using gestures for 
controlling the system and an HMD for displaying the information. Methods for static and dynamic image-based 
gesture recognition for hands-free interactions were described. Using the selected static and dynamic gestures, 
we were able to show the feasibility of our concept. The static gestures were implemented on mobile platforms 
to identify initial issues due to the limited hardware setup. The approach for the dynamic gesture recognition 
copes with camera motion. Therefore, in this paper, applicability of the common and frequently used gestures is 
given. Since the user generally concentrates on the interaction while performing the gesture, the camera motion 
exceeds its compensation limits rarely. The skin segmentation on the other hand does impair the classification 
performance. 
 

 
Figure 7. Segmentation, feature extraction and classification example. 
Left: Segmentation results with feature points of several consecutive 
frames of a gesture displayed as a motion history image. Right: Optical 
flow of skin regions (green) and non-skin regions (red) after ego-mo- 
tion compensation and gesture classification result.                   

 
Table 1. Confusion matrix for 4 predefined dynamic gestures (in %).     

Gesture  L R U D 
L 97 1 1 1 
R 0 99 1 0 
U 1 13 86 0 
D  13  0  0  87 
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In the future, we will address not only aspects of user interaction but also the use of situation dependent in-
formation by considering the users actions with respect to the environment. Therefore, it is necessary to investi-
gate the methods for the recognition of objects in the working-environment. Furthermore, the user-friendliness 
remains a pertinent attribute of our visual assistance system along with the real-time capability, mobility, and 
hands-free usage. Moreover, we will investigate the usability of different gestures according to their operability 
and intuitiveness. Additionally, we will evaluate the system in the real process of the workers training. 
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