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Abstract

It is common in industrial construction projects for data to be collected and discarded without
being analyzed to extract useful knowledge. A proposed integrated methodology based on a
five-step Knowledge Discovery in Data (KDD) model was developed to address this issue. The
framework transfers existing multidimensional historical data from completed projects into use-
ful knowledge for future projects. The model starts by understanding the problem domain, indus-
trial construction projects. The second step is analyzing the problem data and its multiple dimen-
sions. The target dataset is the labour resources data generated while managing industrial con-
struction projects. The next step is developing the data collection model and prototype data ware-
house. The data warehouse stores collected data in a ready-for-mining format and produces dy-
namic On Line Analytical Processing (OLAP) reports and graphs. Data was collected from a large
western-Canadian structural steel fabricator to prove the applicability of the developed metho-
dology. The proposed framework was applied to three different case studies to validate the appli-
cability of the developed framework to real projects data.
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1. Introduction

Many industrial construction projects face delays and budget overruns, often caused by improper management of
labour resources [1]. The nature of industrial construction projects makes them more complicated: a large number of
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stakeholders with conflicting interests, sophisticated management tools, stricter safety and environmental concerns.
In the changing environment, each involved contractor simultaneously manages multiple projects using one pool of
resources. During this process, a large amount of data is generated, collected, and stored in different formats, but it is
not analyzed to extract useful knowledge. The improvement of labour management practices could have a significant
impact on reducing schedule delays and budget overruns. One solution to this problem is analysis of historical labour
resources data from completed projects to extract useful knowledge that can be transferred and used to improve re-
source management practices.

Data warehouses are one method often used to extract useful knowledge. They are dedicated, read-only, and non-
volatile databases that centrally store validated, multidimensional, historical data from Operation Support Systems
(OSS) to be used by Decision Support Systems (DSS) [2]. Data warehouses are typically structured either on the star
schema, consisting of a fact table that contains the data and dimension tables that contain the attributes of this data,
for simple datasets, and on the snowflake schema, used either when multiple fact tables are needed or when dimen-
sion tables are hierarchical in nature [3], for complicated datasets. A data warehouse typically consists of three main
components: the data acquisition systems (backend), the central database, and the knowledge extraction tools (fron-
tend) [4]. On Line Analytical Processing (OLAP) techniques (roll-up and drill-down, slice and dice, and data pivot-
ing) are typically used in the frontend of a data warehouse to present end-users with a dynamic tool to view and ana-
lyze stored data.

Data mining is “the analysis of observational datasets to find unsuspected relationships and to summarize the data
in novel ways that are both understandable and useful to the data owners” [5]. Considering data mining, the know-
ledge discovered must be previously unknown, non-trivial, and useful to the data owners [6]. Data mining techniques
rely on either supervised or unsupervised learning and are grouped into four categories [7]. Clustering methods mi-
nimize the distance between data points falling within a cluster, and maximize the distance between these clustered
data points and other clusters [8]. Finding Association Rules highlights hidden patterns in large datasets. Classifica-
tion techniques, including Decision Trees, Rule-Based Algorithms, Artificial Neural Networks (ANN), k-Nearest
Neighbours (k-NN or lazy learning), Support Vector Machine (SVM), and many others, build a model using a train-
ing dataset to define data classes, evaluate the model, and then use the developed model to classify each new data
point into the appropriate class [7]. Outliers’ detection techniques focus on data points that are significantly different
from the rest.

Data warehousing and mining techniques have been applied to solve problems in the construction industry over
the last decade. However, none of the previous research applied these techniques to address management of multiple
projects simultaneously using one common pool of labour resources; the problem is typically solved using other
techniques (Heuristic rules, Numerical Optimization and Genetic Algorithms). Most previous research focused on
leveling or allocating resources in a single project environment. Soibelman and Kim [9] analyzed schedule delays
with a five-step KDD approach. Chau et al. [10] developed the Construction Management Decision Support System
(CMDSS) by combining data warehousing, Decision Support Systems (DSS) and OLAP. Rujirayanyong and Shi
[11] developed a Project-oriented Data Warehouse (PDW) for contractors, but it was limited to querying the ware-
house without using data mining. Moon et al. [12] used a four-dimension cost data cube in their application of Cost
Data Management System (CDMS), built using MS SQL Server-OLAP Analysis Services, to obtain more reliable
estimates of construction costs. Fan et al. [13] used the Auto Regression Tree (ATR) data mining technique to pre-
dict the residual value of construction equipment.

In this research, the Cios et al. [7] hybrid model was modified and adapted to develop an integrated methodology
for extracting useful knowledge from collected labour resources data in a multiple-project environment utilizing the
concepts of KDD, data warehousing, and data mining. When the techniques are integrated, they combine quantita-
tive and qualitative research approaches and facilitate working with large amounts of data impacted by a large num-
ber of unknown variables, which was integral to this research. Further information on the developed framework can
be found in Hammad et al. [14]. The proposed integrated methodology based on a five-step Knowledge Discovery in
Data (KDD) model is shown in Figure 1.

In this paper, the proposed modified hybrid KDD model is applied to three different case studies to test its ability
to extract useful knowledge from datasets. Section 2 discusses discovering knowledge in the first dataset; Section 3
covers the second dataset and Section 4 the third dataset. The paper outlines the process of applying the model to ex-
tract data, the related procedures, and outlines the useful data collected.
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Figure 1. Modified hybrid KDD model.

2. Discovering Knowledge in the First Dataset
2.1. Data Cleaning and Preprocessing

This paper shows how to implement data mining techniques to extract useful knowledge from three datasets that
were obtained from real projects. The purpose of this case study is to validate that data mining can be used to
improve and increase the efficiency of labour estimating practices in contracting companies. Most of these
companies rely on cost estimating units (norms) that are not based on historical data and are not updated to re-
flect changes in the industry. Applying the proposed approach that relies on data mining is expected to provide
companies with knowledge-based probabilistic dynamic estimating units that always reflect the latest changes.

The first dataset contains data regarding the scope of a set of engineering work packages. This scope is
represented as determinate amounts of key quantities per work package. The key quantity for engineering pack-
ages is the number of engineering deliverables. The dataset was obtained from the estimating system of the par-
ticipating contractor. This estimating system is based on an old version of MS Access. The dataset contains the
original and current baseline hours for five of the involved resources in this group of work packages. The current
baseline values reflect the project scope after implementing all approved changes. The selected dataset to be
analyzed in this case study contained data for more than one hundred projects, four project phases and five dif-
ferent resources.

The contractor did not track actual hours spent per work package; however, the same analysis can be easily
applied if the data exists. The analysis was used to check the consistency of the estimating practices in this con-
tracting company. The data was directly exported from the estimating system to MS Excel, where the cleaning
and preprocessing took place prior to exporting the data to the data warehouse. Figure 2 shows an example of
the raw data. Data was found to be missing, and also, metadata (data about the data) was missing. The data
lacked the values for two important control attributes: the internal program and the project phase, and had to be
assigned manually.

This manual procedure required going back to the archived project documents to find the appropriate values
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Figure 2. The raw data for the first data set.

to be assigned to each data point. Completing and verifying the dataset required ample time and effort. Further-
more, while working with the archived documents, some documents were not clear enough and assumptions had
to be made to compensate for the missing data. Many of the staff members who were involved in these projects
could not be located, and if they could be contacted, they could not provide meaningful input on the data as time
has passed. All the effort and time spent searching, sorting, and cleaning in the archive would have been easily
avoided if the data and its metadata were collected in the proposed integrated format.

Figure 3 shows the data from Figure 2 after it was cleaned, pre-processed and ready for storage in the data
warehouse. The objective of this analysis was to test if the resource unit cost per production package type could
be extracted for future estimating of resource requirements in upcoming projects. For this analysis, fifteen stan-
dard production packages, three engineering phases and five engineering resources were selected. The data was
modified by random numbers for confidentiality issues. This modified data was used in the analysis. Hence, all
numbers shown here are used only for illustration.

Three control attributes were selected for this analysis. These control attributes were represented in this anal-
ysis with the independent variables: Package(;.15), Phase(y:3) and Resource(y.s). These are nominal variables with
values assigned to them as discrete integers. These discrete integers were equal to the ID’s used in the data
warehouse for direct referencing. To test the significance of adding more attributes to the analysis, the internal
program control attribute was selected. This attribute is represented in the analysis with the independent variable
Program(y.3).

In this study, the term “class” refers to a unique combination of values of the three variables: package, phase
and resource. For example, class 1 contains all the data points that have the value Pk(;) for the variable package,
Ph(y) for the variable phase and R(y) for the variable resource. A class 2 contains all the data points that have the



A. Hammad, S. AbouRizk

: Original Current
Program| Project |Package| Phase | Resource Uni% Cost A

2 34 13 9 5 0.50 0.50
2 43 13 10 2 2.00 2.00
2 47 13 10 2 2.00 2.00
2 67 13 9 1 4.00

2 118 13 9 1 4.00 4.00
2 39 13 10 1 4,00 4,00
2 69 13 9 2 5.00

1 9 13 9 1 6.00

1 13 13 9 1 6.00

1 11 13 9 1 10.00

1 27 13 9 1 10.00

1 3 13 10 1 10.00

1 6 13 10 1 10.00

| 24 13 10 1 10.00

2 36 13 9 6 15.00 15.00
1 18 13 9 1 20.00

1 21 13 9 1 20.00

2 36 13 9 1 20.00 20,00
1 17 13 8 1 25.00

| 20 13 8 | 25.00

2 63 13 9 1 40.00 40.00
1 26 13 8 1 330.00

2 43 14 10 2 1.00 1.00
2 69 14 9 5 1.00

1 34 14 9 6 1.00 1.00
2 67 14 9 6 1.00

2 32 14 10 5 1.50 1.50
1 11 14 9 1 2.00

2 120 14 9 1 2.00 2.00
2 47 14 10 1 2.00 2.00
| 11 14 9 2 2.00

2 118 14 9 2 2.00 2.00
1 22 14 10 2 2.00

2 39 14 10 2 2.00 2.00
2 45 14 9 5 2.00 2.00
2 67 14 9 5 2.00

Figure 3. The dataset after cleaning and pre-processing.

value Pk(;) for the variable package, Ph(;) for the variable phase and R(,) for the variable resource, etc. The
number of classes resulting from all the possible combinations is calculated using the formula:

Number of Classes=Number of Package * Number of Phases * Number of Resources
=15%3%5=225 Classes

It is important to note that the dataset may not include data points for all the classes. Certain classes of the
three main attributes do not exist in reality. For example, some packages are not needed in every phase, or some
packages do not utilize all the five resources under investigation.

The key quantity for all the packages is the number of engineering deliverables. This analysis is implemented
to the hourly portion of the collected data, since estimating of labour resource requirements relies on hourly
units and not on cost. The dataset was normalized to eliminate the differences in project sizes by calculating
three dependent variables: “Original Hourly Unit Cost,” “Current Hourly Unit Cost,” and “Actual Hourly Unit
Cost.” These variables are calculated using the following formulas:

@

Original Hourly Unit Cost = Original Baseline Hours/Original Quantity 2
Current Hourly Unit Cost = Current Baseline Hours/Current Quantity ?3)
Actual Hourly Unit Cost = Actual Hours/Actual Quantity 4

Because of the multidimensionality of this dataset, four new variables were formulated to represent the possi-
ble combinations of the three main attributes. These new variables were Package/Phase, Package/Resource,

&
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Phase/Resource and Package/Phase/Resource. These variables were assigned unique values by combining ID's
from the three main attributes.

After defining all the necessary variables, the dataset was then exported to the first analysis tool, SPSS-16 for
Windows. SPSS was selected because of its ability to perform a wide range of statistical analysis tests, its ability
to easily import and export data from databases and its user friendliness. It can be easily obtained by any con-
tractor or industrial owner who needs to perform statistical analysis of the collected data in the data warehouse.

The objective of this analysis was to develop an estimating methodology to be implemented using unit costs
and key quantities. First, the dataset was divided into clusters using stratification. Significant differences of
means are used to establish these clusters. Within each cluster, unit cost and the characteristics of the most fit-
ting distribution are obtained. Therefore, instead of relying solely on their intuitions, the estimators are presented
with mined values for the unit costs that can be multiplied by the known determinate key quantities in order for
these estimators to predict the resource requirements more accurately.

2.2. The Initial Investigation

Data mining models suggest starting any exercise with visual presentation of the available dataset. First, the
frequency of data points within each independent variable is plotted. Figure 4 graphically shows that phase
Ph-03 had more data points than the other two phases. Figure 5 shows that not every package utilized the five
resources and that some packages only utilize a single resource.

Second, the data descriptive ‘case summaries’ test is performed to collect statistics on each class or data sub-
set. Since the data is multidimensional, subsets can be generated using one attribute, a combination of any two
attributes, or all three attributes combined. The following statistics are obtained: mean, standard deviation,
number of data points, minimum value, maximum value and data range. Figure 6 shows an excerpt of the test
results.

Subsequently, statistical dispersion is measured using boxplots that are obtained for each of the data subsets.
Boxplots show the Inter Quartile Range - IQR (the 25" percentile, the median, 75" percentile) minimum, maxi-
mum and extreme values. SPSS points to the raw number that contains data points that are out of the normal
range.

The descriptive statistics as well as the boxplots showed very wide ranges and variance (Figures 7 and 8).
They also showed that the dataset contains extreme outliers. As a result of this situation, it was necessary to im-
plement an outlier detection procedure.

2.3. The Outliers Detection Procedure

Given that the boxplot results showed outliers in the dataset, detecting them was necessary. In this research, the
technique implemented was based on Chebyshev Theorem [15]. This theorem can be used for single dimension
(univariate) outliers analysis. Assuming the dataset follows a normal distribution, the mean and standard devia-
tion of the distribution can be defined by calculating the mean () and standard deviation (o) of the dataset.
Chebyshev stated that since most data points fall between (i + 30) and (1 — 30), those that fall outside of this
range can be considered outliers.

A four layer outlier analysis tool was developed based on the three-dimensional dataset.

o First layer = all data

Second layer = each attribute

e Third layer = three possible combinations of paired attributes represented as three new category variables
(package * phase provides 45 combinations, package * resource provides 75 combinations and phase * re-
source provides 15 combinations).

o Fourth layer = all attributes combined (provides 225 combinations) represented as new category variable.

A total of eight possible cases of outliers were calculated using the obtained means and standard deviations
obtained from SPSS. Each data point was tested against the eight cases and was assigned a value of 1 if found to
be an outlier in any case. A total outlier score is calculated by adding the number of cases where a data point
was an outlier. An example of the output is shown in Figure 9. It is up to the user to go back and verify the out-
liers or eliminate them and perform the analysis. The procedure was repeated three times until the obtained
standard deviations and ranges were found to be acceptable as shown in Figures 10 and 11.

Cases with less than three data points were eliminated from the analysis. The mean and standard deviation of
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Figure 5. Frequency of data points within the five resources.

every class was calculated and summarized graphically on a tree, as shown in Figure 12. The user can now use
the summary tree to find out the unit cost multiplier distributions to be used for estimating new projects in the
future. For each layer, a new variable Select (K) is assigned to each data point, where k = layer number.

Instead of using the mean and standard deviation of the normal distribution, the user can also use fit-
ting-distribution software such as @Risk to find the most fitting distribution for the data in a class. Figure 13
shows an example of finding the most fitting distribution for one of the classes.

2.4. Clustering of Unit Cost using Statistical Methods

Building the unit cost tree shows a large number of classes, which can drastically increase if more variables are

O,
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Case Summaries
Original Multiplier
Pa Ph Re | Mean |StdDeviation N Minimum [Maximum | Range
Pk-01 Ph-01 R-01{126.6667| 176.09183 3 25.00 | 330.00 | 305.00
Total|l 26.6667| 176.09183 3 25.00 | 330.00 | 305.00
Ph-02 R-01] 14.0000 11.27436 10 4.00 40.00 | 36.00
R-02| 5.0000]. 1 5.00 5.00 .00
R-04] .5000] . 1 .50 .50 .00
R-05] 15.0000] . 1| 15.00 | 15.00 .00
Total| 12.3462 10.69537 13 40.00 40.00 | 39.50
Ph-03 R-01f 8.5000 3.00000 4 10.00 10.00 6.00
R-02[ 2.0000 .00000 2 2.00 2.00 .00
Total| 6.3333 4.08248 6 10.00 10.00 8.00
Total R-0132.5882| 77.06420 17 | 330.00 | 330.00 | 326.00
R-02] 3.0000 1.73205 3 5.00 5.00 3.00
R-04] .5000 1 .50 .50 .00
R-05| 15.0000] . 1 15.00 15.00 .00
Total| 26.2955| 68.52748 22 | 330.00 | 330.00]329.50
Pk-02 Ph-01 R-01f 16.6667 5.77350 3 20.00 20.00 [ 10.00
Total] 16.6667 5.77350 3 20.00 20.00 | 10.00
Ph-02 R-01f 50.3039| 106.83125 18 | 465.00 | 465.00 | 463.00
R-02] 9.7000 8.52513 10 25.00 25.00( 23.00
R-04 2.8000 1.64317 5 5.00 5.00 4.00
R-05] 9.3333 12.75408 6 33.00 33.00 32.00
Total| 27.4992| 74.87835 39 | 465.00 | 465.00 | 464.00
Figure 6. The descriptive data test.
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Figure 7. Boxplot of the unit cost showing outliers per package.

added to the dataset. To simplify the estimating procedure, classes that are not significantly different from each
other are combined together in summary groups (clusters) with one distribution representing each cluster. The
ANOVA test was implemented to the dataset to check the significance of mean differences within the seven data

attributes and the results are shown in Figure 14,

The results for the Post Hoc tests for the three main attributes with & = 0.05 are shown in Figure 15.
If the user decides to use only one attribute for dividing the dataset, test results in Figure 15 show that pack-
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Figure 8. Boxplot of the unit cost showing outliers per phase.

Package Package /
PhaseRe All Package Phase Resource PR || PR LY Phase / Score Qutlier
Phase Resource | Resource
source Resource
1381 1 1 1 1 1 5 1
1491 1 1 1 1 1 1 1 1 8 1
2014 1 1 1
2094 1 1 2 1
2094 1 1 2 1
2014 1 1 1 1 1 1 6 1
2194 1 1 2 1
2184 1 1 1 3 1
2194 1 1 1 3 1
2114 1 1 1 1 1 1 6 1
2114 1 1 1 1 1 1 1 1 8 1
2294 1 1 2 1
2214 1 1 2 1
2214 1 1 1 1 1 1 1 1 8 1
2418 1 1 1 1 4 1
2515 1 1 2 1
2615 1 1 1 1 1 1 6 1
2915 1 1 1 1 1 1 1 7 1
3018 1 1 2 1
3116 1 1 2 1
3191 1 1 1 1 4 1
3214 1 1 1
3294 1 1 2 1
17 20 13 16 16 18 19 10 23

Figure 9. The output from the outlier detection tool.

ages can be grouped into four classes, phases can be grouped into two classes and resources can be grouped into
two classes.

If the user decides to use the combination of the three main attributes (Package * Phase * Resource), Figure 16
shows the Post Hoc test results for this combination. The test results are used to group the classes into eight
clusters and a new variable Cluster, is assigned to each data point. The case summary and Boxplot tests were
repeated and the results are shown in Figure 17 and Figure 18.

Figure 19 shows the dataset in SPSS after assigning all the analysis variables. That dataset can be used for a
lot more tests if more data and attributes are available. The simplicity of the analysis and the techniques used in
it opens the door for the end user to continue searching for more patterns and hidden knowledge in the collected
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Figure 10. The decrease in standard deviations of the data classes.
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Figure 11. The decrease in ranges of the data classes.

data.

This case study presents the value of obtaining the unit costs from historical data using data mining. It shows
that extracting useful knowledge from data can be maximized if all data elements are collected properly. Two
major problems pertinent to the dataset were found. First, discrepancies were found among the different estima-
tors’ entries. Estimators are supposed to enter both the estimated quantity of a deliverable and the estimated
amount of unit hours per quantity item. The system would then calculate the total estimated hours for a package.
However, this was not the case for all data points. Some estimators did not provide estimated quantity; they only
put the number T in the quantity field. This practice, hence, led to erroneous hourly unit estimation.
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Figure 13. Fitting distribution to a class of data.
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Tests of Between-Subjects Effects
Dependent Variable OriginalM ultiplier

Source Type lll Sumn of Squares df Mean Square F Sig.
Corrected Model 683820.634% 79 8655.958 1.309 045
Intercept 200551.553 1 200551.553 30.336 000
Package 106060.040 14 757517 1.146 314
Phase 9272.761 2 4611.130 698 498
Resource 6486.429 4 1621.607 _245 913
Package * Phase 54561.285 24 2273.387 344 999
Package * Resource 14832.718 14 1059.480 _160 1.000
Phase * Resource 3390.225 7 484 N8 073 999
Package = Phase * Resource 4903.522 13 377.194 057 1.000
Error 4019430 959 608 6610906

Total 5779751 469 688

Carrected Total 4702251 644 687

a. R Squared = 145 (Adjusted R Squared = 034)

Figure 14. Univariate ANOVA test results for the three main attributes.

OriginalMultiplier
Subset
Package N 1 2 3 4
Tukey B Pk-08 35 4.2642
Pk-09 2 4.92886
Pk-07 33 9.7103
Pk-11 15 10.6167
Pk-03 62 10.7258
Pk-10 27 12.4575
Pk-14 142 16.8041
Pk-02 86 209814
Pk-13 62 223144
Pk-01 22 26.2955
Pk-12 54 27.0093
Pk-15 pric 50.5676 50,5676
Pk-06 Ez] 69.6022 696022
Pk-04 24 991034
Pk-05 37 109.4454
Duncan® Pk-08 35 4.2642
Pk-09 2 4.9286
Pk-07 39 9.7103
Pk-11 15 106167
Pk-03 62 10.7258
Pk-10 27 124575
Pk-14 142 16.8041 16.8041
Pk-02 86 209814 209814
Pk-13 223144 223144
Pk-01 22 26,2955 26.2955
Pk-12 54 27.0093 27.0093
Pk-15 23 59.5676 59.5676
Pk-06 39 89 6022 696022
Pk-04 24 99,1034 991034
Pk-05 7 109.4454
Sig. 361 .062 063 061
Subset
Phage N 1 2
Tukey B2 Ph-03 396 25.0976
Ph-02 240 30.6041 30,6041
Ph-01 52 50.6154
Dunc an® Ph-03 396 25.0978
Ph-02 240 30.6041 30.6041
Ph-01 52 50.6154
Sig. 807 062
Subset
Resource N 1 2
Tukey B R-04 253 120119
R-02 9N 12,2827
R-05 a7 18,1608
R-01 112 26.3850
R-03 145 77.4241
Duncan® R-04 253 120119
R-02 /N 12,2527
R-05 a7 18,1609
R-01 112 26.3850
R-03 145 Tr.4241
Sig. .220 1.000

Figure 15. Post hoc test results for the three main attributes.
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FazkageP Subset

hase Res

oLrce M 1 2 2 4 3 3 r 4 9 10 Group
2515 12 15760 1
2415 | 18213 1
1615 3 2 0000 1
3011 4|l 23080 1
1405 5 2 2000 1
3015 12 290302 1
1695 3 3 0000 3.0000 1
3095 3 31667 31667 1
2695 4] 3aws0 33750 1
2315 21 43138 [WFEE] 2
1691 4] 50000 5.0000| 2
2195 12 50385 5.0325| 2
2405 1 57173 5.7173 2
1416 7 6.0000|  6.0000 2
3006 7 62857  6.2857 2
1412 10 6.3000)  6.3000 2
2506 [ £6.8333] 5.8333 2
2084 3 7.0000 7.0000 3
1692 9 7.5556 7.5556 3
1612 11 75714 7.5714) 3
2615 i 7.7540 7.7540 3
1682 5 8.0000 8 D000 3
1311 4 8.5000 8 5000 3
2995 12 87017 g3y 3
3012 [ 88332 22333 2
1496 6 93333 93333 3
1492 10 9.7000 97000 3
3111 19 109211 108211 4
2716 12 113542 113542 4
2395 12 113846 113846 4
3196 9 113880 1138890 4
3118 19 11.5305) 115305 4
3115 34 11.7470) 117470 Fi
2016 1 118182 118182 4
2385 4 125000 12.5000 4
3191 13 127692 127602 4
1614 5 12.8000| 128000 4
1391 10 140000] 14.0000] 14.0000 5
2935 3 140000 140000 14.0000] 5
3181 4 14p000] 140000 14.0000] 5
3112 10 151000 150000 15.1000] 5
2915 = 182121 162121 5
1684 &4 162500 16.2500] 5
1481 3 16.6667| 16.66067 5
3214 9 w 3
2104 8 17.0953)  17.0053 [3
1411 13 186273)  186273| 188273 186273 186173 [3
2092 &4 190000 190000 190000) 190000| 19.0000 13
2204 13 19.1606]  10.1606| 19.1606| 19.1606|  19.1606) 3
2014 9 1031040 193194] 193194]  19.3194 5
1804 3 000000 200000 200000] 200000 7
1481 16 202794 2027904 201794] 20.2704) 7
3086 2 1.0000| 21.0000]  21.0000 7
3192 10 210000 21.9000 7
3204 7 110364 219064 7
2214 18 M08 234100 T
2094 [ 236000 236000 7
2114 20 130350  23.0350 7
3004 3 32.6607 E
8ig. 055 052 051 054 051 051 054 52 052] 056

Figure 16. Duncan test results.

Original Cost Multiplier
DGurT:lm N Minimum| Maximum | Range | Skewness
GO1 8 0.20 8.00 7.80 156
G2 79 0.50 3600 35.50 250
G403 97 1.00 4000 39.00 1.74
G4 139 0.25 5500 54.75 1.28
G405 67 1.00 5700 56.00 1.17
G 06 B6 200 56.88 54.88 1.41
GO7 82 1.00 56.00 55.00 0.80
G408 _3 8.00 50,00 42.00 -1.34
Total 601 020] 5700 6.80] 51

Figure 17. Statistical analysis for the eight data clusters.
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Figure 18. Box Plots for the eight data clusters.
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Figure 19. The final dataset with the select and cluster variables.



A. Hammad, S. AbouRizk

Another source of discrepancy was found in the estimating of hours required to complete work packages.
Some estimators included all the support activities, such as meetings, site visits and quality inspections, in their
production package estimates. Others estimated the requirement for the support activities independently from
the production packages. Again, this led to erroneous hourly unit estimates of production packages.

In addition to the discrepancies found in the estimating entries, discrepancies were found in recording actual
entries. The actual hours spent were collected at the project level, as opposed to the planning hours that were es-
timated at the work package level. Given the levels where the data was collected, there was no possibility to
compare or analyze the variance between the estimated and the actual hours spent. Similar to the estimated da-
taset, the actual dataset should have been collected at the work package level.

These discrepancies caused inconsistencies in the data. When the dataset was analyzed, large amount of out-
liers caused significant disparity in the results. These outliers were highlighted using the outlier detection tool
developed in this research and were presented to the data owner for corrective action. Two recommendations
were made to the company about these issues, and were approved to be implemented: first, to issue estimating
guidelines to ensure consistency among different estimators; second, to modify the timekeeping system in a way
to collect actual hours spent at the work package level.

3. Discovering Knowledge in the Second Dataset
3.1. Data Gathering, Cleaning and Preprocessing

The purpose of this case study is to validate the concept that mining historical data enables contractors to better
estimate the duration of their work packages. Current practices rely mostly on estimating the duration by divid-
ing the total work hours by the daily number of hours or the scheduler experience. Both practices struggle to
provide reliable estimates of package durations that utilize prior experience and current project conditions.

The second dataset used in this research contains actual duration and working hours for a large group of fa-
brication work packages. This dataset included 13,498 data points and was obtained from the second partner
company. This company is a large EPC firm that specializes in fabricating structural steel for industrial con-
struction projects. The data was obtained from the scheduling information system of this company, which is a
SQL-Server database that was originally designed by the author and developed by the NSERC Industrial Re-
search Chair in Construction Engineering and Management. The data was automatically extracted out of the
SQL-Server data tables to MS Excel for cleaning and preprocessing.

The researcher helped the contractor to develop a predefined set of progress activities for their fabrication
packages. The start and finish date for each one of these progress activities were collected over a long period of
time. The actual steel weight and working hours to complete each fabrication package were also stored in the
information system. The steel weight represents the key quantity for each of these work packages. However, the
production package (work package type) was not assigned to the obtained dataset.

The cleaning procedure started by selecting the data point that represents the completed work packages,
which means start-date and end-date were marked actual. After that, the obvious data entry errors, such as nega-
tive values, were also eliminated.

The data for handrails and miscellaneous very small fabrication packages were eliminated as well, because
they are handled by a separate facility, and are not in the scope of this data-mining exercise. After the cleaning
procedure, a large dataset with 5590 data points was still available to analyze. The duration (D) () in work
weeks was calculated using the formula:

D

() "NETWORKDAYS(Finish Date, Start Date)/5 ®)

Figure 20 shows the data from Figure 21 after it was cleaned, pre-processed and was ready for storage in the
data warehouse.

3.2. Clustering of the Cost and Duration Units

This second dataset contained more than five thousand work packages for two standard phases: shop drawings
and fabrication. The actual quantities of deliverables, hours and weeks spent on each package was recorded. The
fabrication and shop drawings hourly unit cost and weekly unit duration are calculated for every work package
in the dataset. This data was collected over a long period of time. This data had not been analyzed or used before

)
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Figure 20. Raw dataset for the second analysis.

for data mining or knowledge discovery.

The purpose of the analysis of this data was to use historical data to develop realistic, reliable and more accu-
rate estimating units for both resource requirement and expected duration. These estimating units were then
multiplied by the known quantities to estimate the total duration and resource requirement of a work package.

Since this data is based on actual values, the dataset has been used to validate the developed estimating me-
thodology in this research. The dataset was divided into two parts. The first part, consisting of 85% of the data
points, was selected randomly and used for calculating the estimating units. The second part, the remaining %15
of the data points, was used for testing purposes.

The software selected to perform the analysis is called Weka (Waikato Environment for Knowledge Analysis),
which is a powerful and user friendly data mining and machine learning tool. Weka was developed at the Uni-
versity of Waikato in Hamilton, New Zealand [16]. The software was selected because of its powerful data
mining capabilities. The software is also easy to obtain, and doesn’t require any special hardware; therefore, it
would be accessible to any contractor seeking to perform data mining without incurring major cost. Minimizing
the cost of implementing data mining in industrial construction makes it more appealing to decision makers and
also maximizes the return on investment of the increased efficiency.

Weka is able to read data from different types of data files. The first 85% of the dataset was exported from the
data warehouse to a Comma Separated Values (CSV) file. Then, it was transferred to Weka in order to perform
the analysis. The data contained a unique ID for each data point, two control variables: program and project, the
actual amount of key quantity, and total hours and weeks for two resources. One resource is utilized during the
fabrication phase and the other one is utilized during the shop drawings phase. The unit cost was calculated by
dividing total hours by the key quantity. The unit duration was calculated by dividing the total number of weeks
by the key quantity. An excerpt of the CSV data file for the fabrication resource is shown in Figure 22.

Unlike the first dataset where several resources in multiple phases with different package type were analyzed



A. Hammad, S. AbouRizk
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Figure 21. Calculating the total fabrication duration.

ID Program Project Package Weight FabHours FabHourePerUnit FabWeeks; FabWeeksPerUnit
1 1 512 1059 10 20 2 3.2 0.32]
3 1 514 1115 1.5 22 14.67 2 1.33]
4 1 518 1184 26 16 0.62 1 0.04]
5 1 518 1185 18 16 0.89 2.2 0.12]
6 1 518 1186 9 16 1.78 2 0.22|
7 1 521 1197 36.8 65 1.77 6.2 0.17]
8 1 521 1198 20.9 65 311 9.4 0.45|
9 1 51 1199 10.6 65 6.13 9 0.85|

10 1 532 1269 4.2 62 14.76 24 0.57]
12 1 536 1337 2.7 54 20 2.2 0.81]
13 1 537 1336 4 30 7.5 2.2 0.55|
14 1 538 1361 11 36 32.73 1.2 1.09)
22 1 544 1365 171.5 24 0.14 7.8 0.05|
27 1 547 1407 4.4 4 0.91 1.2 0.27|
30 1 549 1427 1.2 28.6 23.83 24 2I
33 1 550 1433 1.3 20 15.38 2.64 2|
35 1 550 1435 6.5 15 2.31 2 0.31]
38 1 550 1471 4.8 12 2.5 1 0.21]
39 1 550 1472 24 18 0.75 1.2 0.05|
40 1 550 1510 2.2 15 6.82 3 1.36]
41 1 551 1431 4.4 110 25 6.8 1.55|
46 1 556 1462 4 35 8.75 2.6 0.65|
47 1 557 1467 2.7 15 5.56 1.6 0.59|
55 1 565 1507 1.5 15 10 2.2 1.47|
56 1 566 1506 3.75 15 4 2.2 0.59]
63 1 573 1548 5.32 51 9.59 2 0.38]
65 1 574 1551 11.7 51 4.36 9.4 0.8
70 1 579 1582 18.9 16 0.85 1.6 0.08|
71 1 579 1646 24 16 0.67 2 0.08|

Figure 22. An excerpt of the CSV data file for the fabrication phase.
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simultaneously, for this dataset, the analysis is done on one single resource per phase. Since there is no data col-
lected regarding production package type, the data was analyzed with the assumption that it is all under one
production package type. For this analysis, clustering, which is an unsupervised learning technique, was selected.
Among the several clustering techniques available in Weka that were tested, the Expectation Maximization (EM)
technigque was found to be the most efficient one. The software developers highly recommend this technique for
clustering large sets of data and it is the default technique to be used.

The EM clustering technique is applied to the dataset and the results are summarized in Figures 23-26. In or-
der to ensure the stability of the clustering results, each clustering analysis was repeated three times, with each
run taking about two and half hours of processing time on an Intel Pentium® personal computer. The results
were as follows: nineteen clusters were obtained for the fabrication hourly unit cost (Figure 23), thirteen clus-
ters for the fabrication weekly unit duration (Figure 24), five clusters for the shop drawings hourly unit cost
(Figure 25) and six clusters for the shop drawings weekly unit duration (Figure 26). For each cluster, the num-
ber of data points, mean, standard deviation, and prior probability are obtained from Weka.

Initial results of the clustering exercise demonstrate trends that would benefit the contractor. Clusters with a
large number of data points are expected to represent common cases of packages in the contracting company,
while clusters with a small number of data points represent either rare types of work packages or outliers that
have to be further investigated.

For instance, results in Figure 23 show that almost a quarter of the work packages fall in cluster 13, with a
mean of 0.6 hours per unit. In the same table, packages in cluster 7 represent a case of outliers that should be
investigated. When a contractor needs to investigate the clustering analysis results, they can easily find out
which data point belongs to which cluster, since Weka assigns the results of the clustering to every data point in
the dataset and automatically draws the frequency histograms as shown in Figures 27 and 28. Assigning clusters
to every data point makes it easy for contractors to go back to their files and find out the reasons behind the var-
iation in actual package cost and durations.

The Weka analysis supports the claim of this research model that data, which up to now was not used, can be
transferred into useful knowledge that ultimately provides meaningful insights into the work of contractors.
When data is collected, stored and pre-processed in a proper way, as proposed in this research, an endless wealth
of knowledge can be harvested from this data. After assigning the clusters, a fitting distribution can be found for
each cluster.

3.3. Case Study Results Validation

The second part of the data, the remaining 15% was used for validation, as mentioned earlier. The obtained unit
costs and durations from the clustering analysis were used to estimate the resource requirement and duration of
each work package in the validation dataset. Each package was assigned a duration unit cluster and a cost unit
cluster (Figure 29). The means of these two clusters were used to estimate the total resource requirement and
duration for each package.

Both the cost and duration variances, accompanied with error percentages, were calculated for each package
as well.

The validation test showed that, when comparing the estimated values using the obtained unit based on his-
torical data with the actual values that were recorded for these packages, more than 80% of the tested data points
had an estimating error of below 25%. These results demonstrate a significant increase in the accuracy of esti-
mating practices when relying on historical data that existed already in the contractor's management systems.

The work package types were not identified when the data was recorded. When the data mining analysis was
conducted, data clusters were identified. Consequently, it was left to the estimator to decide which cluster to use
for estimating future projects. The partner company did not record its planned data in a structured way as it did
with the actual data. Thus, performance evaluation using EVM was not possible.

4. Discovering Knowledge in the Third Dataset
4.1. Data Gathering, Cleaning and Preprocessing

The purpose of this case study was to validate the concept that data mining can be used to provide reliable
probabilistic resource utilization graphs (resource baseline histograms) that can be used for proper staffing of
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Fabrication Hours per Unit
_ Prior
Cluster N % Mean StdDev Probability
0 233 4.949%) 392 05080 0.0520
1 39 0.83%) 46.12 13.2537 0.0123
2 73 1.55%) 2858 3.9670 0.0159
3 265 5.62%) 241 0.2544 0.0562
4 142 3.01%) 881 0.9488 0.0305
5 77 1.63%) 19.48 1.7999 0.0170
6 227 4.81%) 308 02724 0.0433
7 2 0.04%| 11209 2.0850 0.0004
8 30 0.64% 3796| 12437 0.0044
9 62 1.31% 1323  0.8030 0.0129
10 32 0.68% 2305 06121 0.0047
11 376 7.97%) 183 0.2362 0.0814
12 95 2.01%) 1553 09313 0.0190
13 1151 24.39%) 0.64 0.2078 0.2432
14 171 3.62%) 6.81 0.7811 0.0362
15 593 12.57%| 0.26 0.1254 0.1210
16 123 2.61% 11.12| 009338 0.0274
17 212 4.49%) 5271 07573 0.0468
18 816]  17.29% 117 02478 0.1753
Total | 4,719.00] 100.00%) 4.22]  7.8950 1.00]

Log likelihood: -2.17993

Figure 23. Clustering of fabrication hourly unit cost.

Fabrication Weeks per Unit
- ) Prior

Cluster N % Mean | StdDev |, oo,
0 184  3.90% 112 01774 0.0376

1 396 §.39% 0.33 0.0589 0.0933

2 38 0.81% 3.06 1.0114 0.0113

3 275 5.83% 0.65 0.1006 0.0600

4 4 0.08% 5.55 2.5024 0.0015

5 143 3.03% 1.61 0.2966 0.0287

6 754 15.98% 0.14 0.0305 0.1411
7 70 1.48% 2.19 0.4809 0.0184]

8 202 4.28% 0.88 0.1452 0.0441

9 774 16.40% 0.04 0.0165 0.1409

10 436 9.24% 0.47 0.0754 0.0862

11 622 13.18% 0.22 0.0458 0.1407

| 12 821 17.40% 0.09 0.0252 0.1962]
Total 4,719.00) 100.00% 0.40 0.5820 1.00]

Log likelihood: 0.05683
Figure 24. Clustering of fabrication weekly unit duration.

projects. These graphs show the required weekly hours of a specific resource within the duration of a project or
work package. Data mining provides a set of various graphs based on different combinations of control attri-
butes; hence, it provides contractors with the ability to utilize the most suitable graph. The current practices
mostly rely on using uniform or predefined distribution graphs that do not rely on historical data and are not cus-

tomized to reflect current conditions.

The third dataset to be used in this research was obtained from the same partner company that provided the
first dataset. This third dataset contains the actual weekly hours for a set of resources per project phase. The
current practice in the company is to collect actual hours by project phase instead of work packages. Although
this data was not collected at the work package level as proposed in this research, this data is still very useful for
providing analysis on the project level for providing Initial Planned Values (IPV) of project resource require-
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Yiewer

Shop Drawings Hours per Unit

. o 3 Prior
Cluster N Yo Mean StdDev Probability |
0 17 0.69%  1007] 83876 0.0087
1 360 14.64% 0.82| 03455 0.1615
2 641 26.07% 032[ 01333 0.2887
3 186|  7.56% 2390 11511 0.0888
4 1255  51.04% 0.12| 00595 0.4524
Total | 2,459.00] 100.00% 1.00

Log likelihood: -0.24503

Figure 25. Clustering of shop drawings’ hourly unit cost.

Shop Drawings Weeks per Unit
. Prior
Cluster N % Mean StdDev Probability
0 1,293 31.24% 0.42 0.1781 0.329
1 621 15.00% 1.05 0.4051 0.1673
2 199 4.81%) 245 0.8836 0.0555
3 14 0.34% 12.64 52183 0.0041
4 1,966| 47.50% 0.15 0.0742 0.4296
S 46 1.11% 4.78 1.5437 0.0145
Total | 4,139.00] 100.00% 1.00

Log likelihood: -0.41406

Figure 26. Clustering of shop drawings’ weekly unit duration.

Relation: 02, Production Duration Analysis_clustered

. Instance_number | ID | Program | Project | Package | Type | Weight | FabHours | FabCostMultiplier | FabDuration | FabDurationMultiplier | Cluster

Murneric Murneric | Mumeric | Murneric | Mumeric | Mumeric | Mumeric | Mumeric Murneric Mumeric Murneric Hominal
1 0.0 1.0 1.0| 512.0) 1059.0 1.0 10.0 20.0 2.0 34 0.34|cluster12
2 1.0 3.0 1.0] 514.0) 1115.0 1.0 1.5 2.0 14.67 2.2 1.47|cluster10
K 2.0 4.0 1.0) 518.00 1184.0 1.0 26.0 16.0 0.62 3.2 0.12|cluster14
4 3.0 5.0 1.0) 518.00 1185.0 1.0 18.0 16.0 0.39 3.2 0.18|clusterls
& 4.0 6.0 1.0) 518.00 1186.0 1.0 9.0 16.0 1.78 Al 0.33|cluster12
6 3.0 7.0 1.0) 52100 1197.0 1.0 36.8 65.0 177 6.4 0.17|clusterd
7 6.0 3.0 1.0) 52100 1193.0 1.0 20,9 65.0 3l 10.6 0.51|cluster1?
i A0 9.0 1.0) 52100 1199.0 1.0 10.6 65.0 6,13 9.2 0.87|cluster11
el 3.0 10.0 1.0] 53200 1269.0 1.0 4.2 62.0 14.76 3.2 0.76|clusters
10 9.0 12.0 1.0] 536.00 1337.0 1.0 2.7 54.0 20.0 2.8 1.0¢|cluster16
11 10.0 13.0 1.0)  537.00 1336.0 1.0 4.0 30,0 7.5 2.8 0.7|cluster11
12 11.0 14.0 1.0] 538.0) 1361.0 1.0 1.1 36.0 3273 2.4 2,18 |clusterd
13 12.0 21.0 1.0] 544.0) 1364.0 1.0| 3027 8.0 0.03 2.0 0,03 |clusker14
14 13.0 zz.0 1.0] 544.0) 1365.0 10| 1715 24.0 0.14 8.0 0,05 |clusker14
15 14.0 23.0 1.0] 544.0) 1366.0 1.0 59.3 40.0 0.67 5.2 0.09|clusker14
16 15.0 25.0 1.0] 54500 1371.0 1.0 3.0 33.0 11.0 1.4 0,47 |chustertl
17 16.0 7.0 1.0] 547.0) 1407.0 1.0 4.4 4.0 0.91 1.4 0.32|chuster1s
18 17.0 30.0 1.0] 549.0) 1427.0 1.0 1.2 8.6 23.83 2.6 217 |chuster1
19 18.0 31.0 1.0] 549.0) 1436.0 1.0 2.5 8.6 11.44 1.6 (.64 |clustertl
20 1.0 33.0 1.0] 550.0) 1433.0 1.0 1.3 20.0 15.38 2.8 2.15|chuster10
21 20.0 35.0 1.0] 550.0) 1435.0 1.0 6.5 15.0 231 2.2 0.34|cluster1?
22 21.0 3.0 1.0) 530.00 1471.0 1.0 4.8 12.0 2.5 1.2 0.25|clusterd
23 22.0 39.0 1.0) 53000 1472.0 1.0 24.0 15.0 0,75 1.4 0.06|cluster14
24 23.0 40.0 1.0) 5%0.00 1510.0 1.0 2.2 15.0 6.32 3.2 1.45|clusterd

[

Undz | oK | Cancel |

Figure 27. Weka results viewer.
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-loix]
Preprocess | Classifyl Clusterl Associatel Select attributesl Visualizel
Open file... | Open URL... | Cpen DE... | Undo | Edit... | Save... |
rFilker
Chaose INone | Apply |
rCurrent relation rSelected attribute
Relation: 02, Production Duration Analysis_clustered Mame: Cluster Type: Mominal
Instances: 5590 Attributes: 12 Missing: 0 (0%} Distinct: 19 Unique: 0 (0%)
rAttribute Label Count
clusterd 245 «f
All Mane Invert clusker 1 24
clusterz i
Mo, Mame cluster3 24
1| [instance_rumber clusterd 63
2o clusters 105
3| |Program cluskeré 24
4" |Project cluster? 35 LI
: lEi:;l;age Class: Cluster (Marn) j Wisualize All |
7 [Weight
3 [FabHaurs 1261244
9|~ |FabCostMultiplier
10[["|FabDuration
117 |FabDurationMultiplier
406 = 400
350 351
Remaove =
| w1 P m [l ﬁl B m I
Stakus
’VOK ‘ Log | ‘. x0
Figure 28. The frequency histogram for the obtained clusters.
Actunal | FabWeeks [Estimated : :
D Weight | Fab Per Unit Fab V“ eeks : eeks
Weeks | Cluster | Weeks | — ooco| =ror
25 3 12| cluster13 14 0.21 14.77%
N 25 12|cluster13 12 -0.03 228%
57 4 12| cluster? 13 0.11 8.31%
75 97 56|clusterd 63 072 11.43%
9 6 3 6|clusterd 39 0.31 7.95%
109 79 3 2|cluster13 37 0.51 13.69%
161 15 1.6|clusterb 1.7 0.08 5.00%
171 16 4 6| cluster2 49 0.30 6.12%
177 583 9| clusterd 85 -0.49 5.72%
185 22 1| cluster13 1.0 0.03 3.14%
201 56 2|cluster7 18 -0.17 9.15%
235 439 3.8|cluster10 43 0.52 11.96%
247 26 1.8|cluster1 1.7 -0.11 621%
251 21 36|clusters 34 -0.23 6.72%
266 114 2 8|clusterd 25 -0.27 10 54%
279 238 1.6|clusterd 18 0.23 12.33%
294 54 3 6|clustert 35 -0.08 228%
316 27 1.6|clusterd 18 0.16 9.08%
336 17 54|cluster12 51 -0.25 4.90%
353 34 2 4|clustert 22 -0.18 8.30%
364 22 1| cluster13 1.0 0.03 3.14%
366 132 1.8|cluster1s 19 0.07 363%
422 53 22|cluster13 25 0.29 11.55%
459 303 14| cluster13 142 0.22 1.55%
505 28 14 2| cluster14 155 1.33 8 54%
559 1.7 1| clusterd 11 011 9.75%
583 85 3| cluster? 238 -0.22 7.87%l]|

Figure 29. An excerpt of the validation tool for the fabrication phase.
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ments. The same methodology can be applied to obtain resource utilization curves per work package for esti-
mating resource requirements during the detailed planning stage of any project.

The procedure for obtaining the third dataset started with getting a list of all completed projects between the
years 2004 and 2007, as shown in Figure 30. This list was obtained from the timekeeping system of the com-
pany, which is an in-house developed SQL server application. The list contained more than 1500 projects that
vary in duration, cost and complexity. The data was automatically extracted out of the SQL-Server data tables to
MS Excel for cleaning and preprocessing.

Project phase is an important control attribute for the data mining exercise. However, the company did not
clearly assign project phases to the data points in their timekeeping system. As a result, it was necessary in this
research to go back to the archives in order to assign the proper phase to each project. This process again con-
sumed lots of time and effort.

Since the construction support phase is mostly responding to requests from sites and is not performed based
on clearly defined scope, projects that were assigned to the "construction support” phase were eliminated from
the dataset. Projects that were cancelled or put on hold prior to delivering their scope were eliminated from the
list as well. At the end, there were more than 350 projects in the dataset. For each of these projects, a SQL state-
ment was run to query the weekly working hours per resource type as shown in Figure 31.

The company did not store the original planned, current planned, earned hours on a weekly basis. Therefore,
the missing data was simulated using random numbers in order to populate the data warehouse according to the
proposed structure. The complete dataset was used to calculate the performance measures (CPI and SPI) on a
weekly basis for all the data points.

The period end-date was used to calculate the week, month, quarter, and year numbers for each data point to
expedite the procedure of running OLAP reports and queries. The formula used to calculate the year is:

Year Number = Year (Period End Date) (6)

The formula used to calculate the month number is:
Month Number = Month (Period End Date) (7)

The formula to calculate the week number is:

Week Number = Weeknum (Period End Date) (8)

The three-point sliding moving average was used to reduce the noise in the dataset [17]. After that, the dura-
tion data was normalized by dividing the week number by the total number of weeks. The cost data was also nor-
malized by dividing the weekly hours by the total number of hours. The normalized data is shown in Figure 32.

Nassar [18] stated that dividing project progress to twenty equal periods with 5% increments is a very good
method to measure project performance. Based on that, the dataset was normalized using the interpolation func-
tion of the R software.

As shown in Figure 33, each resource is now presents as an array R, 20). Each array is assigned to a single
class. Each class represents a unique combination of a project phase, resource, size cluster and duration cluster.
To obtain the size and duration clusters, the M-means clustering technique from Weka is used to classify the to-
tal resource of hours and project durations into groups. The clustering results are shown in Figures 34 and 35.

A dynamic program that allows using the polynomial regression to develop a function that represents the var-
iation of resource utilization per week is developed in R. Polynomial regression is used when a relation between
a dependent variable Y and independent variable X cannot be fit to a linear or curvilinear such as logarithmic
(Log(X)), power (X®) or exponential (b*) relationships, where b is a constant. As shown in the code below, the
program reads the data from a Comma Separated Values (CSV) file and checks for the number of classes in the
file.

After that, a cycle is used to transpose the data of each group and assign it in an array that can be recognized
by the R software. For each array, the “Fit” function is used to obtain a polynomial regression function of the
third degree that represents the data in each group. The function is in the format:

Y =y +by#(X)+b, #(X?)+by #(X°) 9)

®
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|anNumEanGmup Company Description EIC ProjSponsor ProjM Co t
N0E1276 PACER Alliance PETRO-CANADA PACER  Motor Protective Relay Enhancements GAM FNOLTE
N0E1293 PACER Alliance PETRO-CANADA PACER 2000 /2001 Heavy Oils Platforms GAM FNOLTE

00E1450 PACER Alliance PETRO-CANADA PACER  Replacement of HF Detection / H20 Monitor PLC

N0E1450c PACER Alliance PETRO-CANADA PACER  Replacement of HF Detection / H20 Monitor PLC CKS GMACMILLAN A LENUIK
01E1465 COLT ENGINEERING CORF - EDMONTON

01E1476 CORE PROJECTS BP CAMADA CHEMICAL  SetUp Project Management Files & System RJT B Bowhay B TURCOT
MME1505 CORE PROJECTS BP CAMADA CHEMICAL  MOC #62 - Rail Loading Pumps Shutdown Contral — RJT B Bowhay B TURCOT
ME1506 CORE PROJECTS BP CAMADA CHEMICAL — MOC #79 - T-5906 A/B Valve for Rail Loading2643  RJT B Bowhay B TURCOT
ME1510 CORE PROJECTS BP CAMADA CHEMICAL — MOC #39 Portable Nitrogen Heater Cart Construction RJT B Bowhay B TURCOT

ME1511 CORE PROJECTS BP CAMADA CHEMICAL  MOC #49 K-5201 A/B Suction Line Drain RJT B Bowhay B TURCOT
ME1512 CORE PROJECTS BP CAMADA CHEMICAL — MOC #10%P-5452 Vapour Bypass RJT B Bowhay B TURCOT
ME1514 CORE PROJECTS BP CAMADA CHEMICAL — MOC #104 T-5802 Rework Tank Transferto D-5615  RJT B Bowhay B TURCOT
0ME1534 CORE PROJECTS BP CAMADA CHEMICAL — MOC #15 D-5475, D-5460 Hotwell Sample Port RJT B Bowhay B TURCOT
01E1535 CORE PROJECTS BP CAMADA CHEMICAL — MOC #102 C-5430 Butane Sample Points RJT B Bowhay B TURCOT
01E1537 CORE PROJECTS BP CAMADA CHEMICAL — MOC #0682 Hot Oil Pump Isolation Valve Controls RJT B Bowhay B TURCOT
MME1560 CORE PROJECTS SHELL CHEMICALS CANAL Alliance Frocedures GAMJASN  WMATTER
01E1562 SUNCOR ENERGY INC 200 Millennium Extraction Wood Fiemovals R4 B Bowhay M EWANCHUK
MME1571 CORE PROJECTS BP CAMADA CHEMICAL — MOC #02 Zone Store in LAD Plant RJT FRkKarren T Kucher
ME1572 CORE PROJECTS BP CAMADA CHEMICAL — MOC #072 Control Building Lab. Modifications RJT B Bowhay B TURCOT
ME1572A CORE PROJECTS  BP CANADA CHEMICAL ~ MOC 72 - Contro Buiding Lab. Modifications RJT BBOWHAY  BTURCOT
ME1578 CORE PROJECTS BP CAMADA CHEMICAL — MOC #132 Decene for Seal Liquid D-5982 and D-598<RJT B Bowhay B TURCOT
ME1562 CORE PROJECTS BP CAMADA CHEMICAL  Redlines and As-Builts RJT B Bowhay B TURCOT
MME1562A CORE PROJECTS  BP CAMADA CHEMICAL  Redlines & As-Builts - NON COLT MOC's REVEE  DGL B Bowhay B TURCOT
ME15626 CORE PROJECTS  BP CAMADA CHEMICAL — Redlines & As-Builts - NON COLT MOC's after April DGL R Karren T Kucher
ME15620 CORE PROJECTS  BP CAMADA CHEMICAL  Structural As-Builts Don LeB BOWHAY B TURCOT
01E1597 CORE PROJECTS BP CANADA CHEMICAL — MOC #135 - Installation of Maintenance Access Door RJT B Bowhay B TURCOT
MME159% CORE PROJECTS BP CAMADA CHEMICAL  Document Control RJT B Bowhay B TURCOT

01E1608 CORE PROJECTS BP CANADA CHEMICAL  MOC #150 Drainage for Control Valves Outside RJT B Bowhay B TURCOT
01E1614 CORE PROJECTS BP CANADA CHEMICAL  MOC #164 - Install tie-ins to reroute SF-52104/8 O RJT B Bowhay B TURCOT

01E1617 CORE PROJECTS LAO CAMADA CHEMICAL P, MOC 086 - Maintenance Small Equipment Decontami RJT R Karren B Turcot
01E1643 CORE PROJECTS BP CANADA CHEMICAL  AA-Line Design Pressure Change for Start-Up Mode

01E1657 CORE PROJECTS BP CANADA CHEMICAL  Inst of Pad and Utilities for Skid Fuel Tanks DM B Bowhay B TURCOT
01E1662 CORE PROJECTS BP CAMADA CHEMICAL  Betz BFW Treatment Skid Shelter (MOC #84) DL  BBowhay B TURCOT

01E1663 CORE PROJECTS BP CANADA CHEMICAL  Cylinder / Packing Lubrication ReservoirUpgrade ( DL B Bowhay B TURCOT

Figure 30. List of completed projects between 2004 and 2007.

JOBNUM]| SUBJOB | LICODE | JobGroup | SUM(Hours)|Period End]
04E2583 891 1130 CORE PROJECTS 1.00 07-Jan-05
04E2583 891 1130 CORE PROJECTS 550 21-Jan-05
04E2583 891 1130 CORE PROJECTS 16.50 11-Feb-05
04E2583 891 1130 CORE PROIJECTS 0.50 25-Feb-05
04E2583 896 1130 CORE PROJECTS 250 03-Sep-04
04E2583 903 1130 CORE PROJECTS 0.50 25-Feb-05
04E2583 904 1130 CORE PROJECTS 0.50 25-Feb-05
04E2583 904 1130 CORE PROJECTS 1.00 04-Mar-05
04E2583 905 1130 CORE PROJECTS 7.50 10-Dec-04
04E2583 908 1130 CORE PROJECTS 1.00 26-Nov-04
04E2583 208 1130 CORE PROIJECTS 0.50 10-Dec-04
04E2583 908 1130 CORE PROJECTS 450 21-Jan-05
04E2583 908 1130 CORE PROJECTS 700 04-Feb-03
04E2583 908 1130 CORE PROJECTS 1625 25-Feb-05
04E2583 914 1130 CORE PROJECTS 10.00 26-Nov-04
04E2583 914 1130 CORE PROIJECTS 6.50 17-Dec-04
04E23583 914 1130 CORE PROJECTS 1.00 07-Jan-05
04E2583 914 1130 CORE PROIJECTS 0.50 21-Jan-05
04E2583 920 1130 CORE PROJECTS 1.00 12-Nov-04
04E2583 920 1130 CORE PROJECTS 1.50 26-Nov-04
04E2583 920 1130 CORE PROJECTS 1.00 03-Dec-04
04E2583 920 1130 CORE PROJECTS 0.50 17-Dec-04
04E2583 920 1130 CORE PROIJECTS 1.00 07-Jan-05
04E23583 920 1130 CORE PROJECTS 250 18-Feb-05
04E2583 920 1130 CORE PROIJECTS 2325 04-Mar-05
04E2583 921 1130 CORE PROJECTS 1.00 03-Dec-04
04E2583 949 1130 CORE PROJECTS 1.00 12-Nov-04
04E2553 0 1130 SHELL ALLIANCE 5.00 26-Mar-04

Figure 31. Weekly actual working hours per resource.
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Figure 33. The normalized dataset after interpolation.
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Figure 32. The normalized dataset.

1]

o M

P13

Fl4

P15

g []

P17

b}

B1%

]

0QEER
0aues
022354
034784
0235
UL JuE ]

24
el
06eTH
015623
0EN
L ki)
28512

Ll
W73
042
aa5aT
L ERl ]
e 3]
023938
DLESTES
il 150
nazsTe
a4
0aa2n

L Sat]
L)

a2
33332
nazsse
03l
0130232

[ di )
ANTTES
LA
e
[AVE: ]
110665

[TTEE
BMETE
1080
11613
Q1S
1066
1S
AEERE
[iE--]
L1t
RS
111381
A1
A1B5ER
615
A0EE1E
A0z
A
30051
I4TES
Q13
L]
10051
ANETES
L]
L1004

a2
[
006858
T
U2 hE
nameny
051
0g4427
023856
L WREE]
[N TR
003345
0855
011389
032435
0a2sH
033524
012934
[LREEE
o
012583
020546
03482¢

s |
s |
020599 §

0.EB55%

(TT T
[T

029571
a5
013963

0a755 ¢

Ll
AN
et
[0
0
TS
[ATE )

s
s
a2
1Ess
ki L)
05412
012834

02554
07353
[ LER ]
Wi53ss
05
[l i ]
028728
W4
s
0343
0128853
0.04367
1 a] 5]
37842

S aes

aa4ks
038583

onmn
033995
0LI797
029343

03734
033732
N
0B
0124334

Ll
LAl
[l ]
QAT
BETLE
e
[ AVkTy
T
[l
AN
FLE: 1]
ez
[l
20805
205158
[l
OIS
0T
D185
Q02
Ll
a7
A0T1E
OTER
0609
0L
21587
206728
0T
0TI
QOEES
IS
anumer

5446
0T
035307
03733
[TERE ]
02330
025677
04261
03374
020703
[T sg) ]
082737
05885
05085
[ AAE
035
03543
026537
014330
2378
4142
0aaTey

0
i
e
011392
naesny
02614
L £
LI B

a3
0.82¢83
0351

LA 7]
[
e
e
L
s
e
L]
L

D085
et
s
TS
Ll
Ll

0T
QNETIE
Ll
LAt
05101
RS
Q0
sy
e

0
LAtk

0T
Ll
0TET2
A0101E
0REL
1057
e

06380
0458
38
LaTin
e
s
0T
Qests
s
L
033889
0
3583
0,502
033003
03328
030488
033625
0
0T
073
03
029557
026482
s
0BT
026817
080982
Qe
0334
Q833
0.005%4
PLELE

(AR

RS
s
e
Ll s
oL
eT1E
T
Lk ]
ik
LT
e
L
0125
O1SES
a2
Bl
Bl
A
0TS
wETs
0RsT

WIS
0TS
LD

WS
0TS
o=
HOTER
0L1E
07
A LT
Rl

[LREE]
LE ]
[k
00ess?
naese
03673
el
0a78Es
LI ]
022841
3aE
noesng
nIHE
[l i
0a1E7%
0e2337
02833E
[y
013327
b b
[ e
0100857
018482
0a58T4
09733
0a3HE
aTEdT
0851
L)
001343

[le-
003184
080813

D21953
T
Lo
2T

oz
FlE -]
LT
s
Ml
LI
DL
HlL~ ]
Dones
0055
20118
DORSEL

il ]
A
CANEN
200058
0es7
LA L ]
LI ]
oL
LAl

Rl

2ousT
st
Pl ]

A
el 1r]

02085
LEL 1N
[
000674
002385
no1sew
008173
0 Dedss
0083
002557
000885
008332
0.00583
0psss
089433
089512
Qe
0
Qs
011458
Q85713
000557
0aTE
Q537
s
Le0eE
QTS
000824
878
00958
L] sn
0IH13
088723

ALt
DEs
Dazeos
D202
LT
DALSS
hses?
bsTS2
LS
LI
D005
DAsEss
MOLLSS
OLESL
ST
DOEES
ElEE
LT
WLTES

014585
L0eseT
003308
008358
passn
s

0TI
002303
050
000008
0083386

a.pae7
003507
003333
002813
0esTIs
83473
012
0090E
[k
00T
00exs

0035
0013
N01%E
Des33
085317
0353
001833
000934
009302
p8sm

Darest
Do
DsesT
1wt ]
D2
DAL
DS
Danas

bog
T ]
DoLaM
DoaL
D0seT
DsIL
DosET
oL
Ll e
DU0seLEs
ol
DOTEES

[R5
Logise
Lp33a0
L0ETES
LR
35
g
L0766
Lngs
008154
0MEs
LE ok
000708
L0308
0

[0 )
0MTIE

Do
il
(LRINT
Dais
(LE 1
Dsss
s
(LK}
DasL?
Doesie
e
Daga
DasLE
DOSLRE
Do
osLE
DTS

LLER]
DL
(1 E
DS
D0gs?
DsLEE
pliE
Daaze
Dogse2
Doesxy
en
DaTss
D07RE
DoLe0s
P k]
oo

LR
[Rujer]
LBk
[EiL 5]
LECE]
[Eild
00IT8

0000
LRk o

0nasT
Q03543
Q046
000384
0015
10
00382
Q02836
Q05632
Q1018
Q0241
[Rabi )
Q00T
041
Q01184
813

103323
ALMMTE

QLTS
Rk
Bl
Q0852

[
Dooan:

D00
Das
[LE
b
mBsL
[N
il
sl

s
ouLE
il ]
Do
DosETE
DO20%:
Doaxsa:
i) o
il 2
filn o)

i
Do
DoLes

ILVE
DoolLE

LN
o2
Doos
il
Dopse
Dozl
DoLEs
il Bl



A. Hammad, S. AbouRizk

Hours - All Data
Prior
J 0, -
Cluster N % Mean StdDev Probability
Cluster0 221) 40.48%| 12858 363162 0.3554)
Cluster2 220) 40.29%| 291.38] 111.7130 0.4201
Clusterl 89| 1630%| 968.03| 484.1862 0.1880)
Cluster3 16|  293%| 2841.21{1,774.2157 0.0365]
Total 546.00] 100.00%| 45393 687.3120 1.00
Figure 34. Clustering of total resource hours.
Weeks - All Data
Cluster N % Mean StdDev Prul;:::ﬁty
Clusterd 360| 65.93% 15.04]  5.6524 0.5951
Cluster2 48] 27.11% 2085 9.6972 0.3083
Clusterl 38 696% 56.24] 203446 0.0966
Total 546.00] 100.00% 25.58]  15.7160 1.00

Figure 35. Clustering of total duration weeks.

The third degree polynomial, sometimes referred to as cubic function, provides an S-curve, which fits rea-
sonably well to the distribution of resource utilization over the project percent complete. The output of the de-
veloped code is a list of the coefficients: by, by, b, and bz. The user can easily change the degree of the poly-
nomial to any other degree using the function “PolDgr”. The goodness of fit is measured using the least square
errors (R?) and the user can try different functions to find the one that fits best for the dataset under investiga-
tion.

The output of the code is written to another CSV file and an example of it is shown in Figure 36. The good-
ness of fit is tested using the R? function and graphically. The output for each class is plotted accompanied with
the original values of any class to visually test the goodness of fit. At the beginning of any internal project, the
project can decide on the size and duration class for each resource, use the characteristics of these classes ac-
companied with the polynomial function for the distribution of these resource utilization over project percent
complete to predict the initial planned values for each resource. These predicted values are based on PM judg-
ment and historical data.

Another approach is to connect the averages of each percent complete (PI, P2 to P20). It is up to the user to
decide on which methodology fits better for the existing data. This case study was used to provide the user with
the Initial Planned Values (IPV) needed prior to the detailed planning of any project.

In the third dataset, project attributes were not clearly identified when data was collected. Moreover, some of
the projects were not broken into clearly defined phases as proposed in this research. When data was analyzed,
discrepancies were found among the resource utilization graphs. These discrepancies were highlighted and rec-
ommendations were made to the partner company.

5. Conclusion
5.1. Research Summary

The aim of this research was to improve resources management practices by using existing historical data from
completed projects to forecast needs of future projects. During the process of managing labour resources in a
multiple-project environment, a large amount of multidimensional data is generated, collected and stored in
scattered formats. Currently, there is no consistent methodology to manage this wealth of data. Most of this data
gets lost and is never viewed, analyzed or transferred to useful knowledge that could be an asset in improving
resource management practices. This research developed an integrated framework for managing resources data
in multiple-project environment. The framework is built on a KDD model to transfer the collected multidimen-
sional historical data from completed projects to useful knowledge for new projects.

Three case studies were performed to validate the applicability of the developed framework to real projects
data. The first dataset was obtained from a partner company and was utilized to define the distribution parame-

®
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0% 5% 10% 15% 20% 25% 30% 5% 40% 45% 50%
Groul~] bO[(~] bl(-] b2(-] Bb3[-| POC~] POl[-] PO2[-| P03(-] PO4[~] P05~ PO6[-] PO7(-] POS(~] P09~ PIO[-|
61 003646 0.44515 -0.9392 0.47088 0 005642 0.07205 0.08369 0.09168 0.0964 0.09819 0.09739 0.09438 0.08949 0.08309
62 0.05595 -0.0827 -0.0071 0.07006 0 0.05181 0.04768 0.04362 0.03969 0.03593 0.0324 0.02915 0.02622 0.02369 0.02159
64 022147 -0.9332 133796 -0.6206 0 0.17808 0.14091 0.1095 0.08338 0.0621 0.04517 0.03214 0.02254 0.01591 0.01178
65 0.12167 0.0576 -0.0232 -0.157 0 012447 0.12704 012925  0.131 0.13216 0.13262 0.13225 0.13095 0.12858 0.1250%
66 0.00571 03515 -0.6502 0.30994 0 00217 0.03466 0.04485 0.05248 0.05779 0.06101 0.06237 0.06211 0.06046 0.05765
71 0.03005 0.02464 -0.0711 0.03333 0 00311 0.03183 0.03225 0.0324 0.03228 0.03194 0.03139 0.03066 0.02978 0.02876
72 0.12914 0.23537 -1.0044 0.67833 0 0.13848 0.14331 0.14414 0.14146 0.1358 0.12767 0.11756 0.10599 0.09347 0.08051
74  0.013 0.10858 0.33491 -0.2978 0 0.01923 0.02691 0.03582 0.04573 0.05643 0.06768 0.07926 0.09096 0.10255 0.1138
75 0.02104 0.00439 0.20323 -0.1888 0 0.02174 0.02332 0.02563 0.02854 0.03189 0.03555 0.03938 0.04323 0.04697 0.05044
76 00367 0216 -0.2163 0.0314 0 0.04697 0.05617 0.06434 0.0715 0.07768 0.08289 0.08716 0.09051 0.09297 0.09456
81 0.00592 0.39438 -0.6569 0.29545 0 0.02404 0.03909 0.0513 0.06089 0.06808 0.0731 007616 0.07748 0.0773 0.07582
82 003564 -0.0609 0.54407 -0.4564 0 00339 0.03453 0.0372 0.04156 0.04728 0.054 006139 0.06911 0.0768 0.08414
84 003982 -0.1486 0.65913 -0.5018 0 0.03397 0.03104 0.03066 0.03244 0.03601 0.041 0.04703 0.05371 0.06068 0.06756
85 001738 0.1342 0.09617 -0.2218 0 0.02431 0.03154 0.03893 0.0463 0.05348 0.06031 0.06663 0.07226 0.07704 0.0808
0
0
0
0
0
0
0
0
0
0
0
0
0

86 0.03438 -0.0103 043175 -0.454 0.03489 0.03721 0.04102 0.04596 0.05169 0.05789 0.06419 0.07028 0.0758 0.08041
91 0.02108 0.15613 -0.2557 0.09549 0.02826 0.03423 0.03907 0.04284 0.04562 0.04748 0.04849 0.04872 0.04825 0.04714
92 0.0212 0.04282 0.17614 -0.2099 0.02376 0.02704 0.03088 0.03513 0.03964 0.04423 0.04877 0.05308 0.05701 0.06041
94 0.01992 0.26625 -0.3084 0.05304 0.03247 0.04351 0.0531 0.06126 0.06804 0.07347 0.07761 0.08048 0.08212 0.08258
95 0.0244 0.19691 -0.2891 0.07442 0.03353 0.04127 0.04768 0.05281 0.05672 0.05947 0.0611 0.06167 0.06125 0.05989
96 0.02095 0.0163 0.23396 -0.2686 0.02232 0.02465 0.02775 0.03142 0.03545 0.03964 0.0438 0.04771 0.05118 0.05401
101 0.01586 0.52732 -1.3385 0.8201 0.03898 0.05603 0.06761 0.07434 0.07685 0.07573 0.07161 0.06511 0.05683 0.0474
102 0.0205 0.19671 -0.4563 0.24289 0.02922 0.03585 0.04056 0.04353 0.04495  0.045 0.04386 0.04172 0.03875 0.03514
104 -0.0002 0.56418 -1.3467 0.79482 0.02472 0.04352 0.05679 0.06511 0.06908 0.06929 0.06635 0.06085 0.05339 0.04455
105 0.02886 -0.0122 0.22436 -0.2233 0.02878 0.02966 0.03133 0.03361 0.03635 0.03937 0.04251 0.0456 0.04847 0.05095
106 -0.0261 0.72905 -1.2376 0.54602 0.00735  0.035 0.05728 0.0746 0.08737 0.096 0.10089 0.10247 0.10113 0.09729
221 0.04911 0.20791 -0.4086 0.19002 0.05851  0.066 0.07174 0.07587 0.07852 0.07984 0.07997 0.07906 0.07724 0.07467
222 0.15758 -0.0957 -0.3868 0.37041 0.15187 0.14451 0.13577 0.12593 0.11526 0.10405 0.09257 0.08111 0.06993 0.05932

Figure 36. An example of the coefficients output.

ters of estimating unit costs. An anomaly detection methodology was developed to highlight the inconsistent da-
ta points for the end-user. A unit cost tree with branches was obtained. PostHoc tests and the One-way ANOVA
were used to classify the cost units into a smaller number of groups. The second dataset was obtained from
another partner company and was used to define the distribution parameters of estimating unit durations within
different data clusters. The dataset was randomly divided into training set and testing set for validation purposes.
More than 85% of the testing data points had an estimating error of less than 25%. The third dataset was used to
analyze various resource utilization patterns over time units and to find the most fitting resources utilization
curve per cluster.

By studying the original dataset, several problems were identified. These problems are mainly pertaining to
the lack of a proper definition of data dimensions, objects and attributes and to the lack of a systematic consis-
tent integrated approach to data collection and storage. There is a perception in the industry that each project is
unique and its data is unique as well, and therefore, data from projects are not easily aggregated nor transferred
to useful knowledge.

By implementing the data collection integrated framework to the original dataset, this research demonstrated
that data can be collected in a systematic and consisted manner, which then could be analysed in a variety of
ways, and then leads to extracting useful knowledge that would improve labour resources management practices
and forecasts. As a result of this framework, productivity and efficiency would increase. As well, a continuous
knowledge cycle and a self-learning loop would be established between completed and future projects.

5.2. Recommendations for Future Research

The developed KDD model was implemented into the management of labour resources data in industrial con-
struction project domain. Further research can be carried out to investigate the feasibility of applying this model
to other non-labour resources types. In addition, other researchers can investigate extending the application of
this model to other domains such as infrastructure or commercial construction.

Clustering and anomaly detection data mining techniques were used to extract knowledge from the available
datasets. Future research can apply other data mining techniques or knowledge discovery techniques such as
classification, finding association rules, simulation, artificial neural networks, and fuzzy sets. The data ware-
house would provide a systematic methodology to model projects, their objects and projects’ data for analysis by
these sophisticated research methods.
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Once populated with enough data, the data warehouse along with advanced research techniques can be used to
identify the main factors impacting labour resources performance and overall project performance.
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