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ABSTRACT 
This paper proposed an improved method for license plate recognition based on hierarchical classification. First, 
the method of feature extraction and dimension reduction is presented by finding the optimal wavelet packet 
basis in the process of wavelet packet decomposition and K-L transform. Then the recognition algorithm is in-
troduced based on feature extraction and hierarchical classification. Finally, the principles and procedures of 
using support vector machines, Harris corner detection algorithm and digital character classification are ex-
plained in detail. Simulation results indicate that the presented recognition algorithm performs well with higher 
speed and efficiency in recognition. 
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1. Introduction 
License plate recognition (LPR) system is an important 
component of the intelligent transportation systems in the 
modern society. Being more and more popular, LPR is 
the hot issue in the area of image processing, computer 
vision and pattern recognition. The steps of License plate 
recognition include image acquisition, image digital 
processing, license plate location and extraction, charac-
ter segmentation and character recognition. Character 
recognition algorithm is the significant part. 

So far, there have been many methods of LPR, such as 
template matching, feature matching, artificial neural 
networks, support vector machines (SVM), et al. In the so 
many techniques, SVM is favored. SVM takes advantag-
es of generalization and simple structure. SVM also has 
the outstanding effect in solving issues of small sample, 
nonlinear and high-dimension space [1]. However, due to 
the limitations of low decision-making speed and classi-
fication accuracy, the conventional SVM method has a 
worse efficiency. In addition, the more feature dimen-
sions, the more difficult to complete the recognition. 
Therefore, academics have made improvement conti-
nuously in speed and accuracy to optimize recognition 
performance. However, these methods which based on 

the more complicated mathematical and structural model 
lead to increasing complexity. Literatures [2] and [3] use 
hidden Markov to do recognition, but the probability 
model needs lots of prior knowledge. Literature [4] 
presents a tree of SVM decision based on prior know-
ledge with one certain character being used frequently. 
The system is relatively limited, and the recognition effi-
ciency is not satisfied when classifiers are too much in 
the case of one-to-one. 

Based on the above considerations, this paper proposes 
an improved license plate recognition algorithm based on 
hierarchical classification. Through the rational applica-
tion of wavelet packet decomposition and SVM, the al-
gorithm has rational analysis and allocation for the layers 
of recognition decision. Test results show that the im-
proved algorithm based on hierarchical classification 
takes advantages of high speed and accuracy, and per-
forms well with high efficiency and robustness. 

2. Feature Extraction 
Distributed characteristics of characters' structure in the 
four spaces of wavelet decomposition can mainly reflect 
the structure characteristics of Chinese, numbers and let-
ters, which can be used as basis for license plate cha- 
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racter recognition. In Figure 1(a), only the low-fre- 
quency part of the signal will be decomposed in the con-
ventional orthogonal wavelet decomposition. When all 
the wavelet coefficients are used as features, the decom-
position has lots of dimensions and low flexibility. Fig-
ure 1(b) shows that wavelet packet decomposition can 
make continuous decomposition in the wavelet spaces of 
high-frequency part of signal so as to obtain abundant 
information in time-frequency domain. First, in order to 
overcome the shortcomings of wavelet transform, this 
paper uses wavelet packet decomposition which has bet-
ter characteristics in time-frequency domain to finish 
feature extraction. Then find the optimal wavelet packet 
basis in the process of wavelet packet decomposition in 
order to reduce the dimension of feature vectors. At last, 
the coefficients of the optimal basis will be reduced in 
dimension by K-L transform. So feature is extracted. 

2.1. Principle of Wavelet Packet Transform 
From the perspective of multi-resolution analysis, wave-
let transform decomposes space L2(R) into direct sum of 
all the subspaces Wj (j∈Z) based on different scale factor 
j, that is 2

jj Z
L (R) W

∈
= ⊕ . Given wavelet function )(tψ  
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Where kh  and kg  are filter coefficients, and 
{ }nψ

 is de-
fined as wavelet packet on the basis of orthogonal scaling 
function )(tφ . Equation (1) shows that the wavelet de-
composition is a special situation of wavelet packet de-
composition. 

2.2. Find the Optimal Wavelet Packet Basis 
Based on a certain standard, select the optimal wavelet 
packet basis from the collection of wavelet packet basis. 
The wavelet packet decomposition coefficients of the 
optimal basis will be used as identification feature. The es-
sential aspect is how to find the optimal wavelet packet ba-
sis. 

According to the literature [5], there follows the basic 
criterion. The mean vectors of two categories iω  and 

jω  are im  and jm  with the within-class scatter Sω . 
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where FJ  is defined as the criterion value, and min max,T T    

 
(a) 

 
(b) 

Figure 1. Wavelet decomposition and wavelet packet de-
composition. (a) Structure diagram of wavelet decomposi-
tion; (b) Structure diagram of wavelet packet decomposition 
in 3 levels. 
 
is the range of ( , )i j

FJ . Character is decomposed by wave-
let packet basis into levels of N. k

lU  (l = 1, …, N; k = 
1, …, 2N) means the k-th node in the layer l. The child 
note of k

lU is )(nU k
l , while the child note of ( )k

lU n  is 
( )( )k

lU n m  (n, m = 1, 2, 3, 4). ( )k
l nα  is defined as the 

ratio of ( )k
lU n  to k

lU . ( ) 1k
l nα >  indicates that the 

child nodes are more useful to classification, otherwise 
the parent nodes are more useful. ( ( ) 1)k

l
n

nα α= −∑  is 
total incremental value of FJ . Nodes meets the condi-
tions of decomposition when 0α > and nodes of 

( ) 1k
l nα > are not less than 2. Combined the parameters 

with conditions, the algorithm of feature extraction is 
following [6]. 

1) The image of license plate character is normalized 
to size of 32 × 16. 

2) The character image decomposed by wavelet packet 
decomposition in there levels and find FJ of each node. 

3) Find the optimal wavelet packet basis Z. If the node 
k
lU does not meet the conditions of decomposition, the 

child node ( )k
lU n  will be verified whether the node 

meets the conditions. When node ( )k
lU n  does not meet 

the conditions, k
lU  will join in the optimal wavelet 

packet basis Z. If ( )k
lU n  meets the conditions and the 

nodes of ( ) 1k
l nα >  are not less than 2, ( )( )k

lU n m  will 
join in Z. Meanwhile, if k

lU  meets the conditions at the 
beginning, all ( )k

lU n  will join in Z and delete k
lU  

from Z. 
4) Repeat step 3 until each node of Z is checked. Then 

the optimal wavelet packet basis can be obtained with 
their coefficients being recognized characters. 

2.3. Use K-L Transform to Get Eigenvectors 
The dimension of coefficients of the optimal wavelet 
packet basis is large, which is a disadvantage of im- 
proving recognition rate and speed. It is indispensable to 
reduce dimension of feature vectors, and optimize recog-
nition effect through reducing redundant information. 
K-L transform means the method for analysis of principal 
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component. The purpose is to remove the correlation 
between the data, as well as transform and project the 
data from the original R-dimension space to the M-di- 
mension space (R >> M) with the minimum distortion 
based on the criterion of mean square error [7]. 

Assume that { }1 2 M, ,X x x x= ，  is a sample set 
(where N

ix R∈ ), M is the total number of training sam-
ples, and N is the dimension of each training sample. 
There is a matrix based on total scatter matrix of the 
training sample set X in Equation (3): 

1

1 1( )( )
N

T T
i i
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E x X x X AA

N N=
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where 
1

1X ,( 1,2, )
N

N

i
i

x i n
=

= =∑  . A correlation matrix R  

can be expressed with TR AA=  on the basis of gener-
ated matrix A. Eigen values of R which can be expressed 
with i (1 )i Nλ ≤ ≤  are solved and ranged, that is 

Nλλλ ≥≥≥ 21 . The corresponding eigenvectors in the 
sequence are ( 1, 2, )iv i N=  . Taking the first m maxi-
mum, a matrix U of K-L transform concludes the corres-
ponding m eigenvectors, that is 1 2( , , )mU v v v=  . The 
value of m can be determined trough the quotient of sum 
of the largest engen values to sum of total eifenva- 

lues, that is 
1 1

m N

i i
i i

θ λ λ
= =

= ∑ ∑ . Take θ as large as possi- 

ble, while m as small as possible. The situation can keep 
image information to the greatest extent with minimum 
dimension of the feature vectors. According to the simu-
lation and experiment, the variation of θ with m is ob-
tained in Figure 2. When the value of m is about 30, the 
feature vectors in low-dimension space can reflect the 
situation of the characteristics in the original highdimen- 
sion space. So this paper selects m to be 30 [8]. 

Actually, feature extraction is a process of extracting 
the decomposed coefficients of the optimal wavelet 
packet basis through wavelet packet decomposition in 
three levels of the identified character. In the extraction, 
not only does the high-frequency component information 
increase to improve the recognition rate, but also K-L 
transform reduce the dimension to improve recognition 
rate, so as to optimize recognition effects. 

3. Recognition Algorithm Based on  
Hierarchical Classification 

Figure 3 shows the recognition algorithm based on hie-
rarchical classification which mainly includes feature 
extraction and character recognition. In the process of 
feature extraction, the pretreated characters decomposed 
by wavelet packet decomposition, and find the optimal 
wavelet packet basis. Then the wavelet coefficients of the 
optimal wavelet packet basis are reduced in dimension by 
K-L transform. So there are the eigenvectors to be  

 
Figure 2. Variation of θ with m. 

 

 
Figure 3. License plate recognition algorithm based on hie-
rarchical classification. 
 
recognized. As to the design of character recognition 
classifier, support vector machines can be used as the 
first identification. Next, confusing pictographic charac-
ters are secondarily classified taking advantage of Harris 
corner detection algorithm. Ultimately, all the digits and 
letters are classified according to the feature of arrange-
ment of the license plate characters. The improved PLR 
algorithm based on hierarchical classification can effec-
tively improve the accuracy and recognized speed, and 
the effect is impressive to confusing characters. 

3.1. Initial Recognition Using SVM 
As the youngest member of statistical theory, SVM takes 
advantage of the principle of minimum structural risk, 
performs a particular merit in solving problem of small 
sample, nonlinear and high-dimension space and exhibits 
a tremendous favorable prospect [9]. To linear problems, 
the kernel function is a dot product of two vectors. As to 
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nonlinear problems, SVM defines nonlinear mappings 
which will project input vectors from a lower-dimension 
space to a higher one. Then an optimal hyperplane is 
constructed in this high-dimension space. Not only does 
the optimal hyperplane separate the two types properly, 
but also the interval between types reaches to the maxi-
mum. As the important concept of SVM, maximize the 
interval is to control the capability of generalization [10]. 
Actually, the structural problem of the optimal hyper-
plane is to solve a quadratic optimization problem with a 
specific constraint. The optimal decision function is pre-
sented in Equation (4) [11]. 

1
( ) sgn ( , ')

L
i i

i
f x y a K x x b• •

=

 = + 
 
∑ ,       (4) 

where sgn (•) is a sign function, L is the number of train-
ing samples, and 0≥ia is defined as the Lagrange multip-
lier and K (•, •) is a kernel function. 

3.1.1. Choose a Kernel Function 
Generally, kernel functions are defined as 

( , ') ( ) ( ')K x x x xϕ ϕ= • , where x  and 'x  are vectors in 
low-dimension space, while ( )xϕ  and ( ')xϕ  are the 
transformed vectors. One form called radial basis kernel 
function is forceful in locality which is similar to the 
characteristics of human visual [12]. Taking into the fac-
tors, the form of radial basis function (the other name is 
RBF or Guass kernel function) is chosen to be trained. 
RBF can be shown as: 

2'( , ') p x xK x x e− −= .            (5) 

3.1.2. Train and Recognize Vectors Using LIBSVM 
LIBSVM is an integrated software developed by Profes-
sor Chih-Jen Lin from Taiwan. LIBSVM is used in vari-
ous fields such as pattern recognition, regression analysis, 
and estimation of probability distribution [13]. The ap-
plication consists mainly of interface functions such as 
svm-scale, svm-train, svm-predict and so on. Training 
and recognition based on LIBSVM involves the follow-
ing steps [14]. 

1) Training samples of the character are extracted and 
converted to the required format. In order to facilitate the 
calculation and prevent one feature to be too large or too 
small, the function of svm-scale can scale data to the 
proper range, generally, [0,1] or [1,1]. 

2) Radial basis function is used as the kernel function. 
3) Use cross-validation method to train test samples 

repeatedly and find the optimal parameters. The so-called 
cross-validation is to divide data into k sets. When one set 
participates in training, the other k-1 sets take the test to 
obtain k parameters (C and ξ). Compared with the other 
results, the one set of parameters which have the best 
effect is elected as the optimal parameters. 

4) Use the optimal parameters and RBF to train the 
training sets to get SVM model. 

5) Do license plate characters recognition taking ad-
vantage of the above-mentioned model. 

3.2. Recognize Confusing Characters Using  
Harris corner Detection 

Due to the similar outline and interference by substantive 
reasons, confusing characters such as {2, Z}, {0, D, Q, C, 
U}, {8, B, R}, {5, 8, S}, {4, A} and {C, G} will affect 
the recognition accuracy of the final results. So a further 
identify to similar characters is a pivotal process which 
affects the recognition results. Because of scale inva-
riance and rotation which can inhibit light and noise im-
pacts, Harris corner detection algorithm is a good choice 
to have a further recognition to similar characters. 

Harris corner detection is presented on the basis of 
Moravec operator by Harris. C. G and Stephen. M. J in 
1988. Using a first-order partial derivatives to describe 
the gray change, Harris corner detection has a matrix M 
associated with autocorrelation function. 

2

2

I I I
X X Y

M
I I I
X Y Y

 ∂ ∂ ∂    
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,       (6) 

where I (x, y) is the brightness value expressed by gray 
scale, and I X∂ ∂  is the gradient in the X direction of 
the image I (x, y), while I Y∂ ∂  is the gradient in the Y 
direction. The two eigenvalues of the matrix M which are 
first-order curvatures of autocorrelation can be used to 
judge the different areas in the image. If both are large, 
the point is regarded as a corner; if one of the eigenvalues 
is large and another one is small, the point is located at 
the edge; if both are small, it is determined in a flat re-
gion [15]. On the basis of the matrix M, corner response 
function (CRF) is defined as: 

2d et( ) ( )CRF M k trace M= − • ,        (7) 

where k sets 0.04 which is optimal parameter [16], det is 
the determinant of M, being small at the edges and large 
at the corner points, and trace is the trace of M, being 
large at the corner points. Therefore, the local maximum 
of CRF is the corner point. 

Simulation results show that Harris corner detection on 
similar characters recognition has excellent effect. For 
instance, D, U and 0 of approximate outline can be seen 
in Figure 4. The number and position of Harris corner 
clearly distinguished between each other. Experiments on 
plates containing confusing characters found that the 
Harris corner detection can be used to resolute similar 
characters with good results, and the recognition rate can 
be improved effectively. 



Research and Implementation of a License Plate Recognition Algorithm based on Hierarchical Classification 

OPEN ACCESS                                                                                         JCC 

29 

 
Figure 4. Harris corner diagram of D, U and 0. 

3.3. Digital Classification Algorithm  
The plate contains Chinese characters, numbers and le- 
tters in China. Character samples can be classified into 
Chinese network, digital network, alphabet network and 
alphanumeric network. According to the “Vehicle license 
of the people's Republic of China” revised in 2007, the 
last five characters in the seven ones are called serial 
numbers, which have three kinds of encoding rules: a) 
each of serial numbers can use Arabic numerals; b) each 
of serial numbers can uses letters alone, but O or I cannot 
be used from the 26 letters; c) it is allowed that two let-
ters can be existed in serial numbers, and O or I cannot be 
used from the 26 letters. 

As there are no more than two letters, it can be identi-
fied by setting the number of detected letters. The algo-
rithm of digital classification is presented in Figure 5. 

In the recognition of the last five characters, if there 
are two letters been detected in the serial numbers, fol-
lowing characters which are prepared to be identified can 
be input the digital network, instead of alphanumeric 
network. For instance, the vehicle license shown in Fig-
ure 6 can be recognized with the digital character classi-
fication algorithm. A large number of experiments indi-
cate that digital character classification algorithm can 
improve the recognition speed; because the samples are 
restricted to some degree, the recognition accuracy is 
improved as well. 

4. Experimental Results and Achievement of 
the System 

In this experiment, the vehicle images are 24 true-color 
real-shots. License plate characters contain digital sam-
ples of 10, letter samples of 24, and Chinese character 
samples of 55. In training samples, there are letter sam-
ples of 120, digital samples of 32 and Chinese character 
samples of 166. The recognition applies LIBSVM library 
using C-SVC as model and RBF as kernel function. 
Cross-validation K sets 5, and penalty parameter C sets 8. 
The recognition results and comparison are proposed in 
Tables 1 and 2. It can be noticed that the proposed algo-
rithm has advantages of high recognition rate and speed 
over other identification methods such as artificial neural 
networks and traditional support vector machine. The 
system has an outstanding performance. 

Table 1. Recognition experiment results. 

Character type Total Correct Correct rate (%) 
Chinese character 160 152 95.00 

Letter 375 361 96.36 
Digital 591 587 99.15 
Total 1126 1105 98.15 

 
Table 2. Comparison of the presented method with other 
methods. 

LPR method Recognition rate Average time (s) 
The presented method 1105/1126(98%) 0.71 

Traditional SVM 418/431(97%) 0.88 
Neural Network 357/376(95%) 0.80 

 

 
Figure 5. Algorithm of digital classification. 

 
License plate recognition based on hierarchical classi-

fication is simulated by Matlab 7.12 (R2011a), designed 
by Visual C + + 6.0 on C language , proceeded by MFC 
to build software platform and transplanted to the license 
plate recognition system with ARM9-S3C3440A as the 
master chip. The implemental processes of the system are 
demonstrated in Figure 6. 

5. Conclusion 
This paper proposed an advanced license plate recogni-
tion system based on an improved hierarchical classifica-
tion algorithm on the basis of wavelet packet decomposi-
tion and support vector machines. As the significant part 
of recognition, the improved algorithm provides an effi-
cient and easy-going way. This paper presented a mul-
ti-level model based on classification which is different 
from other recognition algorithms. In feature extraction, 
find optimal wavelet packet basis in the process of wave-
let packet decomposition to obtain eigenvetors. Then the 
dimension of eigenvectors is reduced by K-L transform 
to optimize the performance. In recognition, the charac-
ters are identified by SVM. Harris corner detection 
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(a) 

 
(b) 

Figure 6. Implement of the license plate recognition system 
based on hierarchical classification. (a) Designed by MFC; 
(b) PLR system on ARM9. 
 
is used to correct confusing characters. Finally, the me-
thod is optimized in recognition speed by the algorithm 
of digital classification decision. Experimental results 
indicate that, compared with systems based on other rec-
ognition algorithms, the performance of this presented 
PLR system is developed effectively and the system en-
hances a better stability, robustness and efficiency. 
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