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ABSTRACT

Background: Recent neuroscience investigations on moral judgment have provided useful information about how brain

processes such complex decision making. All these studies carried out so far were fMRI investigations and therefore

were constrained by the poor temporal resolution of this technique. Recent advances in electroencephalography (EEG)

analysis provided by Low Resolution Tomogray (Loreta), Principal Component (PCA), Correlation and Regression

Analysis improved EEG spatial resolution and made EEG a very useful technique in decision-making studies. Methods:
Here, we reinvestigate previous fMRI study of personal (PD) and impersonal (ID) moral dilemma judgment, taking

profit of these new EEG analysis improvements. Results: PCA analysis disclosed three different patterns of brain activ-

ity associated with dilemma judgment. These patterns are proposed to disclose the neural circuits involved in benefit

and risk evaluation, calculating intention to act and controlling decision-making. Regression analysis showed that activ-

ity at some cortical areas favors action implementation by increasing intention to act, while activity at some other areas

opposes it by decreasing intention to act. Comparison with Existing Methods: Compared to the previous fMRI results,
Loreta and PCA revealed a much greater number of cortical areas involved in dilemma judgment, whose temporal and

spatial distribution were different for ID compared to PD. The present paper suggests that whenever final temporal de-

tails of the decision making process are desired, EEG becomes the tool of choice as compared with fMRI. Conclusions:

The presented results are discussed from the utilitarian point of view that proposes adequacy of human action being

dependent upon how much pleasure and fear/pain they are associated.

Keywords: Loreta; EEG; PCA; Regression Analysis; Brain Mapping

1. Introduction The foot bridge dilemma: (D) Similar to the trolley
dilemma, the trolley is on a path that will kill five people.
(A) The five people could be saved if you push a stranger
in front of the trolley; however, the stranger would be
killed. (J) Is it appropriate to push the stranger?

Such dilemmas have the following structure:
e proposition D describes a situation that implies a so-

cial loss (dead) of a given value (5 people);

e proposition A describes an action to avoid the social
loss but at a personal risk of a given intensity (hitting a
switch or pushing a stranger), and
a question (J) asks the individual to decide whether A
is appropriate in the context introduced by D.

Recent development of new techniques for studying the
human brain has brought moral and ethical discussions to
the realm of neuroscience investigations [1-4].

Greene et al. [2] were among the first to use fMRI to
study moral dilemma judgment and in other two papers
[3,4] they explore the cerebral areas involved in judg-
ment of personal (PD) and impersonal (ID) like the trol-
ley dilemma (as ID example) and the foot bridge di-
lemma (as PD example):

The trolley dilemma: (D) A runaway trolley is headed
for five people who will be killed if it proceeds on its °
present course. (A) The only way to save them is to hit a

switch that will turn the trolley onto an alternate set of
tracks where it will kill one person instead of five. (J) Is it
appropriate to switch the tracks?

Open Access

Although the two dilemmas have the same logical
structure, the judgments about these two dilemmas are
totally different because they imply a similar benefit
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(avoid a given social loss) but at two different personal
risks (hitting a switch = low risk, or pushing a stranger =
higher risk). Decision about saving 5 as the cost of kill-
ing 1 is taken by 50% of individuals for ID dilemma and
only 30% of them for PD judgment. As action adequacy
decreases as personal risk increases [1], these reported
responses are the expected ones.

However, Greene et al. [2,3], assumed that their fMRI
results support the claim that “a theory moral judgment
according to which both “cognitive” and “emotional
processes” play crucial and sometimes mutually com-
petitive roles”. They assume that brain regions like dor-
solateral prefrontal and anterior cingulate cortices (areas
associated with abstract and cognitive reasoning) are
recruited to inhibit activity in emotion-related brain re-
gions (e.g., posterior cingulated cortex and insula). These
latter are involved in the solution of difficult personal
moral dilemmas, in which utilitarian values require per-
sonal moral violations. These conclusions are in opposi-
tion to those of Rocha et al.[1] assuming that cognition
and emotion play complementary roles in any kind of
decision making, which has to take into consideration
both the associated benefit and risk . As a matter of fact,
only recently Shenhav and Greene [4] used regression
analysis to correlate activity in previously chosen regions
of interest and regressors like intended moral value [4]
that is to study the dependence of dilemma judgment
upon the expected benefit but not risk. This is in contrast
with the concept of utility of an action as defined by
Bentham [5], who was among the first to propose the
theory of utilitarianism. According to him, utility is de-
pendent on both pleasure (benefit) and pain (risk) as es-
timated by the individual or the community.

Greene et al. [3] presented each dilemma as a text
through a series of three screens, the first two describing
D and A, and the last posing the question J. Subjects read
at their own pace, pressing a button to advance from the
first to the second screen and from the second to the third
screen. However, because of the well-known fMRI time
resolution constraints, these authors [3] used a floating
window of eight images surrounding (four prior to, one
during, and three following) the time of response, when
individuals pressed one of two buttons (“appropriate” or
“inappropriate”) according to their dilemma judgment.
They included three post-response images in order to
allow for the lag in BOLD response (typically peaking de
following 3-5s an eliciting neural response). Therefore,
their fMRI analysis involved a global time widow of 16s
long that did not discriminate among the distinct cerebral
processing required by D, A and J phases of dilemma
judgment. In all their papers [2-4], the authors described
around 30 different cortical areas as involved in dilemma
judgment.

LORETA (Low Resolution Tomography) uses meas-
urements of scalp electric potential differences (EEG) or
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extracranial magnetic fields (MEG) to find the 3D distri-
bution of the generating electric neuronal activity with ex-
act zero error localization to point-test sources [6]. LO-
RETA has the capability of identifying 6430 voxels at 5
mm spatial resolution in cortical gray matter and hippo-
campus
(http://www.uzh.ch/keyinst/NewLORETA/sLORETA/sL
ORETA htm). This technique has been widely used (e.g.,
[7-12]) to study the neural correlates of cognition, be-
cause it combines the portability and high temporal reso-
lution of EEG technique with a reasonable spatial identi-
fication of the cortical signal electrical sources s, . Princi-
pal Component Analysis (PCA) of the amount of infor-
mation H (e, ), provided by electrode e, (see methods)
about the identified LORETA sources (ILS), was used to
study how these sources interact to solve a cognitive task
[13-15].

Because the understanding of brain functioning sup-
porting dilemma judgment requires the analysis of the
different tasks involved in D, A and J phases, we decide
to reinvestigate brain activity associated with the judg-
ment of the same dilemmas as in [3], but now using EEG
and LORETA analysis to disclose the distinct ILSs asso-
ciated the analysis carried out during D, A and J phases.
This is done to take profit of the high temporal EEG res-
olution to study the complexity of the interactions be-
tween the different neural circuits involved in moral
judgment. Because of the high temporal EEG resolution
we expect to identify, in contrast with the previous au-
thors, a high number of cortical areas involved with di-
lemma judgment.

The main hypotheses of the present paper are:

1) the high temporal EEG resolution makes this tech-
nique to be a necessary tool for the study of complex cog-
nitive tasks as dilemma judgment;

2) Loreta analysis will identify a high number of corti-
cal sites s, related to this task,

3) H (el.) PCA analysis will identify the most impor-
tant patterns of temporal and spatial correlation between
these s, .

If the above hypotheses are validated, then

4) dilemma judgment has to be the result of the enroll-
ment of many different neural circuits in charge to evalu-
ate benefits and risks associated with D and A and using
these evaluations to calculate the adequacy of action pro-
posed in A as its solution and the willingness of imple-
menting this action.

2. Materials and Methods

Eleven female and twelve male adults (the mean age was
27 y and 3 mo) volunteered to solve 30 dilemmas, which
were previously used by [3], while his/her EEG was reg-
istered with 20 electrodes placed according to the 10/20
system [impedance smaller than 10 kohm; low bandpass
filter (50 Hz); a sampling rate of 256 Hz and 10 bits res-
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olution, ear lobe reference). The dilemmas were trans-
lated to Portuguese by one of the authors having a degree
in Linguistics.

Two networked personal computers were used in the
present study: one for the EEG recording and the other
for sequentially displaying propositions D and A and
prompting for decision in J. The volunteers were allowed
to take as much time as they needed to read D and A, and
to decide about dilemma solution in J. We recorded the
beginning times tg, t o, tp of each one of these experi-
mental epochs D, A and J, respectively and the time tg
the decision was made. The mean reading times Ap and
A, during the experimental epoch D and A and the mean
deciding time A; were calculated by the following equa-
tions and used to define the 3 different EEG epochs to be
analyzed, corresponding to the experimental epochs D, A
and J:

Ap :1/”2mn (tA _tF)
AAzl/nzlmn(tD_tA) and (1)

Ap :l/nzlton (ts _tD)

where n is the number of volunteers. The three different
selected EEG epochs (D, A and F) were composed by the
electrical activity recorded for periods of time 7. —-A,
t,—A and ¢ —A, respectively. These time epochs
were defined in order to allow us to study the brain activ-
ity associated with the evaluation of the benefit promised
in D, the action difficulty and risk as described in A and
action utility or adequateness as calculated in F. The
value A was set as four seconds. A total of 75 EEG ep-
ochs (30 dilemma multiplied by the 3 (D, A and F) ex-
perimental epochs) was selected for each volunteer, and a
total of 1725 EEG epochs were initially considered for
analysis. These EEG samples were visually inspected for
artifacts before and those records (e.g., when eye move-
ments could compromise the results of the regression
analysis) were discarded, resulting in 1656 EEG epochs
being actually used in this study.

Low Resolution Electromagnetic Tomography (Loreta)
developed by [6] was used to localize the possible EEG
source generators.S; associated with the cognitive tasks
involved in D, A, and F epochs. For this purpose, the
recorded data corresponding D, A, and F epochs associ-
ated with each ID or PD, were averaged for each elec-
trode and all volunteers into different files averaged (D,
A, and F). Each of these files was composed, therefore,
by the corresponding EEG averages calculated for each
of the 20 electrodes used to record the associated electri-
cal activity to each experimental epoch D, A, and F of all
IDs or PDs. In addition, two files, labeled ID and PD,
were calculated by averaging each electrode in the aver-
aged files D, 4, and F for each dilemma type. Grand
average files (Gx, X = D, A, F, ID or PD) were calcu-
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lated by averaging data associated will all 20 electrodes
in each file X. The corresponding Z score was calculated
for each Gx in order to determine the EEG times that
were statically significant for Loreta Analysis. Only
those EEG moments with Z score greater than 1.961 (5%
significance level) were selected for this analysis. Only
the areas showing the best matching for each selected
EEG moment was assumed as possible EEG source gen-
erators s, .

The amount of information H (e;) provided by elec-
trode e, was calculated to summarize information by
electrodes e, about the identified sourcess,. Following
[14] and [15], the informational equivalence H(rl.,rj) ,
was calculated as

H(rf,j)=E(I(r,-.,-))=K~r,-,,-~(1—r,-,,-) 2

such that for K=4, H rl.‘/,):l for ;=05 and
H(ri’j): 0 foreither r, =1 or r;
Now, given
19

7 =L 3

= 9 3)
the informational equivalence measured by 7 was cal-
culated as

H(Z):K‘;i(l—l_"i) “4)

and it quantifies the information provided by d,(r)
concerning that provided by all other d, (¢).

In this context, the quantity of information provided by
d,(t) recorded by e, about the sources s, involved
in solving the present reading and listening tasks was
calculated as

H(e)=2— , 5
(e) o 3)

such that
1) if r,=k for all all e, then 7=k,
consequently

H r,.,.):H'gri for all e, , and
H e,j =0. This indicates that d, () e, does not provide
any additional information about the sources s, , and

2)if r,; =0 forhalf of e and 7, =1 for the other
half, then 7 =0.5, H(rl.):l, H(r,)=0 for all e,
and consequently H (e;) "is maximum and equal to 1.
This indicates that d,(¢) e, discriminates to two differ-
ent groups of electrodes providing information about
distinct groups of sources s,. However, as discussed
above, the required restrictions upon 7, ; are expected to
be rare occasion. Finally,

3) for all other conditions 0< H (e )<1 and quanti-
fies the information provided by d,(¢) about the sour-
ces ;.
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PCA was used to study the covariation of H (e,) cal-
culated for L, R, Vi, Vg and D epochs. The results re-
vealed that four factors F,(j=1,2,3) accounted for
more than 80% of H(e,) covariation of H(e,) for
each of these analyses. The resulting eigenvalues for all
of the factors were greater than 1.3. Factorial brain map-
pings (Figure 1) were constructed to describe the results
of the factorial analyses. These brain mappings were con-
structed by taking into account the significant (greater
than 0.60) loading values f; (e,.) of each electrode ¢,
on each factor F.

Logistic regression analysis was used to study the pos-
sible correlation between dilemma judgment (J = Yes =
I,/J=No=0) H (e,.) assuming gender was assumed as
a dummy variable in the model [16]:

J=a+BH(e)+ByA+ BS + BMax(S)

6
+6,GH (€,)+ 6,GA+6,,GS” + x8,,G max (S) ©

G is the dummy having value 1 for female and 0 for
male. In this context, the coefficients o, provide a
measure of female impact on J calculated by equation 5.
O, helps to determine whether there is a discrimination
in J between men and women. If o, <0 (negative coef-
ficient), then the same judgment J by woman requires
H(e;) greater than in case of man. On the other hand, if
80>0 (positive coefficient), then the same judgment J by
woman requires H (e,) smaller than in case of man.
Note that the coefficients o, attached to the dummy
variable G are differential intercept coefficients in con-
trast to the angular coefficients f, .

3. Results

We first describe the results obtained with LORETA
analysis of data contained in the files ID and PD because
this analysis is more similar to that of Greene’s fMRI
analysis, once these files were constructed by averaging
all (D, A and J) EEG epochs for either ID or PD, and
Greene’s analysis involved 16s of acquired data obtained
with floating windows of eight images the time of re-
sponse.

A total of 396 possible sources s, of the averaged
EEG in ID or PD were identified in 77 different cortical
locations (/,) because their calculated Z score was great-
er than 2. The frequencies which s, were identified at
these locations are shown in Figure 2. Of these 77 loca-
tions, 11 and 10 sites identified as unique and distinctive
sources (DS in Figure 2) for either ID or PD, respec-
tively. The remaining 66 and 67 locations were common
to both types of dilemmas (CS in Figure 2).

Figure 3 shows the spatial and temporal distribution
of the activation of these s, and it clearly shows that
both ID and PD judgment were associated with the acti-
vation of neurons widely distributed over the entire cor-

Open Access

tex in a very complex temporal dynamics. The Pearson’s
correlation coefficient for the two series ID and PD of
s, activation was 0.01 showing that although most s,
were common to both judgment they were activated in
very distinctive ways. In addition, many of these s,
were also activated at different locations during ID and
PD judgment as show in Figure 3—mappings IDvsPD.
Cuneus (BA 18 and 19), Inferior Frontal Gyrus (BA 47),
Middle Frontal Gyrus (BA 10 and 11); Medial Frontal
Gyrus (BA 10), Superior Frontal Gyrus (BA 6 and 10),
Superior Temporal Gyrus (BA 22) and Middle Occipital
Gyrus (BA 19) were the most frequent cortical activated
areas for both ID and PD.

PCA showed that the amount of information H (e,.) ,
provided by each electrode e, about the s, involved in
dilemma analysis, covaried according to 3 different pat-
terns (P, P, and P;) that differed for ID and PD (PCA
mappings in Figure 4). These patterns explained more
than 80% of data covariance and have eigenvalues that
ranged from 10 (P;) to 1.12 (P5).

Pattern P, was characterized by the electrodes O1, O2,
0Z, P3, P4, PZ, T3, T4, TS and T6, all of them having
loadings greater than 0.6 in P; (Table 1) in ID case, and
characterized by the electrodes O1, 02, OZ, P3, P4, PZ,
T3 and T4 in PD case (PCA mappings in Figure 4).
Therefore, the main P, difference when both types of
dilemma are considered is the enrollment of T5 and T6 in
ID analysis but not in PD analysis. Pattern P,, in contrast,
was characterized by the same set of electrodes F4, F7,
F8, FP1, FP2 and FZ for both ID and PD. Finally, pattern
P; was characterized by the electrodes C3, C4, CZ and
P4 in ID case, and by the electrodes TS5 and T6 in PD.

Because the electrical activity recorded by each elec-
trode is determined by the weighted summation of the
electrical currents generated by each s,, we identified
those s, at the nearest location /, to the electrodes
composing each PCA mapping Py, P, and P; Figure 4
shows also the spatial relation between the identified s,
and PCA mappings as well as their cortical locations and
frequencies. Pattern P; is spatially associated with
sources located at BAs 7, 18, 19, 20, 21 and 22 for both
ID and PD, although the frequency s, were located at
these areas differed for each type of dilemma. Pattern P,
is spatially associated with sources located at BAs 6, §,
9, 10, 11, 42, 43, 44, 45, 46 and 47 in case of both ID
and PD but location frequency also differed for both
types of dilemma. Finally, pattern P; is spatially associ-
ated with sources located at BAs 1, 3,4, 5, 6 and 7 in ID
case and only at BA 21 in PD case;

The next step of our study focused on each (D, A and
J) of phases of dilemma analysis without discriminating
between ID and PD. Figure 1 summarizes the results of
this study showing the PCA mappings calculated from
data in Table 2 and the spatial location of the ILS.
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Figure 1. Identified Loreta sources and PCA mappings for experimental phases D, A and J for all (both PD and ID) dilemma.

PCA mappings were built with those factor loadings greater than 0.6 (bold) in Table 2.

Open Access



A.F.DAROCHA ET AL.

Cs

=) =] = = = 2 = Tcn‘ .8 .g .g
1-Postocentral Gyrus I I I I I I 1-Fosteentral Gyrus
3-Postcentral Gyrus 3-Posteentral Gyrus
4-Precentral Gyrus 4-Frecentral Gyrus
B-Pasteentral Gyrus S-Fasteentral Gyrus
E-Medial Frontal Gyrus E-Medial Frontal Gyrus
E-Middle Frontal Gyrus E-Middle Frantal Gyrus
E-Precentral Gyrus E-Precentral Gyrus
B-Superior Frontal Gyruz B-Superior Frontal Gyrus
7-Pasteentral Gyrus T-FPosteentral Gurus
T-Precuneus T-Frecuneus
7-Superior Parietal Lobule T-Supericr Parietal Lobule :i
2-Superior Frontal Gyrus 2-Superior Frantal Gyrus _;
3-Medial Frontal Gyrus 3-Medial Frantal Gurus _:'
3-Superior Frontal Gyrus 8-Superior Frontal Gyus [P
10-Medial Frontal Gyrus 10-Medial Frontal Gyrus :=
W0-Middle Frontal Gyrus 10-Middle Frontal Gurus _;
10-Superior Frontal Gyrus 10-Buperior Frontal Gyrus _;'
1-Medial Frontal Gurus H1-Medial Frontal Gyrus |
T1-Riddle Frontal Gyrus Tt-Middle Frontal Gyrus =
1-Cirbital Giyrus 1-Orbital Gyrus
11-Superior Frantal Gyrus T1-Superiar Frantal Gyrus _;
1B-Clnels [P Ta-Cuneus _;
18-Fusiform Gyrus P 18-Fusitorm Gyrus
18-Inferior Occipital Gyrus = PD 18-Inferior Docipital Gyrus _: ID
18-Lingual Gyrus -- 18-Lingual Gyrus _:I
18-Middle Decipital Guris e 18-Middle Decipital Gyrus
13-Cuneus -; 13-Cunsus
13-Mliddle Decipital Gyruz '_:l 13-Middle Decipital Gyrus
19-Frecuneus [ 13-Precuneus
Z0-Inferior Temporal Gyrus -L 20-Inferior Temparal Gyruz
PHnferior Temporal Gurs e 2tInkerior Temparal Gus
21-Middle Temporal Gyrus ] 21-Middle Temporal Gyrus |
22-Superior Temporal Gyrus i 2z-Superior Temparal Gunis _=
I7-Inferior Temparal Gyrus =] F-Inferior Temporal Gyrus _:'
37-Middle Qecipital Gyrus 37-Middle Qccipital Gyrus
35-Superior Temporal Gyrs B Fg-Superior Temparal Gunis
33-Angular Gyrus = 39-Angular Gyrus
#9-Middle Temporal Gyrus _i 33-Middle Temparal Gyrus
4i-Inferior Parietal Lobule -_ 40-Inferiar Parietal Lobule
40-Supramarginal Guruz _. 40-Supramarginal Gunus
42-Superior Temporal Gyrus = 42-Transverse Temporal Gyrus
42-Transverse Temporal Gyrus -| #3-Posteentral Gyus
44-Precentral Gyruz = 44-Precentral Gunus
45-Inferior Frontal Gyrus -- #lnferior Frantal Gynus
$6-Middle Fronel Gyrus by 46-Middle Frontal Gyrus
47-Inferior Frontal Gyrus _; #-Inferior Frantal Gyrs
DS
2 N " z v .
——

2-Postcentral Gurs |
4-Paracentral Lobule __
8-Medial Frontal Gyrus =
Anferior Frontal Gyrus =

0-Inkerior Frontal Gyrus ———m—

17-Lingual Gurus

20-Fusiform Gyrus 1

37-Middle Temporal Gyus ———————021

S-Faracentral Lobule

E-Supetior Parietal Lobule =——

9-Middle Frontal Gyus ———od

T-Inferior Frontal Gyrus

17-Cuneus ——x1

19-Fusiform Gyrus

19-Fusitorm Gyrus

19-Inkerior Temporal Gyrus

43-Postcentral Gyrus
46-Inferior Frontal Gyruz E

22-Middle Temporal Gyrus

42-Superior Temporal Gyrus o

18-Superior Docipital Gyrus -;
]

629

Figure 2. Identified Loreta Sources for PD and ID. CS—sources that are common to both dilemma types and DS—sources

that uniquely identify either PD or ID.
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Figure 3. Spatial and temporal distribution of the identified Loreta sources for PD and ID. BA—Brodmann area number 4™,
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Figure 4. Identified Loreta sources and PCA mappings for ID and PD and comparison of source location for ID vs PD. PCA
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tor loadings greater. than 0.6 (bold) in Table 1. P, is colored green to blue, P, is colored yellow to brown and P, is colored
rose to dark red. Cortical areas are defined by their BA number and anatomical location.
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Table 1. H(e;) PCA results for ID and PD.

ID PD
P1 P2 P3 P1 P2 P3
C3 0.11 0.54  0.64 0.65 0.15 0.32
C4 030 017  0.82 0.39 0.21 0.61
CZ 0.31 040  0.61 0.54 0.21 0.40
F3 025 0.80 028 0.81 0.02 0.30
F4 0.15 059 040 0.69 0.16 0.25
F7 048 062 020 0.65 0.13 0.42
F8 049 047 024  0.54 0.18 0.49
FP1 036  0.81 0.11 0.80 -0.02 0.32
FP2 0.15 085 0.13 0.83 -0.03 0.19
FZ 022 0.8 0.12 0.85 -0.01 0.25
01 083 028 0.16 0.33 0.02 0.78
02 080 033 024 0.31 -0.02 0.82
oz 074 030 024 0.32 0.01 0.73
P3 055 029 056 0.24 0.17 0.79
P4 057 0.08  0.66 0.22 0.02 0.84
PZ 060 0.15 053 0.18 0.06 0.81
T3 063 034 030 0.37 0.22 0.66
T4 064 013 045 0.29 0.32 0.68
TS5 078 0.17 022 0.01 0.97 0.08
T6 0.81 029 025 0.03 0.97 0.05

Expl.Var 588 481 3.39 5.46 2.24 6.09
Prp.Totl 029 024 0.17 0.27 0.11 0.30

Table 2. H (ei) PCA results for the experimental steps D,
A and J.

D A J

P1 P2 P1 P2 P1 P2 P3
C3 040 066 045 0.60 0.26 0.42  0.64
C4 069 036 069 034 0.30 0.18  0.79
CZ 042 057 051 057 0.19 034 0.72
F3 032 080 030 0.84 0.29 0.78 0.24
F4 032 064 025 0.75 -002 0.68 041
F7 0.48 0.65 055 0.60 0.49 046 043
F8 051 058 057 052 0.45 0.44 038

FP1 037 079 041 0.77 0.45 072 023
FP2 0.12 087 0.17 0.87 0.19 0.87 0.05

FZ 021 0.88 021 0.85 0.33 082 0.18
o1 083 031 0.82 033 0.82 024 025
02 086 030 0.85 03I 0.83 0.28 0.27
oz 075 030 0.79 032 0.75 030 025
P3 0.73 034 0.79 031 0.53 0.19  0.68
P4 083 0.19 0.81 024 0.49 0.13  0.71
PZ 080 023 0.82 0.19 0.59 0.15 0.54
T3 065 041 0.67 041 0.47 032 0.5l
T4 0.77 027 0.77 0.26 0.51 0.16 0.56
TS5 082 022 0.80 022 0.78 022 0.26
T6 084 029 0.84 03I 0.81 026 0.28

Expl.Var 795 571 832 5.63 5.61 430 440
Prp.Totl 040 029 042 0.28 0.28 022 0,22

Open Access

A total of 469 possible sources s, of the averaged
EEG for D, A and J phases were identified in 47 (A) to
62 (J) different cortical locations (/,) because their cal-
culated Z score was greater than 2. Of these locations, 6
sets of ranging from 7 to 15 locations that were identified
as unique and distinctive sources (DS) for each phase.

PCA showed that the amount of information H (el.)
provided by each electrode /, e, about the s, covaried
according to 2 different paStterns P; and P, during both
D and A phases and according to 3 patterns Py, P,and P
in case of J, having eigenvalues ranging from 9.83 to
1.23 and explaining around 70% of data covariance. Pat-
tern P; was characterized by the electrodes (loadings
greater than 0.6) O1, 02, OZ, P3, P4, PZ, T3, T4, TS and
T6 for both D and A phases. In similar way, Pattern P,
was characterized by the electrodes F4, F7, FP1, FP2 and
FZ for both D and A phases. Finally, pattern P; that oc-
curred only during J, was characterized by the electrodes
C3, C4, CZ, P3 and P4.

Pattern P; is spatially associated in case F and A
phases, with sources located at anterior BAs 1 to 7, at
posterior BAs 17 to 19, at temporal BAs 20 to 22 and
BAs 37 to 39, at parietal BA 40, besides at insula and
cingulated gyrus. In case of D phase, pattern P, is spa-
tially associated with a different set of sources that ex-
cluded, in comparison to phases F and A, the BAs 1 to 6,
some of the locations at BAs 18 and 19, while including
the parahippocampal gyrus. Pattern P, is spatially associ-
ated with sources located at BAs 6 to 11 for all experi-
mental phases. Finally, in case of D phase, pattern P; is
spatially associated with sources located at anterior BAs
1 to 7, that were excluded from the set of sources associ-
ated with pattern P; in case F and A phases.

The final step of our analysis focused on each of D, A
and J phases of dilemma discriminated by dilemma type
(D and A) and judgment type. A total that ranged from
328 to 453 possible sources s, of the averaged EEG for
D, A and J phases were identified in 53 to 61 different
cortical locations (/) because their calculated Z score
was greater than 2. 3 to 10 of these locations were identi-
fied as unique and distinctive sources (DS) for each
phase and each dilemma type or judgment.

PCA showed that the amount of information H (e;)
provided by each electrode e, about the e, covaried,
for all studied conditions, according to 3 patterns (P, P,
and P;) that have eigenvalues ranging from 9.76 to 1.11
and explained around 70% of data covariance (Figure 5
and Table 3). In ID case, pattern P; included electrodes
01, 02,0Z, T3, T4, TS and T6 for both phases F and A,
and included electrodes P3, P4 and PZ in F case. Pattern
P, included electrodes F3, FP1, FP2 and FZ for both
phases F and A. Finally, pattern P; included electrodes
C4, P3, P4 and PZ in F case and C3, C4 and CZ n F case.
In PD case, pattern P, included electrodes O1, O2, OZ,
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Table 3. H (ei) PCA results for the experimental steps D, A and J.
ID F PD ID PD
P1 P2 P3 P1 P2 P3 P1 P2 P3 P1 P2 P3
C3 024 0.66 043 0.09 0.57  0.66 C3 0.28 0.68 0.05 032 0.63 0.28
C4 033 0.21 0.84 0.42 0.13  0.76 C4 0.67 037  0.05 0.54 044 0.29
CZ 028 0.51 0.65 0.41 0.31 0.65 CzZ 0.36 0.51 0.13 035 0.62 031
F3 025 079 0.27 0.28 0.82 0.28 F3 0.35 0.77  0.06 033 082 -0.02
F4 0.07 0.61 048 0.26 053  0.52 F4 0.42 055  0.17 0.16 077 0.13
F7 0.54 0.70 0.00 0.46 0.65 0.17 F7 0.37 0.70  0.11 0.49 0.61 0.05
F8 046 0.63 0.11 0.50 044 032 F8 0.52 0.53  0.04 051 055 025
FP1 033 081 0.09 0.36 0.86 0.08 FP1 0.30 0.82 -0.08 037 0.77 -0.02
FP2 0.08 087 0.15 0.21 0.86 0.16 FP2 0.20 0.83 0.01 021 083 -0.13
FZ 020 0.88 0.13 0.14 0.84 0.16 FZ 0.22 0.86 0.03 024 085 0.00
(0)1 0.88 0.26 0.08 0.80 033 0.14 (0)11 0.81 038 -0.02 079 034 0.01
02 0.80 025 034 0.79 038 0.19 02 0.82 034 -0.02 086 0.28 0.03
(Y4 0.76 020 031 0.72 039 0.18 (074 0.65 037 -0.01 081 025 0.10
P3 0.64 036 036 0.71 029 035 P3 0.75 026 0.08 082 023 021
P4 0.61 0.08 0.65 0.77 0.13  0.30 P4 0.86 0.18 -0.02 0.84 026 -0.04
PZ 0.67 0.15 049 0.74 020 0.20 PZ 0.79 0.19 0.15 084 0.17 0.02
T3 0.68 0.48 0.08 0.64 034 033 T3 0.68 0.31 0.20 0.67 037 0.21
T4 0.61 026 0.46 0.69 0.09 048 T4 0.75 023  0.27 0.64 028 045
TS5 075 020 0.24 0.79 0.18 0.12 TS 0.08 0.01 0.98 0.08 0.00 0.95
T6 0.76 0.23  0.39 0.78 037 022 T6 0.03 0.02 098 0.04 0.00 0.96
Expl.Var 6.17 552 3.01 6.69 500 272 Expl.Var 6.27 533 214 637 553 247
Prp.Totl 031 028 0.15 0.33 025 0.14 Prp.Totl 0.31 027  0.11 032 028 0.12
Yes D No

P1 P2 P3 P1 P2 P3

C3 0.10 054 071 0.34 0.54  0.52

C4 0.40 032 0.75 0.27 034  0.77

CzZ 029 041  0.65 0.27 046  0.67

F3 0.18 0.81 037 0.37 0.79  0.17

F4 0.06 0.76 041 -0.05 072 0.52

F7 052  0.64 029 0.55 046  0.40

F8 0.67 047 021 0.40 0.54  0.48

FP1 033 083 0.18 0.52 0.63 034

FP2 0.15 0.87 0.16 0.33 0.84 0.10

FZ 039 0.84 0.08 0.35 0.79  0.20

01 086 022 0.13 0.74 022  0.46

02 090 025 0.13 0.83 028 0.34

0oz 0.83 023 0.15 0.71 030 0.36

P3 061 0.19 0.56 0.51 0.24  0.69

P4 0.67 0.12 0.58 0.47 0.12  0.74

PZ 072 0.16 042 0.45 0.18  0.69

T3 049 024 057 0.54 042 048

T4 039 046 056 0.69 034 0.20

TS5 0.75 021 042 0.85 026 0.22

T6 0.82 024 026 0.86 0.28 0.23

Expl.Var 6.50 520  3.77 6.00 476  4.36

Prp.Totl 0.3 0.26 0.2 0.3 0.2 0.22
Open Access JBBS



633

-80-40 0 40 80

L

wy

o, ononn
)

Oy IIENRTS O

0-40 0 40 80

-80-40 0 40 80

A.F.DAROCHA ET AL.
0-40 0 40 80

§8 8040 0 -40-80-1-§8 8040 0 -40-80-1-§880 40 0 -40-80

”., .

NN, INovanio
O — et~

O OTRRER

8040 0 -40-80-1

0-80-400 40 80

8
I

0-80-400 40 80 -

0-80-400 40 80-

e < S eI
OO NCNTY

-8
1

0-80-400 40 80-

cooo 222N
BIIRTT ST

0-80-400 40 80

0-80-400 40 80 -

SO
S3ssengeR

ID F

PD F

[piodwa] 1ouadng-zz
=nifig [rrodwa) Sppia-12
=nifi [grodwa) Jonayu-|z
=nifi jrrodwa) Jouayu-gz
=nifig [Epdiaany 1onadns-gL
Snaunaald-gl

=nifig [rrodwa ] S|ppis-gl
snifi [endioon 21ppIA-BL
=nifi [grodwa]) Jonagul-gl
=nufie wiogisn 4-1
=naung-gl

snufig [eudioady 2ipplkeg-51
=nifie [Enbu-g1

=nufig [Endizog 1ouau-51
=nifiey wogiEn 4-g)

2[ngo [B1aled Jonadng- 2
=naunaalg-)

snifig) [ERNE0Is0d-L

snifigy |r1odwa) Jonadns-zz
snifigy jrrodwa) appis-22
snifigy [rrodwa) Sppia-12
=nifiy [grodwa) 1ouayu-|z
=nifigy |r1odwa) a|ppis-0z
=nifiy [grodwa ) 1ouau-gz
=nifigy wiogisn 4-pz

=nifiy [Epdiaag 1onadns-gL
=naunoald-gl

=nifigy [r1odwa ] S|ppis)-gl
snufiey [Fudiaan 2ipPIAFEL
=nifiy [grodwa) 1ouagu-gl
=nufig [Endieog 1006
=nifigy |EnBu-gl

=nifity wiogisn 4-gL
Snaung-gl

=nifigy [endioagy 2|ppigy-g)
=nifigy |Enbu-21

2ngo [B12Ned Jonadng- 2
[Edfie-qnis-2

Snaunaaldg-}

snifig [enuaisod-2

=nifiey [FyuoiH [FIpags)-g
snifig [enuais0d-g

=nifig [FHuassIg-p

snifig [enuanisod-o

snifig [Fruanisog-L

snufig [ERuenIsog-|

ID A

[eiodwa ] Joudns-z2

=nifiy |g1odwa ) sppis)-12
=nufiey |erodwa] 1o 12
JUI-0E
=nufigg [endizag 1ousdns-gl

=nufity |erodwa) 1o

ENaunaaldg-gl
=nifiey |erodwa) Sppia)-EL
=nufigy [endiaagy 2|ppigy-6L
=nufiy |erodwa) Jouagul-gl
=nufiy wiogisn 4-gL
snaunJ-gl

snufigy [endioagy 2ppigy-31
=nufiey |enbu-g1

=nufigg [endizag 1ousu)-5|
snifig) wogisn 4-g)

&[N [B130E g Jonadng-
snaungald-4

snifiE [EIUE21S0d-L

[erodwa] 1ouadns-z2
=nifiy |g1odwa) s|ppis)-Z2
=nifiy |g1odwa ) sppis)-12
snifigy [erodwa ) Jouu-Lz
=nifiy |e1odwa) a|ppis-0z
=nifig [erodwa] Jousugz
=nufity wiogisn 40z

snufiey lendiaag 1onadng-gl
Snaunaald-gl

=nifiy |g1odwa ) sppigs)-gL
snufiey [eudioo0) 21PPIA-BL

=nufity |erodwa) 1o

=nfig [endioog Jouau-gL
=nufiey |enbuT-gl

=nufiy wiogisn 4-gL
SnaunZ-gl

=nufigy [endiaagy 2|ppigy-s1
=nufiey |enbu-g1

a[nqo [g1alE 4 louadns-g
[Efe-qnis-2.

Snaunaald-4

=nifi [Enuaajsog-2
=nufig [Faua) 4 [Fipals)-a
=nifily |Enuaa)sog-g
=nifig |enuasal -4

snufig [Enuanisog-L
=nifi) |Enuaa)sog-5

snufig |Enuaaisog-|

Yes

I

R

LH
ll

L

No

uﬂnundm

5
0
15
10
Open Access

0

|eiodwa ] wopadns-zz
snifi [e1odwa) &|ppieg-l2
snifie) [eiodwa) 1oua4u)-|2
=nifie [e1odwa ) 1ousyul-pg
snifig [eydieon 1onadng-gL
Snaunalg-gl

=nifie) (esodwa] 2 ppIe-EL
snifi [Edizo0 s[ppile-EL
snifie) [eiodwa ) 1oua4U)-gL
=nufit) Wioyi=n 4-5
Snaund-gl

=nifi (eydiaay 2| ppify-aL
=nifie) [enbu-g)

=nufie [eydiaan 008Uz
snafie) wWiogisn 4-51

a|ngqo |E1alE 4 onadng- 2
SnaUnDalg-2

snifitg [ElUagE04-)

i s =

snifiy) [e1odwa ) Jonadns-zz
=nfit [g1odiwa ) 8|ppieg-zZ2
snufie) [eiodwa ) 3 ppIe-IE
=it [e1odwa ) 1o0a§u)-|7
snfie [e1odina ) S|ppieg-02
snfit) [e1odwa ) 100a§u)-0Z
=nufit) Wioyisn4-0z

snifigy [endizag Jonadng-g|
SNEUnDal4-5l

snfit) [eiodwa) 3|pRIA-EL
=iy [eydiaagy appisy-gL
snufit [e1odina ) 1o0a4U)-gL
snifiy [Endioag Jonsu-gL
snufie [EnBuU-gL

srufie) Wiogisn4-g1
SnaUn-gl

S [Ed200 SIPPlLe-5)
snufie) [enbu-g

a|ngqo] [E1Ene 4 Jonadng- 2
| tfig-gng-2

SnaUnDalg-4

smufig) [eluams0d-)

=nufit) [EjuCu 4 [EIpSLa)-g
snufig) [E1UANS0 -5

=nufit) [EUanald-+

snufi) [ElUaNS0 -5

smufig) [elUams0 -2

snufity [BlUadE0 4|

JBBS



A.F.DAROCHA ET AL.

634

w

2w e W e nm e
G T

=]
N N -

T8
=}
=9
1

o m o

=nifiE] [2IU00 4 SIPPIaf-L b
Snlie] [EIu0 4 10U 2
=N [21U01 ] S|PPlaf-S
Snifig) [EIU01 4 10U 94
=N [BIU0 ] 10U GF
snifig) [ELUsDsld-b
=N [BIU01J 10044
sniig) [Fiuol 4 Joyusdns-)|
snubigy [Eroa-),

=niliey [ENGOHL

il (234014 PPl
=N [BIU01d [EIpalapIL
SN [EIu0) 4 10|
snufigy [Fju) 4 Jouadns-
SnlE) [E3U014 S{PPILA-OL
snuf [Bauc 4 [B1paa)-O)
=N [EIU00 4 1000
snufig [Fuol 4 1ousdns-
EnfiE] [EU00  [EIpaafE
snufig gl 4 1ousdns-g
snifig [Pl 4 1ousdns-g
Snilie) g HU20314-9

SN [EIU01S APPIA-L b
snufig [FIUoI 4 J00agu- L
snufiey B0 S(PPILA-3E
SNIfig] [EIU01 I0UAJU-34
=nifig [Iucd 10U G
snifie [ auEsal -
snufig U0 4 J0Uau-fg
snifig [auoa 4 1oyadns-)|
snifig Eymag-L

=nifig] ENga0-|L

=nufiey U1 SIPRIAAL
snufiey g0 4 [EIpala-L
SNUfiE] [E3U01S LR ||
snufig [pauc 4 1ouadng-
snifiE] [EIU01 4 S1pPlA-OL
snifig) [Eauc 4 [P0
SNufi] [EIU01S JoUaul-D]
snufi [pjuc 4 souadng-g
snifiey FIU0 4 [BIPSLa)-6
snufi juc 4 iouadng-g

snufig auo) 4 Jouadng-g
snifig) [enusdald-q

=
A=

PD A ID A
6

o0 0Tt o
—

snifiy (BI04 (ppILa-L &
Snufie) [gu2)S 10U
=nifig) [BIUS1 4 3PPllA-GF
snufiey (BI04 J0naU-94
=nifig [eIucd J 1onaul-gh
snufie [Erussal -
=nifig [RIU0J 100344
snufig) (Bjuc 4 Jonadns-)
snifi jeymag-L

snifig) ENGIOHL

i [£1u014 PP
snufie B0 5 [BIpSLal-|
SNUfiE] [£3U21 4 JoUaul- ||

snufigy [Fyuo 4 Jonadns-q|
SNifig] [£3U01 FPPIA-DL
snifig) [EIuc 4 [EIpSA-OL
=nifig] [E3U01 - JoUaul-D

snufig |Fjuo 4 Jonadng-g
snifi) |BIUC 4 [EIpaLA-E
snufig |Fjuo 4 Jonadng-g

snufig (rauc 4 Jonadng-g
snufie) [Enuaoad-g

snifiE] [EIU01 4 3[PPIlA-L
Snifig) [BIU01 4 100324
snifiE] [E1U01 4 3[PPIlA-34
snufig (Byuo1 4 1onagu-94
=nufiE) [EIU0LS 100BJU-G
snifig [enuaoaid-b
ENUfiE) [EIU0LS 100BJU|-pr
snufig (Bjuoa 4 1onadng-),
snifi) |B1aHL

snifig) Fugi0-

=nifig] [EIU01 4 3|PPllA-LL
snufie] [Bu01 S [EIp2ia-lL
=SnufiE) [EIU014 103JUL-||

snifi jgguc 4 1onadng-g
MU 1014 SIPPILA-0L
snifie] U0 S [BIpSLA-0L
=nifi) [B9u00 4 10Nl
snufig |B3uc 4 Jouadns-g
=nifig [RIU0I S [BIpaA)-G

snifig [ejuc 4 Jonadng-g
snufigy |Fjuc 4 Jonadng-g
snifig) [Enuadald-g

S [B1UD14 SPPIA-LE
snufig) [EIU004 10U 4
snufi) (10014 PP
snufi [BIU004 J0UU}-Gh
snifi) [Fuo 4 J0lajul-G
snufie) [Enusdald-pp
snufie) BI04 10U
snifigy [Fuo 4 Jonadns-||
snifig [R1aeg-1L

snifig EAqIg-iL

MU (U014 SIRPAH
snufi) [E11014 [EIP#ia-|)
Snufig [B1U004 I
snufie jguc 4 onadng-q|
ST (BI04 SRPIA-OL
snufie [E00S [RIpA-L
snufitg [R1U004 J01u}-0)
snifig [euo4 Jonadns-g
2nufig [BIU014 [BIpaly-5
snifig [euo4 Jonadns-g
snifig [Fjuo4 Jonadng-g

=nufie) [Enua81d-g

sufie) [B0ld SRR
snifig BI04 100U} L4
Snufig) [E1014 SIPPIA-9%
=nifig [RIU014 10U} 34
snifig) BI04 J0UBU-Gh
=nifig [BnUsaal4-bh
Enifig) BI04 100U 4p
snifigy [Fuoi4 1onadng-|)
snifig) [e3a8-|L

snfig [Fg0-1

S [E1014 SRPA-
Snufie) [E0S (1Pl
=nifitg (210014 101U
snifig [euoi4 Jonadng-n|
snufig) [FI013 SPPI-)
=nifig) BI04 [EIpala-0L
snifie |Buc g 1onaug)
snifig [ruoad Jonadns-g
snufie [BIN01 [BIPEly-6
snifig [ruoad Jonadng-g
snifig [euoi4 Jonadns-g
Snifig) [ERUSaaI4-5

IDF

ID A

snufig) [e1U014 2PPILY-5
3|nqo [F1alEd 10padng- .
snaunaaig-2

snufig [enuamsog-2
srufig [eu014 Jousdng-g
snufig [enuasalg-g
2|Nq07] [EIUAIEIE S
srufig) [e1U014 2PPILY-3
SnIRE [EIUD1 5 [EIPALA-9
3|nqo [F1alEd 10Uadng g
snufig [enuamsod-g
2|Nq07 [EIUAIEIESG
snufig [Enuasald-4

snufig [enuamsod-¢
snufig [enuamsog-g
snufig [enuamsod-z

snufig [enuamsog-]

snufig) [e1U014 2PPILY-5
3|nqo [F1alEd 10padng- .
Enaunaalg-2

snufig [enuamsog-2

srufig [eu014 Jousdng-g

No

snufigy [E1US0Is04-2

snifig [enuasalg-g
snufigy [BIU00 4 S|ppiLy-9
snufigy [BIU00 4 [BIpEy-9

snfig) [ENUSNIS0 -5

snifie [enuasalg-f

snufigy [EIUSIs0 -5
snufig [E1UeIs04-2

=nJfig) [enua0s0 4

—

[

PD A

woun

I =]

=nifig Enuaoald-g
2|Nq07] [EIUAIEIE S
srufig) [e1U014 2PPILY-3
snufig [eu014 [EIpaLy-3
3|nqo [F1alEd 10Uadng g

snufig [enuamsod-g

ango) =
snufig [Enuasald-4

snufig [enuamsod-¢
snufig [enuamsog-g
snufig [enuamsod-z

snufig [enuamsog-]

=
LI e e e s e s e

DMk Wi 0o
-

TN
=]
o

=nifig [e1odwa ] Jouaul-|Z

=nifig [p1odwa) onadng-z,

snifig [e1oduwa | 1ona)

[ = T B I VI ]

Yes

snufie [endiaan) SippIa-LE
snufie) [eaodws | 1ouagu- e
snufie [edwesoddiye e g-¢
S1E{nbuL] J0USIIY-ZE
snufigy 2 nbuin-Ls

snufie [e1odws | 1onadng-zz
snufie [10dwa | a|ppis-27
snufie) [R10dws | a|ppis-2
snufie [e10dws | ouagu-z
snufiey [eaodws | 10wz
snufigy [endizon Jonadng-gL
SnaunaaId-gl

snufie) [e10dws | a|ppi-6L
snufiy [eadizan SIppILA-GL
snufiey [e1odwa | sonau-gL
snufiey eadizan 1ousu-gL
2
3|Ngo [E18lE 4 Jousdng-

snufiey [B3uc1 B|py

Snaunaald-L
snufig) [ERUsNISOg-2
snufigy [guc 4 1onadns-g
snifig [eruanalg-g
2INGOT [ENUSIRIES-G
snufigy [BIU00 4 S|pPILA-9
snufigy [BIU00 4 [BIpaa)-9
3|NgoT [E18lE 4 Jouadng-g
snufig [BIUS0IE0--G
2NGOT [ENUSIRIES-G
snifig [eruaaalg-f

snufig [B1US0IE0--4
snufig [eIUS0IE04-E
snufig [B1UE0IE04-Z

snufigy [B1US0IE04-|

Figure 5. Identified Loreta sources and PCA mappings for ID and PD during F and A and for Yes and No judgments during

J. PCA mappings were built with those factor loadings greater than 0.6 (bold) in Table 3.
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P3, P4, PZ, T3 and T4; pattern P, included electrodes F3,
F4, FP1,FP2 and FZ and pattern P;included electrodes
T5 and T6. Yes and NO judgments were associated with
a pattern P, that included electrodes O1, O2, OZ, P3, P4,
PZ, TS5 and T6; pattern P, that included electrodes F3,
FP1,FP2 and FZ, pattern P; that included C4, CZ, P3, P4
and PZ. C3 electrode was also included in P; in case of
Yes judgment.

Pattern P1 is spatially associated (Figure 5) with
sources located at anterior BAs 1-7, posterior BAs 18-19
and temporal BAs 20 to 22, in cases of PD F and PD A
phases as well as No decisions. However, differences on
8, location frequencies at these cortical areas were ob-
served between mostly between No decisions and PD
phases. In addition, in cases of ID F and ID A phases,
pattern P1 is spatially associated with sources located at
anterior BA 7, posterior BAs 18 and 19, and temporal
BAs 20 to 22. Finally, in case of Yes decisions, pattern
P1 is spatially associated with sources located at anterior
BA7 and BAs 18 and 19. Summing up, PCA pattern P1
is associated with very different set of sources if PD and
ID or Yes and No responses are compared. Pattern P2 is
spatially associated with sources located at BAs 6 to 11
and 44 to 47 for all phases, dilemma type and judgment
response, being therefore determined almost by the same
sources with slightly location frequencies at these areas.
Finally, pattern P3 is the most variable according to their
generation sources, being associated only with Inferior
(ITG) and Superior Temporal (STG) cortices in case of
PD F and PD A phases; with sources located at BAs 1 to
8 in case of ID F and ID A phases; BAs 1 to 7 for No
responses; and located at BAs 1 to 8, BAs 118 to 19,
BAs 20 to 22 besides ITG, STG and cingulated cortices.

Logistic regression analysis showed that dilemma
judgment J correlates with H (el.) and explains for
around 70% of the decisions and that gender is influential
on these correlations at the statistical level of p = 0.005.
Although there are some differences between regression
mappings D, A and J in Figure 6, it may be said that
high H (el.) at middle line electrodes (light green to
dark blue) favor J = Yes while left and occipital elec-
trodes (rose to dark red) favor J = No. Table 1 correlates
the regression mappings D, A and J and their corre-
sponding ILS. It is interesting to note that differential
intercept coefficients in G and the angular coefficients in
D, A and J tended to be of opposite signals. Middle line
electrodes in G are negative and in the other mappings
they are positive. This means that woman would decide
for a Yes judgment with values of H (e,.) smaller than
those required in case of man for the same judgment.
Differential intercept coefficients for electrodes FP2, C3,
OZ and O2 were positive, while their corresponding an-
gular coefficients are negative. This means that to decide
for a No judgment, woman shall have values of H (el.)

Open Access

smaller than those required in case of man for the same
judgment.

4. Discussion

As predicted, both the number of ILSs and the number of
their instantiations during dilemma judgment were very
high in comparison with the fMRI identified locations
associated with either ID and/or PD. These results are
consequence from the high EEG temporal resolution as
compared to fMRI. ILS were identified a mean rate of
20ms while fMRI demands in general 2 seconds to detect
reliable hemodynamic changes associated with the stud-
ied cognitive task. In addition, both ISLs and PCA pat-
terns differed between ID and PD, as well as for D, A
and J and Yes/No judgment. That (almost) all ILSs are
also functionally related with dilemma judgment follows
from the discussion below.

Moral dilemma judgment requires most of (if not all)
times a decision about a hypothetical problem that was
never experienced by de individual (e.g., foot bridge and
trolley dilemma) or at most that has occurred but not was
experienced by the ther than throughout the media (e.g.,
Andes aircraft crash). This implies that dilemma solution
demands simulations of the benefit of avoiding loss pre-
dicted by F and of the adequacy of action proposed by A
to avoid social loss taking into consideration personal
risk in implementing it [1]. If adequacy is high then wil-
lingness to implement action (Yes judgment) is also high,
otherwise the willingness to not implement action (No
judgment) will predominate.

Benefit and risk simulations are supposed to take prof-
it of individual knowledge and their autobiographic his-
tory [17-20]. Therefore they required involvement of
working memory that are supposed to be supported by
the activity of neurons in many cortical sites, as Dorso-
lateral Frontal Cortex, Precuneus, Cuneus and others
[21-28]. In addition, risk and benefit evaluations were
proved to be dependent on participation of neurons dis-
tributed over various cortical areas, as Orbitofrontal cor-
tex [29-33]; Medial Prefrontal cortex [34]; insula [35],
among others. Adequacy and willingness to act, in turn,
involve participation of many parietal sites [36-38] and
competition between alternative actions, mostly those
personal and social alternatives, is handled by Inferior
Frontal Cortex [39-41]. Therefore, it is expected that
dilemma analysis and judgment demands the enrollment
of neurons widely distributed of many different cortical
sites, as observed in the present paper.

Let be proposed that PCA pattern P; characterizes
those electrodes providing information about ILSs in-
volved in carrying out the above required simulations.
This proposition derives from the fact that sources asso-
ciated with P, are mostly located in Inferior Frontal Cortex,
Temporoparietal junction, Superior Temporal Sulcus,
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Cuneus and Precuneus, all of them reported as associated
with mentalizing, memory and autobiographic memory
(e.g., [19,20,42-45]). In addition, we may assume that P,
characterizes those electrodes providing information
about ILSs involved in both benefit and risk assessment
as well using these data to control simulations and the
calculus of action adequacy and willingness to act. This
proposition derives from the fact that sources associated
with P, are mostly located at Medial Frontal Cortex,
Dorsolateral Frontal Cortex, Orbitofrontal Cortex, Infe-
rior Frontal Cortex, Superior Frontal Cortex, all of them
reported as associated with risk and benefit assessment,
attention control, working memory control, etc.
[8,9,18,19,22,29,31,40,41,43]. Finally, it may be also
considered that PCA pattern P; characterizes those elec-
trodes providing information about ILSs involved in
carrying out the calculations of action adequacy and will-
ingness to act, because associated with P, are mostly lo-
cated at SII, Paracentral Gyrus, Inferior and Superior
Parietal Lobule and Temporal Pole. These areas have
been reported as associated with planning and intention
(e.g., [36-38]).

Now, if it is accepted that personal risk is high in PD
case in comparison to ID, then PCA mappings differ-
ences observed here, concerning dilemma type and
judgment phase may be understood taking into consid-

Yes

80
80
40
20
0
-20
-40
50
-B0

No

70

eration that as risk increases in relation to benefit, con-
flict in decision making also increases [l], requiring
harder simulations to rich a final dilemma judgment. This
implies that PD judgment is experienced as harder than
decision in ID case, demanding more simulations and
therefore being associated with a more persistent and
larger P,, as well as postponing the organization of P
that may occur only in J phase. In this context, cognition
and emotion play complementary instead of opposing
roles in dilemma judgment as proposed by [3].

These conclusions are supported by the results of lo-
gistic regression analysis that showed that dilemma
judgment J is a linear function of H (el.) showing a)
that middle line and left frontal (in A and J) electrodes
and left frontal provides information about sources lo-
cated at BA 4, 7,9, 10, 11, 18, 19 and 42 (Table 4) that
are influential on supporting action proposed in A (J =
Yes) as dilemma solution, and b) electrodes located
mostly at the left hemisphere providing information
about sources at BA 4, 5, 6, 7,9 10, 11 and 47 that are
influential in not supporting action proposed in A (J =
No) as dilemma solution. This result greatly expands our
knowledge about how intended moral value is calculated
by brain beyond that provided by [4]. In addition, our
results also clearly points for gender differences in di-
lemma judgment that are influential over the above cir-

-110 80 50 20

G

Figure 6. Logistic Regression Mappings showing the correlation between Yes/No decision and H (ei) calculated for analysis

phases D, A and J, and gender influence (G) on these regressions. The spatial locations of Loreta Sources for corresponding
phases are superposed. Negative angular coefficients (3, ) are encoded in rose to dark red and positive angular coefficients

are encoded from light green to dark blue. Statistically non significant S, are white encoded.
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Table 4. Loreta sources associated with regression mappings D, A, J and G.

D

A

J

G

Positive Beta
6-Superior Frontal Gyrus
10-Superior Frontal Gyrus
11-Middle Frontal Gyrus

18-Posterior Cingulate
18-Inferior Occipital Gyrus
18-Fusiform Gyrus
18-Middle Occipital Gyrus
17-Lingual Gyrus
18-Cuneus
18-Posterior Cingulate
18-Inferior Occipital Gyrus
18-Fusiform Gyrus
18-Lingual Gyrus
18-Middle Occipital Gyrus
19-Cuneus
19-Inferior Temporal Gyrus
19-Middle Occipital Gyrus
19-Precuneus
44-Precentral Gyrus
45-Inferior Frontal Gyrus
46-Middle Frontal Gyrus
47-Inferior Frontal Gyrus

Negative Beta
9-Superior Frontal Gyrus
10-Inferior Frontal Gyrus
10-Medial Frontal Gyrus
10-Middle Frontal Gyrus
10-Superior Frontal Gyrus
11-Inferior Frontal Gyrus
11-Medial Frontal Gyrus

17-Lingual Gyrus
18-Cuneus
18-Posterior Cingulate
18-Inferior Occipital Gyrus
18-Fusiform Gyrus
18-Lingual Gyrus
18-Middle Occipital Gyrus
19-Cuneus
19-Inferior Temporal Gyrus
19-Middle Occipital Gyrus
19-Precuneus
19-Superior Occipital Gyrus
20-Inferior Temporal Gyrus
20-Fusiform Gyrus
21-Middle Temporal Gyrus
22-Superior Temporal Gyrus

Positive Beta
4-Precentral Gyrus
5-Paracentral Lobule
5-Postcentral Gyrus
6-Medial Frontal Gyrus
6-Middle Frontal Gyrus
6-Precentral Gyrus
6-Superior Frontal Gyrus
7-Cuneus
7-Postcentral Gyrus
7-Precuneus
7-Superior Parietal Lobule
9-Superior Frontal Gyrus
10-Inferior Frontal Gyrus
10-Medial Frontal Gyrus
10-Middle Frontal Gyrus
10-Superior Frontal Gyrus
11-Inferior Frontal Gyrus
11-Medial Frontal Gyrus
10-Middle Frontal Gyrus
10-Superior Frontal Gyrus
11-Inferior Frontal Gyrus
11-Medial Frontal Gyrus
11-Middle Frontal Gyrus
11-Orbital Gyrus
11-Rectal Gyrus
11-Superior Frontal Gyrus
44-Precentral Gyrus
45-Inferior Frontal Gyrus
46-Middle Frontal Gyrus
47-Inferior Frontal Gyrus

Negative Beta
18-Fusiform Gyrus
18-Lingual Gyrus
18-Middle Occipital Gyrus
19-Cuneus
19-Inferior Temporal Gyrus
19-Lingual Gyrus
19-Middle Occipital Gyrus
19-Middle Temporal Gyrus
19-Precuneus
19-Inferior Occipital Gyrus
20-Inferior Temporal Gyrus
20-Fusiform Gyrus
21-Inferior Temporal Gyrus
21-Middle Temporal Gyrus
22-Middle Temporal Gyrus

Positive Beta
4-Precentral Gyrus
5-Postcentral Gyrus

6-Middle Frontal Gyrus
6-Precentral Gyrus
6-Superior Frontal Gyrus
7-Postcentral Gyrus
7-Precuneus
10-Middle Frontal Gyrus
10-Superior Frontal Gyrus
11-Inferior Frontal Gyrus
11-Medial Frontal Gyrus
11-Middle Frontal Gyrus
11-Rectal Gyrus
11-Superior Frontal Gyrus
45-Inferior Frontal Gyrus
46-Inferior Frontal Gyrus
46-Middle Frontal Gyrus
47-Inferior Frontal Gyrus
47-Inferior Frontal Gyrus

Negative Beta
18-Fusiform Gyrus
18-Lingual Gyrus
18-Middle Occipital Gyrus
19-Cuneus
19-Inferior Temporal Gyrus
19-Middle Occipital Gyrus
19-Middle Temporal Gyrus
19-Precuneus
20-Inferior Temporal Gyrus
21-Inferior Temporal Gyrus
21-Middle Temporal Gyrus
37-Middle Occipital Gyrus
38-Superior Temporal Gyrus
39-Angular Gyrus
39-Inferior Parietal Lobule
39-Middle Temporal Gyrus
39-Superior Temporal Gyrus
40-Inferior Parietal Lobule
40-Postcentral Gyrus
40-Supramarginal Gyrus
42-Superior Temporal Gyrus

42-Transverse Temporal Gyrus

43-Postcentral Gyrus
45-Inferior Frontal Gyrus
46-Inferior Frontal Gyrus
46-Middle Frontal Gyrus

Positive Beta
4-Precentral Gyrus
7-Superior Parietal Lobule
9-Superior Frontal Gyrus
10-Inferior Frontal Gyrus
10-Medial Frontal Gyrus
10-Middle Frontal Gyrus
10-Superior Frontal Gyrus
11-Inferior Frontal Gyrus
11-Medial Frontal Gyrus
18-Fusiform Gyrus
18-Lingual Gyrus
18-Middle Occipital Gyrus
19-Cuneus
19-Inferior Temporal Gyrus
19-Lingual Gyrus
19-Middle Occipital Gyrus
19-Middle Temporal Gyrus
19-Precuneus
19-Inferior Occipital Gyrus
42-Superior Temporal Gyrus

Negative Beta
4-Precentral Gyrus
5-Postcentral Gyrus

6-Middle Frontal Gyrus
6-Precentral Gyrus
6-Superior Frontal Gyrus
7-Postcentral Gyrus
7-Superior Parietal Lobule
9-Superior Frontal Gyrus
10-Inferior Frontal Gyrus
10-Medial Frontal Gyrus
10-Middle Frontal Gyrus
10-Superior Frontal Gyrus
11-Inferior Frontal Gyrus
11-Medial Frontal Gyrus
47-Inferior Frontal Gyrus
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Continued

22-Superior Temporal Gyrus
23-Cuneus
37-Fusiform Gyrus
37-Inferior Temporal Gyrus
37-Middle Temporal Gyrus
37-Middle Occipital Gyrus
38-Superior Temporal Gyrus
39-Middle Temporal Gyrus
39-Superior Temporal Gyrus
40-Inferior Parietal Lobule

47-Inferior Frontal Gyrus

cuits supporting Yes and No judgments.

5. Conclusions

Summing up we may conclude that present results clear-
ly support initial hypotheses that:

1) H(e) PCA analysis will identify the most impor-
tant patterns of temporal and spatial correlation between
these ILSs associated with dilemma analysis, and

2) dilemma judgment has to be the result of the enroll-
ment of many different neural circuits in charge to evalu-
ate benefits and risks associated with D and A and using
these evaluations to calculate the adequacy of action pro-
posed in A as its solution, as well as the willingness of
implementing or not the proposed solution.
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