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ABSTRACT 

Background: Recent neuroscience investigations on moral judgment have provided useful information about how brain 
processes such complex decision making. All these studies carried out so far were fMRI investigations and therefore 
were constrained by the poor temporal resolution of this technique. Recent advances in electroencephalography (EEG) 
analysis provided by Low Resolution Tomogray (Loreta), Principal Component (PCA), Correlation and Regression 
Analysis improved EEG spatial resolution and made EEG a very useful technique in decision-making studies. Methods: 
Here, we reinvestigate previous fMRI study of personal (PD) and impersonal (ID) moral dilemma judgment, taking 
profit of these new EEG analysis improvements. Results: PCA analysis disclosed three different patterns of brain activ-
ity associated with dilemma judgment. These patterns are proposed to disclose the neural circuits involved in benefit 
and risk evaluation, calculating intention to act and controlling decision-making. Regression analysis showed that activ-
ity at some cortical areas favors action implementation by increasing intention to act, while activity at some other areas 
opposes it by decreasing intention to act. Comparison with Existing Methods: Compared to the previous fMRI results, 
Loreta and PCA revealed a much greater number of cortical areas involved in dilemma judgment, whose temporal and 
spatial distribution were different for ID compared to PD. The present paper suggests that whenever final temporal de-
tails of the decision making process are desired, EEG becomes the tool of choice as compared with fMRI. Conclusions: 
The presented results are discussed from the utilitarian point of view that proposes adequacy of human action being 
dependent upon how much pleasure and fear/pain they are associated. 
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1. Introduction 

Recent development of new techniques for studying the 
human brain has brought moral and ethical discussions to 
the realm of neuroscience investigations [1-4]. 

Greene et al. [2] were among the first to use fMRI to 
study moral dilemma judgment and in other two papers 
[3,4] they explore the cerebral areas involved in judg-
ment of personal (PD) and impersonal (ID) like the trol-
ley dilemma (as ID example) and the foot bridge di-
lemma (as PD example): 

The trolley dilemma: (D) A runaway trolley is headed 
for five people who will be killed if it proceeds on its 
present course. (A) The only way to save them is to hit a 
switch that will turn the trolley onto an alternate set of 
tracks where it will kill one person instead of five. (J) Is it 
appropriate to switch the tracks? 

The foot bridge dilemma: (D) Similar to the trolley 
dilemma, the trolley is on a path that will kill five people. 
(A) The five people could be saved if you push a stranger 
in front of the trolley; however, the stranger would be 
killed. (J) Is it appropriate to push the stranger? 

Such dilemmas have the following structure:  
 proposition D describes a situation that implies a so-

cial loss (dead) of a given value (5 people);  
 proposition A describes an action to avoid the social 

loss but at a personal risk of a given intensity (hitting a 
switch or pushing a stranger), and  

 a question (J) asks the individual to decide whether A  

is appropriate in the context introduced by D. 
Although the two dilemmas have the same logical 

structure, the judgments about these two dilemmas are 
totally different because they imply a similar benefit 
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(avoid a given social loss) but at two different personal 
risks (hitting a switch = low risk, or pushing a stranger = 
higher risk). Decision about saving 5 as the cost of kill-
ing 1 is taken by 50% of individuals for ID dilemma and 
only 30% of them for PD judgment. As action adequacy 
decreases as personal risk increases [1], these reported 
responses are the expected ones.  

However, Greene et al. [2,3], assumed that their fMRI 
results support the claim that “a theory moral judgment 
according to which both “cognitive” and “emotional 
processes” play crucial and sometimes mutually com-
petitive roles”. They assume that brain regions like dor-
solateral prefrontal and anterior cingulate cortices (areas 
associated with abstract and cognitive reasoning) are 
recruited to inhibit activity in emotion-related brain re-
gions (e.g., posterior cingulated cortex and insula). These 
latter are involved in the solution of difficult personal 
moral dilemmas, in which utilitarian values require per-
sonal moral violations. These conclusions are in opposi-
tion to those of Rocha et al.[1] assuming that cognition 
and emotion play complementary roles in any kind of 
decision making, which has to take into consideration 
both the associated benefit and risk . As a matter of fact, 
only recently Shenhav and Greene [4] used regression 
analysis to correlate activity in previously chosen regions 
of interest and regressors like intended moral value [4] 
that is to study the dependence of dilemma judgment 
upon the expected benefit but not risk. This is in contrast 
with the concept of utility of an action as defined by 
Bentham [5], who was among the first to propose the 
theory of utilitarianism. According to him, utility is de-
pendent on both pleasure (benefit) and pain (risk) as es-
timated by the individual or the community. 

Greene et al. [3] presented each dilemma as a text 
through a series of three screens, the first two describing 
D and A, and the last posing the question J. Subjects read 
at their own pace, pressing a button to advance from the 
first to the second screen and from the second to the third 
screen. However, because of the well-known fMRI time 
resolution constraints, these authors [3] used a floating 
window of eight images surrounding (four prior to, one 
during, and three following) the time of response, when 
individuals pressed one of two buttons (“appropriate” or 
“inappropriate”) according to their dilemma judgment. 
They included three post-response images in order to 
allow for the lag in BOLD response (typically peaking de 
following 3-5s an eliciting neural response). Therefore, 
their fMRI analysis involved a global time widow of 16s 
long that did not discriminate among the distinct cerebral 
processing required by D, A and J phases of dilemma 
judgment. In all their papers [2-4], the authors described 
around 30 different cortical areas as involved in dilemma 
judgment. 

LORETA (Low Resolution Tomography) uses meas-
urements of scalp electric potential differences (EEG) or 

extracranial magnetic fields (MEG) to find the 3D distri-
bution of the generating electric neuronal activity with ex- 
act zero error localization to point-test sources [6]. LO-
RETA has the capability of identifying 6430 voxels at 5 
mm spatial resolution in cortical gray matter and hippo-
campus 
(http://www.uzh.ch/keyinst/NewLORETA/sLORETA/sL
ORETA.htm). This technique has been widely used (e.g., 
[7-12]) to study the neural correlates of cognition, be-
cause it combines the portability and high temporal reso-
lution of EEG technique with a reasonable spatial identi-
fication of the cortical signal electrical sources l . Princi- 
pal Component Analysis (PCA) of the amount of infor- 
mation 

s

 iH e , provided by electrode i  (see methods) 
about the identified LORETA sources (ILS), was used to 
study how these sources interact to solve a cognitive task 
[13-15]. 

e

Because the understanding of brain functioning sup-
porting dilemma judgment requires the analysis of the 
different tasks involved in D, A and J phases, we decide 
to reinvestigate brain activity associated with the judg-
ment of the same dilemmas as in [3], but now using EEG 
and LORETA analysis to disclose the distinct ILSs asso-
ciated the analysis carried out during D, A and J phases. 
This is done to take profit of the high temporal EEG res-
olution to study the complexity of the interactions be-
tween the different neural circuits involved in moral 
judgment. Because of the high temporal EEG resolution 
we expect to identify, in contrast with the previous au-
thors, a high number of cortical areas involved with di-
lemma judgment. 

The main hypotheses of the present paper are:  
1) the high temporal EEG resolution makes this tech-

nique to be a necessary tool for the study of complex cog-
nitive tasks as dilemma judgment; 

2) Loreta analysis will identify a high number of corti-
cal sites ls  related to this task, 

3)  iH e  PCA analysis will identify the most impor-
tant patterns of temporal and spatial correlation between 
these ls . 

If the above hypotheses are validated, then 
4) dilemma judgment has to be the result of the enroll-

ment of many different neural circuits in charge to evalu-
ate benefits and risks associated with D and A and using 
these evaluations to calculate the adequacy of action pro- 
posed in A as its solution and the willingness of imple-
menting this action. 

2. Materials and Methods 

Eleven female and twelve male adults (the mean age was 
27 y and 3 mo) volunteered to solve 30 dilemmas, which 
were previously used by [3], while his/her EEG was reg-
istered with 20 electrodes placed according to the 10/20 
system [impedance smaller than 10 kohm; low bandpass 
filter (50 Hz); a sampling rate of 256 Hz and 10 bits res-
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olution, ear lobe reference). The dilemmas were trans-
lated to Portuguese by one of the authors having a degree 
in Linguistics. 

Two networked personal computers were used in the 
present study: one for the EEG recording and the other 
for sequentially displaying propositions D and A and 
prompting for decision in J. The volunteers were allowed 
to take as much time as they needed to read D and A, and 
to decide about dilemma solution in J. We recorded the 
beginning times tF, t A, t D of each one of these experi-
mental epochs D, A and J, respectively and the time tS 
the decision was made. The mean reading times ΔD and 
ΔA during the experimental epoch D and A and the mean 
deciding time Δj were calculated by the following equa-
tions and used to define the 3 different EEG epochs to be 
analyzed, corresponding to the experimental epochs D, A 
and J: 

 
 
 

to n

1 to n

1 to n

1

1  a

1

D A F

A D A

F S D

n t t

n t t

n t t

   

   

   

nd       (1) 

where n is the number of volunteers. The three different 
selected EEG epochs (D, A and F) were composed by the 
electrical activity recorded for periods of time Ft   , 

A  and s , respectively. These time epochs 
were defined in order to allow us to study the brain activ-
ity associated with the evaluation of the benefit promised 
in D, the action difficulty and risk as described in A and 
action utility or adequateness as calculated in F. The 
value Δ was set as four seconds. A total of 75 EEG ep-
ochs (30 dilemma multiplied by the 3 (D, A and F) ex-
perimental epochs) was selected for each volunteer, and a 
total of 1725 EEG epochs were initially considered for 
analysis. These EEG samples were visually inspected for 
artifacts before and those records (e.g., when eye move-
ments could compromise the results of the regression 
analysis) were discarded, resulting in 1656 EEG epochs 
being actually used in this study. 

t  t 

Low Resolution Electromagnetic Tomography (Loreta) 
developed by [6] was used to localize the possible EEG 
source generators l associated with the cognitive tasks 
involved in D, A, and F epochs. For this purpose, the 
recorded data corresponding D, A, and F epochs associ-
ated with each ID or PD, were averaged for each elec-
trode and all volunteers into different files averaged (D, 
A,  and F). Each of these files was composed, therefore, 
by the corresponding EEG averages calculated for each 
of the 20 electrodes used to record the associated electri-
cal activity to each experimental epoch D, A, and F of all 
IDs or PDs. In addition, two files, labeled ID and PD, 
were calculated by averaging each electrode in the aver-
aged files D, A, and F for each dilemma type. Grand 
average files (Gx, X = D, A, F, ID or PD) were calcu-

lated by averaging data associated will all 20 electrodes 
in each file X. The corresponding Z score was calculated 
for each Gx in order to determine the EEG times that 
were statically significant for Loreta Analysis. Only 
those EEG moments with Z score greater than 1.961 (5% 
significance level) were selected for this analysis. Only 
the areas showing the best matching for each selected 
EEG moment was assumed as possible EEG source gen-
erators 

s

ls . 
The amount of information  iH e  provided by elec-

trode i  was calculated to summarize information by 
electrodes i about the identified sources l . Following 
[14] and [15], the informational equivalence 

e
e s

 ,i jH r r , 
was calculated as 

     , , , 1i j i j i j i j ,H r E I r K r r         (2) 

such that for 4K  ,  for  , 1i jH r  , 0.5i jr   and 
 ,H r 0i j   for either , 1i jr   or  ,r 0.i j 
Now, given 
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,
1

19

i j
j

i

r
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

                  (3) 

the informational equivalence measured by ir  was cal-
culated as 

  1ii iH r K r r                (4) 

and it quantifies the information provided by  id t  
concerning that provided by all other .   id t

In this context, the quantity of information provided by 
 id t  recorded by i  about the sources ie s  involved 

in solving the present reading and listening tasks was 
calculated as 

 
   

19

,
1

19

i i j
j

i

H r H r

H e 

  



         (5) 

such that 
1) if ,i jr k  for all all j  then e ir k , 
   ,i j iH r H r  for all je , and consequently 
 H e 0i  . This indicates that i i does not provide 

any additional information about the sources 
  ed t

is , and 
2) if ,i j 0r   for half of and  for the other 

half, then 
je , 1i jr 

0.5ir  ,   1iH r  ,  for all  , 0i jH r  je , 
and consequently  iH e  is maximum and equal to 1. 
This indicates that  id t ei  discriminates to two differ-
ent groups of electrodes providing information about 
distinct groups of sources is . However, as discussed 
above, the required restrictions upon  are expected to 
be rare occasion. Finally, 

,i jr

3) for all other conditions  and quanti-
fies the information provided by  about the sour- 
ces 

 0 iH e
 id t

1

is . 
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PCA was used to study the covariation of  iH e  cal- 
culated for L, R, VL, VR and D epochs. The results re- 
vealed that four factors  1,2,3jF j 

 i

 accounted for 
more than 80% of H e  covariation of  iH e for 
each of these analyses. The resulting eigenvalues for all 
of the factors were greater than 1.3. Factorial brain map-
pings (Figure 1) were constructed to describe the results 
of the factorial analyses. These brain mappings were con- 
structed by taking into account the significant (greater 
than 0.60) loading values  j if e  of each electrode  
on each factor 

ie
jF .  

Logistic regression analysis was used to study the pos-
sible correlation between dilemma judgment (J = Yes = 
1, J = No = 0)  iH e assuming gender was assumed as 
a dummy variable in the model [16]: 

   
   

2
21 22 23

2
23 24 25

Max

max

i i

i i

J a H e S S

GH e G GS G S

   

   

     

    
  (6) 

G  is the dummy having value 1 for female and 0 for 
male. In this context, the coefficients i  provide a 
measure of female impact on J calculated by equation 5. 

i  helps to determine whether there is a discrimination 
in J between men and women. If 0i   (negative coef-
ficient), then the same judgment J by woman requires 

 iH e  greater than in case of man. On the other hand, if 
δ0>0 (positive coefficient), then the same judgment J by 
woman requires  iH e  smaller than in case of man. 
Note that the coefficients i  attached to the dummy 
variable  are differential intercept coefficients in con-
trast to the angular coefficients 

G

i . 

3. Results 

We first describe the results obtained with LORETA 
analysis of data contained in the files ID and PD because 
this analysis is more similar to that of Greene’s fMRI 
analysis, once these files were constructed by averaging 
all (D, A and J) EEG epochs for either ID or PD, and 
Greene’s analysis involved 16s of acquired data obtained 
with floating windows of eight images the time of re-
sponse.  

A total of 396 possible sources ls  of the averaged 
EEG in ID or PD were identified in 77 different cortical 
locations ( ll ) because their calculated Z score was great-
er than 2. The frequencies which ls  were identified at 
these locations are shown in Figure 2. Of these 77 loca-
tions, 11 and 10 sites identified as unique and distinctive 
sources (DS in Figure 2) for either ID or PD, respec-
tively. The remaining 66 and 67 locations were common 
to both types of dilemmas (CS in Figure 2).  

Figure 3 shows the spatial and temporal distribution 
of the activation of these ls  and it clearly shows that 
both ID and PD judgment were associated with the acti-
vation of neurons widely distributed over the entire cor-

tex in a very complex temporal dynamics. The Pearson’s 
correlation coefficient for the two series ID and PD of 

ls  activation was 0.01 showing that although most ls  
were common to both judgment they were activated in 
very distinctive ways. In addition, many of these ls  
were also activated at different locations during ID and 
PD judgment as show in Figure 3—mappings IDvsPD. 
Cuneus (BA 18 and 19), Inferior Frontal Gyrus (BA 47), 
Middle Frontal Gyrus (BA 10 and 11); Medial Frontal 
Gyrus (BA 10), Superior Frontal Gyrus (BA 6 and 10), 
Superior Temporal Gyrus (BA 22) and Middle Occipital 
Gyrus (BA 19) were the most frequent cortical activated 
areas for both ID and PD. 

PCA showed that the amount of information  iH e , 
provided by each electrode i  about the le s  involved in 
dilemma analysis, covaried according to 3 different pat-
terns (P1, P2 and P3) that differed for ID and PD (PCA 
mappings in Figure 4). These patterns explained more 
than 80% of data covariance and have eigenvalues that 
ranged from 10 (P1) to 1.12 (P3). 

Pattern P1 was characterized by the electrodes O1, O2, 
OZ, P3, P4, PZ, T3, T4, T5 and T6, all of them having 
loadings greater than 0.6 in P1 (Table 1) in ID case, and 
characterized by the electrodes O1, O2, OZ, P3, P4, PZ, 
T3 and T4 in PD case (PCA mappings in Figure 4). 
Therefore, the main P1 difference when both types of 
dilemma are considered is the enrollment of T5 and T6 in 
ID analysis but not in PD analysis. Pattern P2, in contrast, 
was characterized by the same set of electrodes F4, F7, 
F8, FP1, FP2 and FZ for both ID and PD. Finally, pattern 
P3 was characterized by the electrodes C3, C4, CZ and 
P4 in ID case, and by the electrodes T5 and T6 in PD. 

Because the electrical activity recorded by each elec-
trode is determined by the weighted summation of the 
electrical currents generated by each ls , we identified 
those ls  at the nearest location ll  to the electrodes 
composing each PCA mapping P1, P2 and P3. Figure 4 
shows also the spatial relation between the identified ls  
and PCA mappings as well as their cortical locations and 
frequencies. Pattern P1 is spatially associated with 
sources located at BAs 7, 18, 19, 20, 21 and 22 for both 
ID and PD, although the frequency l  were located at 
these areas differed for each type of dilemma. Pattern P2 
is spatially associated with sources located at BAs  6, 8, 
9, 10, 11, 42, 43, 44, 45, 46 and 47 in case of both ID 
and PD but location frequency also differed for both 
types of dilemma. Finally, pattern P3 is spatially associ-
ated with sources located at BAs 1, 3, 4, 5, 6 and 7 in ID 
case and only at BA 21 in PD case; 

s

The next step of our study focused on each (D, A and 
J) of phases of dilemma analysis without discriminating 
between ID and PD. Figure 1 summarizes the results of 
this study showing the PCA mappings calculated from 
data in Table 2 and the spatial location of the ILS.  
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Figure 1. Identified Loreta sources and PCA mappings for experimental phases D, A and J for all (both PD and ID) dilemma. 
PCA mappings were built with those factor loadings greater than 0.6 (bold) in Table 2. 



A. F. DA ROCHA  ET  AL. 629

 

Figure 2. Identified Loreta Sources for PD and ID. CS—sources that are common to both dilemma types and DS—sources 
that uniquely identify either PD or ID. 
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Figure 3. Spatial and temporal distribution of the identified Loreta sources for PD and ID. BA—Brodmann area number 4TH. 
 

 

Figure 4. Identified Loreta sources and PCA mappings for ID and PD and comparison of source location for ID vs PD. PCA 
analysis revealed the existence of 3 patterns (P1, P2 and P3) of  iH e  covariation. PCA mappings were built with those fac-

tor loadings greater. than 0.6 (bold) in Table 1. P1 is colored green to blue, P2 is colored yellow to brown and P2 is colored 
rose to dark red. Cortical areas are defined by their BA number and anatomical location. 
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Table 1.  iH e  PCA results for ID and PD. 

 ID PD 

 P1 P2 P3 P1 P2 P3 

C3 0.11 0.54 0.64 0.65 0.15 0.32

C4 0.30 0.17 0.82 0.39 0.21 0.61

CZ 0.31 0.40 0.61 0.54 0.21 0.40

F3 0.25 0.80 0.28 0.81 0.02 0.30

F4 0.15 0.59 0.40 0.69 0.16 0.25

F7 0.48 0.62 0.20 0.65 0.13 0.42

F8 0.49 0.47 0.24 0.54 0.18 0.49

FP1 0.36 0.81 0.11 0.80 -0.02 0.32

FP2 0.15 0.85 0.13 0.83 -0.03 0.19

FZ 0.22 0.85 0.12 0.85 -0.01 0.25

O1 0.83 0.28 0.16 0.33 0.02 0.78

O2 0.80 0.33 0.24 0.31 -0.02 0.82

OZ 0.74 0.30 0.24 0.32 0.01 0.73

P3 0.55 0.29 0.56 0.24 0.17 0.79

P4 0.57 0.08 0.66 0.22 0.02 0.84

PZ 0.60 0.15 0.53 0.18 0.06 0.81

T3 0.63 0.34 0.30 0.37 0.22 0.66

T4 0.64 0.13 0.45 0.29 0.32 0.68

T5 0.78 0.17 0.22 0.01 0.97 0.08

T6 0.81 0.29 0.25 0.03 0.97 0.05

Expl.Var 5.88 4.81 3.39 5.46 2.24 6.09

Prp.Totl 0.29 0.24 0.17 0.27 0.11 0.30

A total of 469 possible sources ls  of the averaged 
EEG for D, A and J phases were identified in 47 (A) to 
62 (J) different cortical locations ( ll ) because their cal-
culated Z score was greater than 2. Of these locations, 6 
sets of ranging from 7 to 15 locations that were identified 
as unique and distinctive sources (DS) for each phase. 

PCA showed that the amount of information  iH e  
provided by each electrode l i  about the ll e s  covaried 
according to 2 different pa5tterns P1 and P2 during both 
D and A phases and according to 3 patterns P1, P2 and P3 
in case of J, having eigenvalues ranging from 9.83 to 
1.23 and explaining around 70% of data covariance. Pat-
tern P1 was characterized by the electrodes (loadings 
greater than 0.6) O1, O2, OZ, P3, P4, PZ, T3, T4, T5 and 
T6 for both D and A phases. In similar way, Pattern P1 
was characterized by the electrodes F4, F7, FP1, FP2 and 
FZ for both D and A phases. Finally, pattern P3 that oc-
curred only during J, was characterized by the electrodes 
C3, C4, CZ, P3 and P4. 

Pattern P1 is spatially associated in case F and A 
phases, with sources located at anterior BAs 1 to 7, at 
posterior BAs 17 to 19, at temporal BAs 20 to 22 and 
BAs 37 to 39, at parietal BA 40, besides at insula and 
cingulated gyrus. In case of D phase, pattern P1 is spa-
tially associated with a different set of sources that ex-
cluded, in comparison to phases F and A, the BAs 1 to 6, 
some of the locations at BAs 18 and 19, while including 
the parahippocampal gyrus. Pattern P2 is spatially associ-
ated with sources located at BAs 6 to 11 for all experi-
mental phases. Finally, in case of D phase, pattern P3 is 
spatially associated with sources located at anterior BAs 
1 to 7, that were excluded from the set of sources associ-
ated with pattern P1 in case F and A phases. 

 
Table 2.  iH e  PCA results for the experimental steps D, 

A and J. 

 D  A  J   

 P1 P2 P1 P2 P1 P2 P3 

C3 0.40 0.66 0.45 0.60 0.26 0.42 0.64

C4 0.69 0.36 0.69 0.34 0.30 0.18 0.79

CZ 0.42 0.57 0.51 0.57 0.19 0.34 0.72

F3 0.32 0.80 0.30 0.84 0.29 0.78 0.24

F4 0.32 0.64 0.25 0.75 -0.02 0.68 0.41

F7 0.48 0.65 0.55 0.60 0.49 0.46 0.43

F8 0.51 0.58 0.57 0.52 0.45 0.44 0.38

FP1 0.37 0.79 0.41 0.77 0.45 0.72 0.23

FP2 0.12 0.87 0.17 0.87 0.19 0.87 0.05

FZ 0.21 0.88 0.21 0.85 0.33 0.82 0.18

O1 0.83 0.31 0.82 0.33 0.82 0.24 0.25

O2 0.86 0.30 0.85 0.31 0.83 0.28 0.27

OZ 0.75 0.30 0.79 0.32 0.75 0.30 0.25

P3 0.73 0.34 0.79 0.31 0.53 0.19 0.68

P4 0.83 0.19 0.81 0.24 0.49 0.13 0.71

PZ 0.80 0.23 0.82 0.19 0.59 0.15 0.54

T3 0.65 0.41 0.67 0.41 0.47 0.32 0.51

T4 0.77 0.27 0.77 0.26 0.51 0.16 0.56

T5 0.82 0.22 0.80 0.22 0.78 0.22 0.26

T6 0.84 0.29 0.84 0.31 0.81 0.26 0.28

Expl.Var 7.95 5.71 8.32 5.63 5.61 4.30 4.40

Prp.Totl 0.40 0.29 0.42 0.28 0.28 0.22 0,22

The final step of our analysis focused on each of D, A 
and J phases of dilemma discriminated by dilemma type 
(D and A) and judgment type. A total that ranged from 
328 to 453 possible sources ls  of the averaged EEG for 
D, A and J phases were identified in 53 to 61 different 
cortical locations ( ll ) because their calculated Z score 
was greater than 2. 3 to 10 of these locations were identi-
fied as unique and distinctive sources (DS) for each 
phase and each dilemma type or judgment. 

PCA showed that the amount of information  iH e  
provided by each electrode i  about the i  covaried, 
for all studied conditions, according to 3 patterns (P1, P2 

and P3) that have eigenvalues ranging from 9.76 to 1.11 
and explained around 70% of data covariance (Figure 5 
and Table 3). In ID case, pattern P1 included electrodes 
O1, O2, OZ, T3, T4, T5 and T6 for both phases F and A, 
and included electrodes P3, P4 and PZ in F case. Pattern 
P2 included electrodes F3, FP1, FP2 and FZ for both 
phases F and A. Finally, pattern P3 included electrodes 
C4, P3, P4 and PZ in F case and C3, C4 and CZ n F case. 
In PD case, pattern P1 included electrodes O1, O2, OZ,  

e e
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Table 3.  iH e  PCA results for the experimental steps D, A and J. 

  ID  F  PD     ID  A  PD  

 P1 P2 P3  P1 P2 P3   P1 P2 P3  P1 P2 P3 

C3 0.24 0.66 0.43  0.09 0.57 0.66  C3 0.28 0.68 0.05  0.32 0.63 0.28

C4 0.33 0.21 0.84  0.42 0.13 0.76  C4 0.67 0.37 0.05  0.54 0.44 0.29

CZ 0.28 0.51 0.65  0.41 0.31 0.65  CZ 0.36 0.51 0.13  0.35 0.62 0.31

F3 0.25 0.79 0.27  0.28 0.82 0.28  F3 0.35 0.77 0.06  0.33 0.82 -0.02

F4 0.07 0.61 0.48  0.26 0.53 0.52  F4 0.42 0.55 0.17  0.16 0.77 0.13

F7 0.54 0.70 0.00  0.46 0.65 0.17  F7 0.37 0.70 0.11  0.49 0.61 0.05

F8 0.46 0.63 0.11  0.50 0.44 0.32  F8 0.52 0.53 0.04  0.51 0.55 0.25

FP1 0.33 0.81 0.09  0.36 0.86 0.08  FP1 0.30 0.82 -0.08  0.37 0.77 -0.02

FP2 0.08 0.87 0.15  0.21 0.86 0.16  FP2 0.20 0.83 0.01  0.21 0.83 -0.13

FZ 0.20 0.88 0.13  0.14 0.84 0.16  FZ 0.22 0.86 0.03  0.24 0.85 0.00

O1 0.88 0.26 0.08  0.80 0.33 0.14  O1 0.81 0.38 -0.02  0.79 0.34 0.01

O2 0.80 0.25 0.34  0.79 0.38 0.19  O2 0.82 0.34 -0.02  0.86 0.28 0.03

OZ 0.76 0.20 0.31  0.72 0.39 0.18  OZ 0.65 0.37 -0.01  0.81 0.25 0.10

P3 0.64 0.36 0.36  0.71 0.29 0.35  P3 0.75 0.26 0.08  0.82 0.23 0.21

P4 0.61 0.08 0.65  0.77 0.13 0.30  P4 0.86 0.18 -0.02  0.84 0.26 -0.04

PZ 0.67 0.15 0.49  0.74 0.20 0.20  PZ 0.79 0.19 0.15  0.84 0.17 0.02

T3 0.68 0.48 0.08  0.64 0.34 0.33  T3 0.68 0.31 0.20  0.67 0.37 0.21

T4 0.61 0.26 0.46  0.69 0.09 0.48  T4 0.75 0.23 0.27  0.64 0.28 0.45

T5 0.75 0.20 0.24  0.79 0.18 0.12  T5 0.08 0.01 0.98  0.08 0.00 0.95

T6 0.76 0.23 0.39  0.78 0.37 0.22  T6 0.03 0.02 0.98  0.04 0.00 0.96

Expl.Var 6.17 5.52 3.01  6.69 5.00 2.72  Expl.Var 6.27 5.33 2.14  6.37 5.53 2.47

Prp.Totl 0.31 0.28 0.15  0.33 0.25 0.14  Prp.Totl 0.31 0.27 0.11  0.32 0.28 0.12

       Yes  D  No      

      P1 P2 P3  P1 P2 P3     

     C3 0.10 0.54 0.71  0.34 0.54 0.52     

     C4 0.40 0.32 0.75  0.27 0.34 0.77     

     CZ 0.29 0.41 0.65  0.27 0.46 0.67     

     F3 0.18 0.81 0.37  0.37 0.79 0.17     

     F4 0.06 0.76 0.41  -0.05 0.72 0.52     

     F7 0.52 0.64 0.29  0.55 0.46 0.40     

     F8 0.67 0.47 0.21  0.40 0.54 0.48     

     FP1 0.33 0.83 0.18  0.52 0.63 0.34     

     FP2 0.15 0.87 0.16  0.33 0.84 0.10     

     FZ 0.39 0.84 0.08  0.35 0.79 0.20     

     O1 0.86 0.22 0.13  0.74 0.22 0.46     

     O2 0.90 0.25 0.13  0.83 0.28 0.34     

     OZ 0.83 0.23 0.15  0.71 0.30 0.36     

     P3 0.61 0.19 0.56  0.51 0.24 0.69     

     P4 0.67 0.12 0.58  0.47 0.12 0.74     

     PZ 0.72 0.16 0.42  0.45 0.18 0.69     

     T3 0.49 0.24 0.57  0.54 0.42 0.48     

     T4 0.39 0.46 0.56  0.69 0.34 0.20     

     T5 0.75 0.21 0.42  0.85 0.26 0.22     

     T6 0.82 0.24 0.26  0.86 0.28 0.23     

     Expl.Var 6.50 5.20 3.77  6.00 4.76 4.36     

     Prp.Totl 0.3 0.26 0.2  0.3 0.2 0.22     
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Figure 5. Identified Loreta sources and PCA mappings for ID and PD during F and A and for Yes and No judgments during 
J. PCA mappings were built with those factor loadings greater than 0.6 (bold) in Table 3. 
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P3, P4, PZ, T3 and T4; pattern P2 included electrodes F3, 
F4, FP1,FP2 and FZ  and pattern P3 included electrodes 
T5 and T6. Yes and NO judgments were associated with 
a pattern P1 that included electrodes O1, O2, OZ, P3, P4, 
PZ, T5 and T6; pattern P2 that included electrodes F3, 
FP1,FP2 and FZ, pattern P3 that included C4, CZ, P3, P4 
and PZ. C3 electrode was also included in P3 in case of 
Yes judgment. 

Pattern P1 is spatially associated (Figure 5) with 
sources located at anterior BAs 1-7, posterior BAs 18-19 
and temporal BAs 20 to 22, in cases of PD F and PD A 
phases as well as No decisions. However, differences on 

l  location frequencies at these cortical areas were ob-
served between mostly between No decisions and PD 
phases. In addition, in cases of ID F and ID A phases, 
pattern P1 is spatially associated with sources located at 
anterior BA 7, posterior BAs 18 and 19, and temporal 
BAs 20 to 22. Finally, in case of Yes decisions, pattern 
P1 is spatially associated with sources located at anterior 
BA7 and BAs 18 and 19. Summing up, PCA pattern P1 
is associated with very different set of sources if PD and 
ID or Yes and No responses are compared. Pattern P2 is 
spatially associated with sources located at BAs 6 to 11 
and 44 to 47 for all phases, dilemma type and judgment 
response, being therefore determined almost by the same 
sources with slightly location frequencies at these areas. 
Finally, pattern P3 is the most variable according to their 
generation sources, being associated only with Inferior 
(ITG) and Superior Temporal (STG) cortices in case of 
PD F and PD A phases; with sources located at BAs 1 to 
8 in case of ID F and ID A phases; BAs 1 to 7 for No 
responses; and located at BAs 1 to 8, BAs 118 to 19, 
BAs 20 to 22 besides ITG, STG and cingulated cortices. 

s

Logistic regression analysis showed that dilemma 
judgment J correlates with  iH e  and explains for 
around 70% of the decisions and that gender is influential 
on these correlations at the statistical level of p = 0.005. 
Although there are some differences between regression 
mappings D, A and J in Figure 6, it may be said that 
high  iH e  at middle line electrodes (light green to 
dark blue) favor J = Yes while left and occipital elec-
trodes (rose to dark red) favor J = No. Table 1 correlates 
the regression mappings D, A and J and their corre-
sponding ILS. It is interesting to note that differential 
intercept coefficients in G and the angular coefficients in 
D, A and J tended to be of opposite signals. Middle line 
electrodes in G are negative and in the other mappings 
they are positive. This means that woman would decide 
for a Yes judgment with values of  iH e  smaller than 
those required in case of man for the same judgment. 
Differential intercept coefficients for electrodes FP2, C3, 
OZ and O2 were positive, while their corresponding an-
gular coefficients are negative. This means that to decide 
for a No judgment, woman shall have values of  iH e  

smaller than those required in case of man for the same 
judgment. 

4. Discussion 

As predicted, both the number of ILSs and the number of 
their instantiations during dilemma judgment were very 
high in comparison with the fMRI identified locations 
associated with either ID and/or PD. These results are 
consequence from the high EEG temporal resolution as 
compared to fMRI. ILS were identified a mean rate of 
20ms while fMRI demands in general 2 seconds to detect 
reliable hemodynamic changes associated with the stud-
ied cognitive task. In addition, both ISLs and PCA pat-
terns differed between ID and PD, as well as for D, A 
and J and Yes/No judgment. That (almost) all ILSs are 
also functionally related with dilemma judgment follows 
from the discussion below. 

Moral dilemma judgment requires most of (if not all) 
times a decision about a hypothetical problem that was 
never experienced by de individual (e.g., foot bridge and 
trolley dilemma) or at most that has occurred but not was 
experienced by the ther than throughout the media (e.g., 
Andes aircraft crash). This implies that dilemma solution 
demands simulations of the benefit of avoiding loss pre-
dicted by F and of the adequacy of action proposed by A 
to avoid social loss taking into consideration personal 
risk in implementing it [1]. If adequacy is high then wil-
lingness to implement action (Yes judgment) is also high, 
otherwise the willingness to not implement action (No 
judgment) will predominate. 

Benefit and risk simulations are supposed to take prof-
it of individual knowledge and their autobiographic his-
tory [17-20]. Therefore they required involvement of 
working memory that are supposed to be supported by 
the activity of neurons in many cortical sites, as Dorso-
lateral Frontal Cortex, Precuneus, Cuneus and others 
[21-28]. In addition, risk and benefit evaluations were 
proved to be dependent on participation of neurons dis-
tributed over various cortical areas, as Orbitofrontal cor-
tex [29-33]; Medial Prefrontal cortex [34]; insula [35], 
among others. Adequacy and willingness to act, in turn, 
involve participation of many parietal sites [36-38] and 
competition between alternative actions, mostly those 
personal and social alternatives, is handled by Inferior 
Frontal Cortex [39-41]. Therefore, it is expected that 
dilemma analysis and judgment demands the enrollment 
of neurons widely distributed of many different cortical 
sites, as observed in the present paper. 

Let be proposed that PCA pattern P1 characterizes 
those electrodes providing information about ILSs in-
volved in carrying out the above required simulations. 
This proposition derives from the fact that sources asso-
ciated with P1 are mostly located in Inferior Frontal Cortex, 
Temporoparietal junction, Superior Temporal Sulcus,  
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Cuneus and Precuneus, all of them reported as associated 
with mentalizing, memory and autobiographic memory 
(e.g., [19,20,42-45]). In addition, we may assume that P2 
characterizes those electrodes providing information 
about ILSs involved in both benefit and risk assessment 
as well using these data to control simulations and the 
calculus of action adequacy and willingness to act. This 
proposition derives from the fact that sources associated 
with P2 are mostly located at Medial Frontal Cortex, 
Dorsolateral Frontal Cortex, Orbitofrontal Cortex, Infe-
rior Frontal Cortex, Superior Frontal Cortex, all of them 
reported as associated with risk and benefit assessment, 
attention control, working memory control, etc. 
[8,9,18,19,22,29,31,40,41,43]. Finally, it may be also 
considered that PCA pattern P3 characterizes those elec-
trodes providing information about ILSs involved in 
carrying out the calculations of action adequacy and will- 
ingness to act, because associated with P2 are mostly lo-
cated at SII, Paracentral Gyrus, Inferior and Superior 
Parietal Lobule and Temporal Pole. These areas have 
been reported as associated with planning and intention 
(e.g., [36-38]). 

Now, if it is accepted that personal risk is high in PD 
case in comparison to ID, then PCA mappings differ-
ences observed here, concerning dilemma type and 
judgment phase may be understood taking into consid-

eration that as risk increases in relation to benefit, con-
flict in decision making also increases [1], requiring 
harder simulations to rich a final dilemma judgment. This 
implies that PD judgment is experienced as harder than 
decision in ID case, demanding more simulations and 
therefore being associated with a more persistent and 
larger P2, as well as postponing the organization of P3 
that may occur only in J phase. In this context, cognition 
and emotion play complementary instead of opposing 
roles in dilemma judgment as proposed by [3]. 

These conclusions are supported by the results of lo-
gistic regression analysis that showed that dilemma 
judgment J is a linear function of  iH e  showing a) 
that middle line and left frontal (in A and J) electrodes 
and left frontal provides information about sources lo-
cated at BA 4, 7, 9, 10, 11, 18, 19 and 42 (Table 4) that 
are influential on supporting action proposed in A (J = 
Yes) as dilemma solution, and b) electrodes located 
mostly at the left hemisphere providing information 
about sources at BA 4, 5, 6, 7, 9 10, 11 and 47 that are 
influential in not supporting action proposed in A (J = 
No) as dilemma solution. This result greatly expands our 
knowledge about how intended moral value is calculated 
by brain beyond that provided by [4]. In addition, our 
results also clearly points for gender differences in di-
lemma judgment that are influential over the above cir- 

 

 

Figure 6. Logistic Regression Mappings showing the correlation between Yes/No decision and  iH e  calculated for analysis 

phases D, A and J, and gender influence (G) on these regressions. The spatial locations of Loreta Sources for corresponding 
phases are superposed. Negative angular coefficients ( i ) are encoded in rose to dark red and positive angular coefficients 

are encoded from light green to dark blue. Statistically non significant i  are white encoded. 
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Table 4. Loreta sources associated with regression mappings D, A, J and G. 

D A J G 

Positive Beta Positive Beta Positive Beta Positive Beta 

6-Superior Frontal Gyrus 4-Precentral Gyrus 4-Precentral Gyrus 4-Precentral Gyrus 

10-Superior Frontal Gyrus 5-Paracentral Lobule 5-Postcentral Gyrus 7-Superior Parietal Lobule 

11-Middle Frontal Gyrus 5-Postcentral Gyrus 6-Middle Frontal Gyrus 9-Superior Frontal Gyrus 

18-Posterior Cingulate 6-Medial Frontal Gyrus 6-Precentral Gyrus 10-Inferior Frontal Gyrus 

18-Inferior Occipital Gyrus 6-Middle Frontal Gyrus 6-Superior Frontal Gyrus 10-Medial Frontal Gyrus 

18-Fusiform Gyrus 6-Precentral Gyrus 7-Postcentral Gyrus 10-Middle Frontal Gyrus 

18-Middle Occipital Gyrus 6-Superior Frontal Gyrus 7-Precuneus 10-Superior Frontal Gyrus 

17-Lingual Gyrus 7-Cuneus 10-Middle Frontal Gyrus 11-Inferior Frontal Gyrus 

18-Cuneus 7-Postcentral Gyrus 10-Superior Frontal Gyrus 11-Medial Frontal Gyrus 

18-Posterior Cingulate 7-Precuneus 11-Inferior Frontal Gyrus 18-Fusiform Gyrus 

18-Inferior Occipital Gyrus 7-Superior Parietal Lobule 11-Medial Frontal Gyrus 18-Lingual Gyrus 

18-Fusiform Gyrus 9-Superior Frontal Gyrus 11-Middle Frontal Gyrus 18-Middle Occipital Gyrus 

18-Lingual Gyrus 10-Inferior Frontal Gyrus 11-Rectal Gyrus 19-Cuneus 

18-Middle Occipital Gyrus 10-Medial Frontal Gyrus 11-Superior Frontal Gyrus 19-Inferior Temporal Gyrus 

19-Cuneus 10-Middle Frontal Gyrus 45-Inferior Frontal Gyrus 19-Lingual Gyrus 

19-Inferior Temporal Gyrus 10-Superior Frontal Gyrus 46-Inferior Frontal Gyrus 19-Middle Occipital Gyrus 

19-Middle Occipital Gyrus 11-Inferior Frontal Gyrus 46-Middle Frontal Gyrus 19-Middle Temporal Gyrus 

19-Precuneus 11-Medial Frontal Gyrus 47-Inferior Frontal Gyrus 19-Precuneus 

44-Precentral Gyrus 10-Middle Frontal Gyrus 47-Inferior Frontal Gyrus 19-Inferior Occipital Gyrus 

45-Inferior Frontal Gyrus 10-Superior Frontal Gyrus  42-Superior Temporal Gyrus 

46-Middle Frontal Gyrus 11-Inferior Frontal Gyrus Negative Beta  

47-Inferior Frontal Gyrus 11-Medial Frontal Gyrus 18-Fusiform Gyrus Negative Beta 

 11-Middle Frontal Gyrus 18-Lingual Gyrus 4-Precentral Gyrus 

Negative Beta 11-Orbital Gyrus 18-Middle Occipital Gyrus 5-Postcentral Gyrus 

9-Superior Frontal Gyrus 11-Rectal Gyrus 19-Cuneus 6-Middle Frontal Gyrus 

10-Inferior Frontal Gyrus 11-Superior Frontal Gyrus 19-Inferior Temporal Gyrus 6-Precentral Gyrus 

10-Medial Frontal Gyrus 44-Precentral Gyrus 19-Middle Occipital Gyrus 6-Superior Frontal Gyrus 

10-Middle Frontal Gyrus 45-Inferior Frontal Gyrus 19-Middle Temporal Gyrus 7-Postcentral Gyrus 

10-Superior Frontal Gyrus 46-Middle Frontal Gyrus 19-Precuneus 7-Superior Parietal Lobule 

11-Inferior Frontal Gyrus 47-Inferior Frontal Gyrus 20-Inferior Temporal Gyrus 9-Superior Frontal Gyrus 

11-Medial Frontal Gyrus  21-Inferior Temporal Gyrus 10-Inferior Frontal Gyrus 

17-Lingual Gyrus Negative Beta 21-Middle Temporal Gyrus 10-Medial Frontal Gyrus 

18-Cuneus 18-Fusiform Gyrus 37-Middle Occipital Gyrus 10-Middle Frontal Gyrus 

18-Posterior Cingulate 18-Lingual Gyrus 38-Superior Temporal Gyrus 10-Superior Frontal Gyrus 

18-Inferior Occipital Gyrus 18-Middle Occipital Gyrus 39-Angular Gyrus 11-Inferior Frontal Gyrus 

18-Fusiform Gyrus 19-Cuneus 39-Inferior Parietal Lobule 11-Medial Frontal Gyrus 

18-Lingual Gyrus 19-Inferior Temporal Gyrus 39-Middle Temporal Gyrus 47-Inferior Frontal Gyrus 

18-Middle Occipital Gyrus 19-Lingual Gyrus 39-Superior Temporal Gyrus  

19-Cuneus 19-Middle Occipital Gyrus 40-Inferior Parietal Lobule  

19-Inferior Temporal Gyrus 19-Middle Temporal Gyrus 40-Postcentral Gyrus  

19-Middle Occipital Gyrus 19-Precuneus 40-Supramarginal Gyrus  

19-Precuneus 19-Inferior Occipital Gyrus 42-Superior Temporal Gyrus  

19-Superior Occipital Gyrus 20-Inferior Temporal Gyrus 42-Transverse Temporal Gyrus  

20-Inferior Temporal Gyrus 20-Fusiform Gyrus 43-Postcentral Gyrus  

20-Fusiform Gyrus 21-Inferior Temporal Gyrus 45-Inferior Frontal Gyrus  

21-Middle Temporal Gyrus 21-Middle Temporal Gyrus 46-Inferior Frontal Gyrus  

22-Superior Temporal Gyrus 22-Middle Temporal Gyrus 46-Middle Frontal Gyrus  
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Continued 

22-Superior Temporal Gyrus  47-Inferior Frontal Gyrus  

23-Cuneus    

37-Fusiform Gyrus    

37-Inferior Temporal Gyrus    

37-Middle Temporal Gyrus    

37-Middle Occipital Gyrus    

38-Superior Temporal Gyrus    

39-Middle Temporal Gyrus    

39-Superior Temporal Gyrus    

40-Inferior Parietal Lobule    

 
cuits supporting Yes and No judgments. 

5. Conclusions 

Summing up we may conclude that present results clear-
ly support initial hypotheses that: 

1)  iH e  PCA analysis will identify the most impor-
tant patterns of temporal and spatial correlation between 
these ILSs associated with dilemma analysis, and  

2) dilemma judgment has to be the result of the enroll-
ment of many different neural circuits in charge to evalu-
ate benefits and risks associated with D and A and using 
these evaluations to calculate the adequacy of action pro- 
posed in A as its solution, as well as the willingness of 
implementing or not the proposed solution. 
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