
Advances in Remote Sensing, 2013, 2, 322-331 
Published Online December 2013 (http://www.scirp.org/journal/ars) 
http://dx.doi.org/10.4236/ars.2013.24035  

Open Access                                                                                            ARS 

Monitoring Urban Spatial Growth in Harare Metropolitan 
Province, Zimbabwe 

Courage Kamusoko1*, Jonah Gamba2, Hitomi Murakami3 
1Asia Air Survey (AAS) Co., Ltd, Kanagawa, Japan 

2TOPS Systems Corp., Tsukuba, Japan 
3Department of Computer and Information Science, Faculty of Science and Technology, Seikei University, Tokyo, Japan 

Email: *cou.kamusoko@ajiko.co.jp 
 

Received October 21, 2013; revised November 21, 2013; accepted November 27, 2013 
 

Copyright © 2013 Courage Kamusoko et al. This is an open access article distributed under the Creative Commons Attribution Li-
cense, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

ABSTRACT 

Taking Harare metropolitan province in Zimbabwe as an example, we classified Landsat imagery (1984, 2002, 2008 
and 2013) by using support vector machines (SVMs) and analyzed built-up and non-built-up changes. The overall clas- 
sification accuracy for the four dates ranged from 89% to 95%, while the overall kappa varied from 86% to 93%. The 
results demonstrate that SVMs provide a cost-effective technique for mapping urban land use/cover by using medium- 
resolution satellite images such as Landsat. Based on land use/cover maps for 1984, 2002, 2008 and 2013, along with 
change analyses, built-up areas increased from 12.6% to 36.3% of the total land area, while non-built-up cover de- 
creased from 87.3% to 63.4% between 1984 and 2013. The results revealed an urban growth process characterized by 
infill, extension and leapfrog developments. Given the dearth of spatial urban growth information in Harare metropoli- 
tan province, the land use/cover maps are valuable products that provide a synoptic view of built-up and non-built-up 
areas. Therefore, the land use/cover change maps could potentially assist decision-makers with up-to-date built-up and 
non-built-up information in order to guide strategic implementation of sustainable urban land use planning in Harare 
metropolitan province. 
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1. Introduction 

Globally, the rapid increase in urbanization poses a 
number of challenges to urban planners and policy mak- 
ers [1,2]. It is estimated that more than five billion people 
will be living in urban areas by 2030, of which 80% of 
these will be inhabitants of urban areas in developing 
countries [3-5]. While Sub-Saharan Africa is the least 
urbanized region, its urban population is increasing rap- 
idly than other regions of the world [6-8]. To date, most 
urban areas in Sub-Saharan Africa are confronted with 
problems such as rapid population growth, increasing 
rural-urban migration, proliferation of informal settle- 
ments and epidemics as well as environmental degrada- 
tion [9,10]. In order to formulate sustainable urban de- 
velopment strategies in Sub-Saharan Africa, timely and 
up-to-date land use/cover information is required [11]. 
Although the need for accurate land use/cover informa- 
tion has long been recognized as a fundamental input for 

sustainable urban planning, efforts to produce or update 
existing land use/cover maps have been hampered by 
high cost of conducting conventional land use surveys as 
well as acquiring and processing aerial photographs [12]. 
However, the past decades have witnessed an increase in 
the use of medium-resolution satellite data for mapping 
urban land use/cover [2,13-15] since some of the data are 
relatively cheap or freely available. 

Although medium-resolution satellite data have high- 
lighted significant insights into urban land use/cover 
changes, previous studies revealed misclassification prob- 
lems when commonly-used per-pixel maximum likeli- 
hood supervised and unsupervised algorithms are used 
for image classification [16,17]. This is mainly attributed 
to the heterogeneous nature of urban landscapes, where 
the juxtaposition of continuous and discrete elements as 
well as the existence of relatively small spatial size of 
surficial materials leads to spectral confusion and sub- 
pixel mixing [18-21]. Nonetheless, the remote sensing 
community has worked tirelessly to develop advanced *Corresponding author. 
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classification techniques given the rapid advances in 
computer and satellite technology. Examples of advanced 
classification techniques include combining satellite im- 
ages with ancillary data [22], incorporating structural and 
textural information [23,24], expert systems [21], hybrid 
methods that incorporate soft and hard classifications 
[16], use of normalized difference built-up index [25,26], 
neural networks [27], object-based classifications [15], 
and support vector machines [28-30].  

While significant improvements in urban land use/ 
cover classification have been noted, most studies using 
advanced classification techniques have been conducted 
in developed countries, which are characterized by a 
highly developed urban built-up environment and well- 
planned urban land use system. However, more studies 
are needed to reduce uncertainties in land use/cover clas- 
sification [17,31], particularly in developing countries. 
For instance, some urban areas are generally character- 
ized by unplanned urban expansion coupled with subsis- 
tence urban agriculture systems [32]. This poses numer- 
ous methodological challenges for urban land use/cover 
classifications, particularly for Harare metropolitan 
province, which is characterized by complex and con- 
trasting spatial and socioeconomic development patterns. 
For example, similar spectral responses between built-up 
areas on the one hand, and bare vacant plots and agricul- 
ture areas on the other hand, have been observed to cause 
classification errors [33]. Nonetheless, recent studies 
have demonstrated the effectiveness of support vector 
machines (SVMs) for classifying land use/cover [30,34]. 
This is because SVMs are highly adaptable, non-para- 
metric, and they require few training areas for classifica- 
tion [30,35]. 

The objective of this study was to map and analyze 
built-up and non-built-up cover in Harare metropolitan 
province. We used Landsat data for 1984, 2002, 2008 
and 2013 to classify built-up and non-built-up cover, and 
a post-classification change detection technique to ana- 
lyze land use/cover changes. This study area was selected 
because very little quantitative information exists on how 
much land has been converted to built-up areas despite 
the rapid population expansion in Harare metropolitan 
province. In addition, the processes and problems of ur- 
ban growth in Harare are similar to those in other south- 
ern African metropolitan areas, particularly in former 
British colonies since they share common historical ori- 
gins and planning principles [36].  

2. Study Area 

Harare metropolitan province comprises four districts 
namely, Harare Urban, Harare Rural, Chitungwiza and 
Epworth (Figure 1). The metropolitan province extends 
between approximately 17˚40' and 18˚00' south, and be- 
tween 30˚55' and 31˚15' east, encompassing an area of  

 

Figure 1. Location of the study area. District boundaries for 
Harare (Urban and Rural), Chitungwiza and Epworth are 
overlaid on Landsat 8 image in bands 5, 4, 3 (R,G,B) ac-
quired on 6 June 2013. 
 
about 942 km2. The average altitude is approximately 
1500 m above sea level. The study area is characterized 
by a warm, wet season from November to April; a cool, 
dry season from May to August; and a hot, dry season in 
October. Daily temperatures range from about 7˚C to 
20˚C in July (coldest month), and from 13˚C to 28˚C in 
October (hottest month). The study area receives a mean 
annual rainfall ranging from 470 mm to 1350 mm be- 
tween November and March. Vegetation varies from 
grasslands to open Miombo woodlands dominated by 
Brachystegia spiciformis trees as well as some introduced 
tree species such as Jacaranda. The metropolitan prov- 
ince is dominated by a complex of: gabbro and dolerite 
to the north; an intrusion of metagreywacke and phylite 
in the centre; and granites to the east, and southwest. The 
underlying geology has a marked influence on the soils 
in the study area, which are mostly fersialitic and paraf- 
errallitic soils [37]. Poorly drained areas occur in wide- 
spread vleis, which are mainly depressions with soils that 
are waterlogged during the rainy season. 

Harare Urban district incorporates the City of Harare, 
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which is the capital and largest city in Zimbabwe. The 
spatial structure of the City of Harare is characterized by 
a radial road network with the central business district 
(CBD) at its core, and the industrial areas to the east and 
south [33]. To the north and northeast are the spacious 
low density residential areas on plot sizes of about 1000 
m2 or more, while to the extreme east, south, southwest 
and west are the high density residential areas on plot 
sizes of about 300 m2 [33]. In addition, some medium 
density residential measuring between 800 and 1000 m2 
are found in the southern part of the study area. 
Pre-independence City of Harare was divided along ra- 
cial lines, whereas post-independent was divided along 
socioeconomic divisions. Services and amenities in low- 
income high density residential areas, where high popu- 
lation densities are located are poor and inadequate 
[36,38]. The population in Harare Urban district has been 
increasing at a fast rate since independence in 1980, 
when migration controls were removed [38,39]. The 
population in Harare Urban district increased from ap- 
proximately 642,191 in 1982 to 1,435,784 in 2012, while 
the population in Harare Rural district increased from 
16,173 to 23,023 over the same period [10,40,41]. 

Chitungwiza city, which lies approximately 25 km 
south of the city of Harare, was developed out of St 
Mary’s (formerly a settlement designated for missionary 
services and churches) and Seke townships in the early 
1970s. The city was developed by the colonial govern-
ment in order to locate residential areas for Africans far 
from the City of Harare. The population of Chitungwiza 
city expanded exponentially from approximately 15,000 
in 1969 to 354,472 in 2012 [36,41]. Population expan-
sion was mainly driven by people who migrated from the 
rural areas during the liberation struggle in the 1970s [9]. 
While Chitungwiza has commercial and industrial enter- 
prises, most of its residents work in the City of Harare. 
Epworth, which is located in the south-east of the City of 
Harare is an unplanned and informal urban settlement 
that was formed by war refugees during the liberation 
struggle in the 1970s [10]. The population of Epworth 
expanded rapidly after independence as war refugees 
were joined by people who could not get accommodation 
in Harare [36]. Currently, the population of Epworth is 
estimated to be 161,840 [41]. The residents do not have 
access to most basic services such as access to clean wa-
ter since Epworth is not under the administration of the 
City of Harare [36]. 

3. Methodology 

The methodology used in this study comprised five major 
components, namely data acquisition, pre-processing, 
land use/cover classification, accuracy assessment and 
land use/cover change analysis. The following section 
gives details of the methodology used in this study. 

3.1. Data 

We acquired two Landsat 5 Thematic Mapper (TM) 
scenes, one Landsat Enhanced Thematic Mapper Plus 
(ETM+) scene and one Landsat 8 scene for land 
use/cover mapping (Table 1). Landsat 8 (originally 
called Landsat Data Continuity Mission) was launched 
on 11 February, 2013 as the eighth satellite in the 
Landsat program [42,43]. Landsat 8 consist of the Op-
erational Land Imager (OLI) and the Thermal Infrared 
Sensor (TIRS) sensors, which provides images at a 
spatial resolution of 15 meters (panchromatic), 30 me-
ters (visible, NIR, SWIR), and 100 meters (thermal) 
[42,43]. All Landsat image dates (1984, 2002, 2008 
and 2013) were selected from cloud-free scenes ac-
quired during the post-rainy season (winter and early 
summer). The selection of the Landsat image dates was 
based on the availability of corresponding reference 
data.The four Landsat scenes were geometrically cor-
rected at the U.S. Geological Survey prior to down- 
loading. Therefore, we resampled all Landsat scenes to 
30 m for all bands (except the thermal and panchro-
matic) and georeferenced them to the Universal Trans-
verse Mercator (UTM) map projection (zone 36 south). 
We did not perform atmospheric correction because the 
post-classification comparison approach adopted for 
land use/cover change analysis also compensates for 
variation in atmospheric conditions between dates 
since each land use/cover classification is performed 
independently [2,44,45]. 

Reference datasets were developed for classifier 
training and classification accuracy assessment for 
each epoch (1984, 2002, 2008 and 2013). Black and 
white aerial photographs at a scale of 1:25,000 ac-
quired in 1984 were used as reference data for the 1984 
land use/cover classification. These aerial photographs 
were obtained from the Department of the Sur-
veyor-General, Zimbabwe. Given the retrospective 
nature of our study and the unavailability of updated 
aerial photographs for 2002, reference data for 2002 
was developed from a variety of sources. The primary 
reference data was obtained from the street map of 
Harare (1:30,000) that was published in 2001. However, 
the street map of Harare is highly generalized and thus 
difficult to collect non-built-up reference data such as 
vegetation and bareland/agriculture. Therefore, addi- 
tional secondary reference data for 2002 was collected 
 

Table 1. Summary of Landsat images used. 

Sensor Date Path/row 

Landsat5 TM 22-06-1984 170/072 

Landsat7 ETM+ 03-08-2002 170/072 

Landsat5 TM 11-08-2008 170/072 

Landsat8 06-06-2013 170/072 

Open Access                                                                                            ARS 



C. KAMUSOKO  ET  AL. 325

from high-resolution images (e.g., Quickbird image) in 
Google EarthTM (http://earth.google.com) as well as 
panchromatic OrbView-3 image (at 1 m spatial resolu- 
tion) that were acquired on 5 October 2003. The street 
map was obtained from the Surveyor-General Zim- 
babwe, while OrbView-3 image was downloaded from 
the U.S. Geological Survey website. The primary ref- 
erence data for 2008 was obtained from Global Posi- 
tioning System (GPS) points collected during the Au- 
gust 2008 field survey. In addition, we used AVNIR-2 
image with a spatial resolution of 10 m acquired on 12 
May 2008 as secondary reference data sources. The 
AVNIR-2 sensor, which has a ground coverage (swath 
width) at nadir of 70 km collects data in three visible 
wavelengths (0.42 - 0.50 μm, 0.52 - 0.60 μm, and 0.61 
- 0.69 μm), and one near infrared wavelength (0.76 - 
0.89 μm). Finally, primary reference data for 2013 was 
obtained from Global Positioning System (GPS) points 
collected in November 2012 as well as high-resolution 
images (acquired in 2013) from Google EarthTM. 

3.2. Land Use/Cover Classification 

An initial analysis of Landsat imagery and reference data 
(e.g., aerial photographs) revealed that the study area 
comprise a complex mosaic of urban, peri-urban, rural, 
vegetation and aquatic landscapes. Given the exploratory 
nature of the study and the focus on the expansion of 
built-up areas, we adopted three land use/cover classes 
(Table 2) based on the “Forestry Commission (Zim- 
babwe) and the Surveyor-General national cover classes” 
classification schemes as well as the author’s a priori 
knowledge of the study area. 

An initial supervised maximum likelihood classifica- 
tion revealed serious misclassification problems, particu- 
larly for the built-up areas and bareland/agriculture areas. 
In order to improve classification, we used support vector 
machines (SVMs) since previous studies demonstrated 
their effectiveness for mapping urban areas [34,46,47], 
especially in areas where training data is limited as is the 
case of Harare. Support vector machines (SVMs) are 
machine-learning algorithms based on statistical learning 
theory [48], which perform classification by constructing 
hyperplanes in a multidimensional space [28,29]. The 
SVM algorithms were introduced by Boser et al. [49] 
and Vapnik [50] to solve supervised classification and 
regression problems. In general, SVMs select the deci- 
sion boundary from an infinite number of potential ones, 
leaving the greatest margin between the closest data 
points to the hyperplane, which are referred to as “sup- 
port vectors” [30,32,35]. SVMs employ a kernel function 
to transform the training data into higher dimensional 
feature space for non-linear classification problems [32]. 
In this regard, SVMs are considered to be a kernel 
method since kernel functions are used to maximize the  

Table 2. Land use/cover classification scheme. 

Land use/cover Description 

Built-up: 
Residential, commercial and services, industrial, 

transportation, communication and utilities,  
construction sites, and solid waste landfills. 

Non-built-up:

All wooded areas, riverine vegetation, shrubs and 
bushes, grass cover, golf courses, parks, cultivated 

land or land being prepared for raising crops,  
fallow, land under irrigation, bare exposed areas 

and transitional areas. 

Water: Rivers and reservoirs. 

 
margin between classes. Therefore, the SVMs have abil- 
ity to delineate multi-modal classes in high dimensional 
feature spaces [51-54]. In this study, training and classi- 
fication procedures using SVMs were performed in 
ENVI 4.8 [55]. First, SVMs were calibrated and fine- 
tuned by changing the kernel functions (types) and regu- 
larization (penalty) parameter. Following trial calibration, 
the radial basis function was selected for classification 
since it had the best accuracy. After classification, a post- 
classification analysis based on visual check was per- 
formed in ERDAS Imagine 2011 [56] to remove con- 
spicuous misclassifications. 

3.3. Post-Classification Change Detection 

A post-classification change detection technique that 
cross-tabulates one land use/cover map from one date 
(1984) with another date (2002) was used to analyze land 
use/cover changes in ArcGIS 10.1 [57]. The pixel by 
pixel nature of this change allows the analysis of both 
quantity and spatial distribution of land use/cover 
changes. While the post-classification change detection 
technique is simple and straightforward, the land use/ 
cover change results are sensitive to inconsistencies in 
satellite image interpretation and misclassification errors 
[58]. This is because errors in individual land use/cover 
classification maps will also be present in the final land 
use/cover change map [58].  

4. Results and Discussion 

4.1. Classification Accuracy Assessment 

In this study, we used reference pixels for accuracy as- 
sessment, which were independent from the training area 
pixels used for land use/cover classification. A total of 
200 sample points were collected as reference data for 
each year (1984, 2002, 2008 and 2013) based on a ran- 
dom sampling approach. Four measures of accuracy as- 
sessment namely, the producer’s accuracy (accounting 
for errors of omission), user’s accuracy (accounting for 
errors of commission), overall accuracy and overall 
kappa were computed to evaluate classification accuracy. 
Overall land use/cover classification accuracy levels for 
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the four dates ranged from 89% to 95% with an overall 
kappa that ranged from 86% to 93% (Tables 3(a) and (b)).  

Generally, class-specific accuracies were high for non- 
built-up areas, while class-specific accuracies for built-up 
areas ranged from moderate to high. The producer’s ac- 
curacy for the built-up class ranged from 76.3% to 82.3%, 
while the user’s accuracy ranged from 80.3% to 96.7% 
over the study period (Tables 3(a) and (b)). The high 
user’s accuracy and low producer’s accuracy, particularly 
for the built-up class in 1984 indicate misclassification 
problems attributed to a number of factors. First, spectral 
confusion was observed between the built-up cover (that 
is, in newly developed high density residential areas) and 
the bareland/agriculture cover. This is because the two 
classes appear spectrally similar to the Landsat 5 TM 
sensor given the low object-to-background contrast 
[21,59]. As a result, high density residential built-up ar-
eas were misclassified as bareland/agriculture areas or 
vice versa. Second, it was difficult to classify the built-up 
class in low density residential areas at the spatial resolu-
tion of the Landsat sensor. This is because most of the 
houses in the low density residential areas (to the north 
and north-east of the city center) are partially or totally 
obscured by trees. Consequently, the built-up class was 
underestimated, which also explains the lower producer’s 
accuracy. While misclassifications were observed, our 
accuracy assessment results are relatively similar to those 
of Griffiths et al. [32], which indicates the effectiveness 
of SVMs for improving classification accuracy.  

4.2. Land Use/Cover Change Analysis 

Figure 2 shows maps depicting built-up and non-built-up 
classes for 1984, 2002, 2008 and 2013. Computed per- 
centages of land use/cover classes show that in 1984, 
built-up and non-built-up areas occupied 12.6% (118.6 
km2) and 87.3% (822.9 km2), respectively, while water 
areas occupied only 0.1% (0.7 km2) of the study area. 
However, significant spatial expansion in built-up and 
subsequent decreases in non-built-up areas was observed 
in 2002. Built-up areas increased to 24.8% (233.9 km2), 
while non-built-up areas decreased to 74.9% (705.6 km2) 
of the study areas. A slight increase of 0.3% (3.2 km2) in 
the spatial extent of water was also observed. Visual 
analysis of the 2008 land use/cover map revealed further 
increases in built-up areas, which occupied 32.1% (302.7 
km2), while non-built-up areas decreased to 67.5% 
(636.1 km2) of the study areas. Water areas changed sli- 
ghtly to 0.4% (3.5 km2). For the 2013 land use/cover map, 
built-up and non-built-up areas occupied 36.3% (342.2 
km2) and 63.4% (597 km2) of the study area. However, 
water areas occupied only 0.3% (3 km2) of the study area. 
Generally, built-up areas increased substantially from 
12.6% to 36.3% between 1984 and 2013 (Figure 2). 
Similar land use/cover changes have been observed in  

Table 3. (a) Land use/cover classification accuracies (%) for 
1984 and 2002. (b) Land use/cover classification accuracies 
(%) for 2008 and 2013. 

(a) 

Class 1984  2002  

 Producer’s User’s Producer’s User’s

Built-up 77.8 80.3 78.1 91.9

Non-built-up 87.0 93.5 96.2 92.6

Water 100.0 80.6 100.0 96.7

Overall accuracy 89.0  93.0  

Overall kappa 86.0  91.0  

(b) 

Class 2008  2013  

 Producer’s User’s Producer’s User’s

Built-up 82.3 96.7 76.3 96.7

Non-built-up 96.3 94.6 90.9 91.8

Water 100.0 93.3 100.0 100.0

Overall accuracy 95.0  90.0  

Overall kappa 93.0  86.0  

 
other sub-Saharan African countries. For example, Mun- 
dia and Aniya [60] revealed that that the built-up areas 
expanded by 47 km2 in Nairobi (Kenya) between 1976 
and 2000, while Forkuor and Cofie [61] observed that the 
built-up areas increased substantially in Freetown (Sierra 
Leone) between 1974 and 2000. 

The rates of land use/cover changes varied during 
the 1984-2002, 2002-2008 and 2008-2013 time periods. 
Between 1984 and 2002, “non-built-up to built-up” 
change was approximately 114.4 km2 at annual rate of 
6.4 km2. The majority of changes occurred in the north- 
eastern, southwestern and western parts of the study 
area. Figure 3(a) shows the “non-built-up to built-up” 
change, which suggests dispersion of infill and exten- 
sion developments, and urban sprawl in the form of 
leapfrog development in the study area. Infill devel- 
opment refers to growth of newly developed areas that 
are in the urbanized areas of the previous time period 
(that is, 1984), while extension refers to expansion of 
built-up areas within the urbanized areas [62]. Leap- 
frog development is defined as newly developed areas 
that are converted from non-developed parcels outside 
of and unconnected with existing urban built-up areas 
[62]. For example, the location of the new built-up ar- 
eas particularly in northern and western parts of the 
study area indicates leapfrog developments (Figure 
3(a)). However, an outward progression from the city 
center demonstrates infill and extension developments 
(Figure 3(a)). Analysis of the relationship between 
“non-built-up to built-up” changes (1984-2002) with 
distance to city center revealed that infill and extension 
developments occurred within all distance buffer zones 
(Figure 3(a)). On the other hand, leapfrog was obser-  
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Figure 2. Land use/cover maps: (a) 1984, (b) 2002, (c) 2008 and (d) 2013. 
 

 

Figure 3. Extension, infill and leapfrog developments for (a) 1984-2002, (b) 2002-2008 and (c) 2002-2013. Note circles in light 
grey shows 5 km distance buffer zones. 
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change (Figure 2(c)). As observed during the “1984- 
2002” period, urban growth between 2002 and 2008 is 
also characterized by leapfrog, extension and infill de- 
velopments (Figure 3(b)). However, high urban grow- 
th is observed as shown by a high annual rate of “non- 
built-up to built-up” changes (approximately 69.8 km2 
at annual rate of 11.6 km2). Conspicuous “non-built-up 
to built-up” change patterns indicating extension and 
infill developments are observed in the study area. 
Nonetheless, the location of new built-up areas, par- 
ticularly in the northern, western and north-western 
parts of the study area show leapfrog development 
(Figure 3(b)). Contrary to the 1984-2002 period, ana- 
lysis of the relationship between “non-built-up to built- 
up” change (2002-2008) with distance to city center 
revealed that extension and infill developments were 
dominant within 15-25 km distance buffer zones (Fig- 
ure 3(b)). However, leapfrog development was ob- 
served within the 20-25 km distance buffer zones (Fig- 
ure 3(b)). 

The “20
 “non-built-up to built-up” changes, which was ap- 

proximately 37.5 km2 at annual rate of 7.5 km2. Fig- 
ure 3(c) shows that urban growth between 2000 and 
2013 was mainly characterized by extension and infill 
developments. However, patterns of leapfrog develop- 
ment are observed in the southern and south-western 
portions of the study area. The analysis of the rela- 
tionship between “non-built-up to built-up” change 
(2002-2008) with distance to city center revealed that 
extension and fill developments occurred within 15 - 
25 km distance buffer zones, while leapfrog develop- 
ments occurred within 20 - 25 km distance buffer zones 
(Figure 3(c)). 

The land use
ant rate of urban growth for the 1984-2002 and 

2002-2008 time periods, while urban growth slowed 
down during the 2008-2013 period. While we did not 
carry out a quantitative analysis of the driving factors 
of urban growth, qualitative analysis based on literature 
review revealed that the rate of urban growth are at- 
tributed to a number of socioeconomic and policy fac- 
tors during the post-independence period (that is, after 
1980 when Zimbabwe got independent). According to 
the Central Statistical Office (CSO) [40] and ZimStats 
[41], population in Harare metropolitan province in- 
creased from approximately 830,000 in 1982 to 
2,098,199 inhabitants in 2012. This reflects an annual 
growth rate of 5.1% [10,40,41], which surpasses the 
average growth rate for Sub-Saharan Africa at 4.6%. 

rural-urban migration increased the demand for hous- 
ing and hence expansion in built-up areas [10,63].  

Taking into consideration rapid population growth 
and the need to improve the provision of housing

arare, the government introduced housing develop- 
ment policies, which followed to a certain extent pre- 
vious colonial government master plans [10]. The 
housing development policies and plans included infill 
housing development schemes given the growing con- 
cern about urban sprawl, high cost of service provi- 
sions and long commuting distances [36]. The infill 
housing development scheme focused more attention to 
the utilization of vacant land within existing high-in- 
come medium to low density residential areas [36]. 
Examples of the infill housing development schemes 
are located in the northwest and southern part of the 
city center [36]. On the other hand, the government 
continued with the development of low-income hous- 
ing schemes in high density areas [10,36]. The low- 
income high density development schemes focused on 
outward expansion because building costs were much 
lower in the outskirts of the city center (approximately 
12 to 30 km) than for infill housing developments 
[36,63]. Examples of low-income high density devel- 
opment schemes are located to north (e.g., Hatcliffe), 
east, southwest, and west of the city center as well as 
the continued expansion of Chitungwiza city in south- 
east part of the city center. To date, formal housing 
schemes initiated by resident cooperatives continue to 
develop built-up areas in Harare (urban and rural) and 
Chitungwiza districts. It is also important to note that 
Epworth, an informal settlement area to the southeast 
of the City of Harare also continued to expand. 

5. Conclusions 

The objective of this stud
up and non-built-up cove
ince. The classification results demonstrate that SVMs 
can be used to produce relatively accurate land use/cover 
maps from Landsat imagery. Based on the land use/cover 
maps for 1984, 2002, 2008 and 2013 along with change 
analyses, we found that significant urban growth oc- 
curred during the study period (1984-2002, 2002-2008 
and 2008-2013). Our findings reveal that the urban 
growth process was dominated by infill, extension and 
leapfrog developments, which are attributed to rapid po- 
pulation growth and government housing policy among 
other factors.  

While the SVMs classification approach improved the 
overall classification acc

ilt-up class in low density residential areas still consti- 
tutes a major challenge. Thus, future work should con- 
tinue to improve classification accuracy by incorporating 
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multi-temporal images in the SVMs classification ap- 
proach. Nonetheless, our results show that the SVMs 
classification approach present a cost-effective method 
for mapping urban land use/cover using medium-resolu- 
tion satellite data such as Landsat. It is important to note 
that we conducted a rigorous accuracy assessment by us- 
ing anniversary reference data for the 1984 and 2008 land 
use/cover maps, and near-anniversary reference data for 
the 2002 and 2013 land use/cover maps. Equally impor- 
tant, we employed the latest Landsat 8 image acquired in 
2013 to highlight and update the current built-up and 
non-built-up areas in the study area. In light of the lack 
of spatial urban growth information in Harare metropo- 
listan province, the land use/cover maps classified from 
the Landsat imagery can be used to provide a synoptic 
view of built-up and non-built-up areas. This could po- 
tentially assist decision-makers with information on the 
extent of built-up areas in order to guide the strategic 
implementation of sustainable urban land use planning in 
Harare metropolitan province. Last but not least, the 
SVMs approach facilitated a better understanding of land 
use/cover classification problems in the southern African 
urban setting, which can be applied to other metropolitan 
areas in Sub-Saharan Africa in particular, and other de- 
veloping countries in general.  
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