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ABSTRACT 

Intelligent video surveillance for elderly people living alone using Omni-directional Vision Sensor (ODVS) is an im- 
portant application in the field of intelligent video surveillance. In this paper, an ODVS is utilized to provide a 360˚ 
panoramic image for obtaining the real-time situation for the elderly at home. Some algorithms such as motion object 
detection, motion object tracking, posture detection, behavior analysis are used to implement elderly monitoring. For 
motion detection and object tracking, a method based on MHoEI(Motion History or Energy Images) is proposed to ob- 
tain the trajectory and the minimum bounding rectangle information for the elderly. The posture of the elderly is judged 
by the aspect ratio of the minimum bounding rectangle. And there are the different aspect ratios in accordance with the 
different distance between the object and ODVS. In order to obtain activity rhythm and detect variously behavioral ab- 
normality for the elderly, a detection method is proposed using time, space, environment, posture and action to describe, 
analyze and judge the various behaviors of the elderly in the paper. In addition, the relationship between the panoramic 
image coordinates and the ground positions is acquired by using ODVS calibration. The experiment result shows that 
the above algorithm can meet elderly surveillance demand and has a higher recognizable rate. 
 
Keywords: Intelligent Surveillance; Elderly People Living Alone; ODVS; MHoEI Algorithm; Pose Detection;  

Abnormal Behavior Recognition 

1. Introduction 

According to the investigation of the UN, the number of 
people over 65 in China will be 12.7% of the total popu- 
lation in 2030 [1], and the number of elderly persons who 
lived alone increased rapidly in recent years. As for this 
proliferation of the elderly, kinds of remote care services 
need to be provided. In 2003, GE Company made a glo- 
bal research on caregivers’ stress of taking care of the 
elderly who lived alone [2], at the top of the stress list is 
fall. According to another report [3], after 65 years old, 
30% of the person will significantly fall within a year. 
And after 75 years old, this proportion will reach 42%. 

At present, a variety of cameras or sensors are adopted 
to obtain the real-time situation for the elderly at home, 
and elderly abnormality is judged according to the above 
situations. According to abnormality type and credibility, 
some correction measurements are advanced in order to 
notify the guardian or those concerned. There are differ-
ent support systems depending on the different signal 
acquisition methods. In general, elderly home health care 
technology can be classified into three kinds, home mo- 

nitoring technology based on image understanding, ac- 
tivity signal and physiological sensor. 

For the home monitoring technology [4,5] based on 
physiological sensor, elderly physiological parameters 
including ECG, blood pressure, respiration, blood glu- 
cose, body temperature, and so on are acquired with us- 
ing physiological sensor in real time and the condition of 
elderly healthy is judged. With using this method, the 
elderly who suffer from chronic diseases can be not only 
monitored effectively, but the early symptoms of the 
disease are also found. However, the issue of surveil- 
lance is that the elderly often forget to wear this equip- 
ment, depending on the ability and willingness of the 
elderly. 

As for the home monitoring technology based on ac- 
tivity signal, the water/gas/electricity data is obtained by 
using human activity sensor, switch sensor or flow sensor 
installed in elderly home [6]. By analyzing activity data 
for the elderly within a period of time, the behavior pat- 
tern is established to judge abnormal activities for the 
elderly and to implement the health care of the elderly. 
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For the home monitoring technology based on image 
understanding, the state of the scene is guarded through 
the scene camera device firstly. In the following, the 
scene images are transmitted by the internet or other 
communication methods. As for the distant guardian, the 
scene situation of the elderly is mastered with analyzing 
the scene images from the distance. To reduce the work- 
load of the remote monitoring personnel, the scene im- 
ages are preprocessed with using image processing tech- 
nology, data mining technology, etc.  

With the development of computer vision technology, 
sensor technology and telecommunication, the care sup-
port system for the elderly based on computer vision 
gradually comes into people’s vision in recent years. 
Some scholars obtain the condition of daily life [7,8] by 
using video image, and lots of results are achieved in 
some horizons. However, the motion object is lost in 
tracking easily because there is a blind area for the cam- 
era. To solve this problem, Huei-Yung Lin et al. pro- 
posed an intelligent surveillance system using an Omni- 
directional CCD Camera [9]. The research effectively 
carried out the problem that there is a blind area for the 
camera. But the system still has some short comings. For 
example, the tracking algorithm is so complex that a 
large amount of computing resources and storage re-
sources are consumed. The fall judgment (not combine 
environmental factors) is so mechanized that miscarriage 
of justice is brought. The tracking object is lost when it 
expands the unwrapped edge line. The tracking data can- 
not be used to study the life pattern for the elderly, so 
that it is difficult to analyze and judge other abnormal 
behaviors of the elderly. 

In this paper, an ODVS is adopted to provide a 360˚ 
panoramic image. According to the ODVS calibration 
result and Bird-View image, a one-to-one correspondence 
is established between the ground locations and the pa- 
noramic image coordinates. For motion detection and 
object tracking, we propose a method based on MHoEI 
to obtain the trajectory and the minimum bounding rec-
tangle information for the elderly. The posture of the 
elderly (such as sitting, lying, standing, squatting, etc.) is 
judged by the aspect ratio of the minimum bounding rec-
tangle. Finally, elderly abnormal behaviors are described, 
analyzed and judged with using time, space, environment, 
posture and action, etc. 

2. Technical Details 

2.1. Panoramic Image Acquisition and  
Calibration 

To accurately and completely detect abnormal behaviors 
for the elderly, surveillance equipment should be in- 
stalled in some important places such as the living room, 
the bedroom, the bathroom, the kitchen, etc. This strat-

egy not only improves the monitoring cost, but also 
makes fall detection algorithm become relatively com- 
plex. Although the monitoring equipment is installed in 
many different places on indoor, it still does not work out 
how elderly fall is detected on outdoor. In this work, an 
ODVS is installed in the main place of daily life for eld- 
erly such as in the middle of the living room. This system 
will be able to monitor the mostly daily activities for 
elderly. Figure 1 shows an ODVS used for the study and 
its panoramic image. The imaging principle and design 
are introduced in References [10]. 

A relationship can be conveniently established by the 
calibration of ODVS between the image pixels and the 
locations on the ground. Since the space is limited, the 
specific calibration algorithm references the literature 
[11,12]. 

2.2. Object Tracking 

Object tracking will be a precondition for posture recog- 
nition, action recognition and behavior recognition. Re- 
cently, there are some tracking algorithms, such as 
Meanshift algorithm, Camshift algorithm, the algorithm 
based on feature matching, the algorithm based on shape 
and size, etc. However, the above algorithms will spend a 
lot of computing resources and involve a mount of cal- 
culation. In this work, an ultimate aim is to obtain the 
high-level behavior semantic of target object through 
analyzing the intelligent video image. Therefore, a rapid 
and efficient MHoEI algorithm is proposed. 

To track the target object effectively, a key point is to 
hold a fast efficient algorithm. For MHI (Motion History 
Images) algorithm and MEI (Motion Energy Images) 
algorithm, the calculation is recursive. And the latest 
information is just saved with using the two algorithms. 
So the two algorithms are in accord with the above re-
quirements. 

The motion history image is obtained by using the 
MHI algorithm after the Inter-frame Difference process- 
ing and the Gray processing are used at a time intervals. 
The motion profile template of target is accurately ob- 
tained with using MHI algorithm and the MHI algorithm 
involves a very small calculation. Meanwhile, the MHI  
 

 

Figure 1. An ODVS and its panoramic image. 
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algorithm can be used to create a motion gradient image 
by calculating the orientation and magnitude of the gra-
dient given by the Sobel operator. The resulting gradient 
can be further used to estimate the direction of motion 
flow of the object. The motion object foreground is ob- 
tained by using the Inter-frame Difference processing 
and not using the background modeling. So the MHI 
algorithm have a high real-time and the calculation 
method is also extremely simple. However, the motion 
history image is not obtained if the motion object has 
stopped. In addition, when the foreground object is in 
temporarily stable state on the whole and some in motion, 
the MHI algorithm can only detect the foreground object 
that is in motion. For example, the arms constantly swing 
when the human body is in a resting state. Now the MHI 
algorithm can only detect the hands. The MHI updating 
equation is given by 
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where ts is the current time and dur is the duration time. 
For the duration time dur, a determining factor is a range 
of motion. So it is obtained through a series of dynamic 
search. 

The motion energy image is obtained by using the 
MEI algorithm after the summation of Inter-frame Dif- 
ference image processing is used at a time intervals. It is 
called binary cumulative motion energy image. The MEI 
updating equation is given by 

  
1

, , , ,E x y t D x y t i






 



          (2) 

where  , ,I x y t  is video image sequence,  , ,D x y t  
is the motion region of the binary video image sequence. 

 is generated by Inter-frame Difference image 
in many applications. 
D x , ,y t

MEI and MHI are the two different action properties 
of vector image coding. Since the calculation of both 
algorithms are recursive and the latest information is just 
stored with using the MHI and the MEI, the two algo- 
rithms make the calculation become fast and efficient. 
We note that the match is different between the MEI and 
the MHI in some cases. To give the difference between 
the match criteria, we should distinguish the movement 
where the movement occur and how to carry out in fact. 
The MEI algorithm mainly solves where the movement 
occur. The MHI algorithm mostly solves how to move 
for the foreground object. 

As for the foreground object tracking, there are two 
states, movement state and static state. For the motion 

lecting an appropriate duration dur and the motion object 
can be accurately detected. For the temporary stationary 
foreground object, it will gradually disappear over time. 
However, the temporarily stationary foreground object 
does not gradually disappear with using the MEI algo-
rithm over time. Nowadays it is difficult to track the 
foreground object for each algorithm. 

To solve this problem, a MHoEI (

foreground object, MHI algorithm is adopted with se-

Motion History or 
Energy Images) algorithm is proposed which is fast and 
efficient in this work. The MHoEI updating equation is 
given by 
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where V is the velocity of the foreground object, ts is the 
current time and dur is the duration time. The duration 
time can be dynamically adjusted according to the fore-
ground object velocity. In general, the faster the fore-
ground object moves, the smaller the dur value is. And 
the slower the foreground object moves, the larger the 
dur value is. The gray value of foreground object is not 
subtracted one when the velocity of foreground object is 
less than or equal to a threshold  . For the stationary 
foreground object, it will not grad ally disappear over 
time. Figure 2 shows a flow chart about MHoEI algo-
rithm. 

As f

u

or the motion object velocity, it is computed by 
the center of minimum bounding rectangle. We consider 
that  ,t tx y  is the center point of minimum bounding 
rectangle in the tth frame, and  +1 +1,t tx y  is the center 
point of minimum bounding re the ctangle in  1t th  
frame. Then the pixel distance is computed by
tance Equation (4). So the actual distance S

 the dis-
  is ob-

tained by the ODVS calibration and S. Finally, the mo-
tion object velocity is computed according to the equa-
tion V S t   , where t  is the running time of each 
frame. 

   2 2

1 1t t t tS x x y y            (4) 

Since the geometric projection model of ODVS is 
fe

troduced in References [10]. However, the motion target  

dif-
rent from the conventional CCD camera, there are 

some deformations for the motion object in the pano-
ramic image. And the panoramic image cannot meet the 
visual habits and it is not convenient for computer proc-
essing. To solve the problem, Huei-Yung Lin et al. [9] 
proposed a approach that the motion target is tracked in 
360˚ unwrapped image. The unwrapped algorithm is in-
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Figure 2. MHoEI algorithm flow chart. 
 
is considered as two different targets w

rget is near to the edge of 0˚ or 360˚. To solve this 

ent 

ct for 
 is 

 

e sitting on the sofa are the same action, 
the behavior which is described by the action is different. 

stood if the scene where the action is taken place is used. 
Almost all the environmental elements belong to static 

object. It is extremely difficult to use computer vision to 
recognize the static object. Meanwhile, there is no need 
to use computer vision to analyze a variety of complex 
environmental factors in the practical application of in- 
telligent video surveillance. Computational resources are 
spent when the environmental elements will be accu- 
rately recognized, and we need a huge knowledge base. 
Therefore, a customization method is used for the static 
camera device in home environment. 

hen the motion ing a meal and th
ta
problem and keep the integrity and continuity of tracking 
object, the 20˚ overlap region is increased in the origin- 
nally unwrapped image in this paper. Figure 3 shows a 
380˚ unwrapped image with tracking result.  

2.3. Customization for Home Environm

At the time of paying attention to the target obje
human beings, the environment where the target object
located is concerned in the first place, and then the spe- 
cific behavior of the object is judged. Accurate informa- 
tion cannot be obtained if you only rely on the human 
action to identify the behavior. Although the sitting dur- 

It is difficult to recognize the behavior with relying on 
the simple action. The master purpose is easily under- 
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As for the customization method in home environment, 
the physical space is divided into a number of grids in the 
video image in this paper. Then a one-to-one correspon-
dence is established between the foreground objects and 
the environment elements. The environment element 
w

ird-View image is adopted 
to

here the target object is located is judged so long as the 
foreground object is in a grid. 

Since the panoramic image have serious distortion on 
the imaging plane, especially in a horizontal position, it 
is generally difficult to extract the geometric features 
 

from the panoramic image. To easily set up the one-to- 
one correspondences between the image pixels and the 
locations on the ground and custom all kinds of environ-
mental elements in home, the B

 customize the environmental information in this paper. 
Since the space is limited, we will introduce the Bird- 
View transform algorithm in the other papers. Two letters 
are used for giving the grid a name. The first letter means 
the line. The second letter means the column. Figure 4 
shows the Customization method in home environment. 

 

Figure 3. Tracking result in unwrapped image (+20˚). 
 

 

Figure 4. Customization method in home environment. 
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In the Bird-view image, AH refers to the bathroom en- 

trance. EI refers to the room entrance. BC and BG refer 
to the ground in the living room. BE refers to the bath- 
room in the living room. BD refers to the stool in the 
living room. For example, the human posture is deter- 
mined as the sitting when the tracking box is located on 
the BE number which is customized as the bathroom, 
then we think elderly sit on the bathroom. If the tracking 
box disappears on the EI number, we can judge the eld- 
erly out the door. If the tracking box disappear on the AH 
number, we can judge the elderly into the bathroom.  

2.4. Posture Detection 

As for elderly surveillance, the standing, the sitting and 
the lying are defined as the human basic posture in this 
work. P is a set of the human basic posture: 

          (5) 

The human target can be detected when it is only in 
motion and the posture 

 standing,sitting, lyingP   

 p t P .
he original po

 The human target is 
onsidered as keeping tc

m
sture if it is not in 

otion. Since the human image achieved through motion 
detection is a high-dimensional image signal and is not 
recognized easily, a great deal of time has been wasted 
on dealing with them. To make high-dimensional image 
signal decrease 2-D signal, the human posture is de- 
scribed with using the minimum bounding rectangle of 
the foreground object. W is the width of the rectangle. H 
is the height of the rectangle. This bounding rectangle 
can be directly obtained from the low-level visual proc- 
essing. The human posture ratio is given by k H W , 
as the characteristic of describing the human posture. The 
posture (in middle-distance region) is distinguished through 

sture ratio of human daily ac- 

sture in fact. 
According to the above detection criteri
will b

compiling the different po
tion k, and setting the threshold by the minimum error 
probability criterion. Table 1 shows the feature threshold 
in middle-distance region. 

However, there are all sorts of human po
on, the standing 

e recognized as the sitting if the arm is in expansion. 
To solve the above problem, comprehensive judgments 
are made according to tightness, solid degree, eccentric- 
ity, irregularity, etc.  

Posture caused by the human unusual action misjudge- 
ment is eliminated with constructing the posture evalua- 
tion function. The posture evaluation function is given by  

 S F S T                   (6) 

 
Table 1. Feature threshold in middle-distance region. 

Posture Standing         Sitting          Lying 

Threshold k k ≥ 1.8 0.7 ≤ k < 1.8 

 
 ,

,
x y T

F I x y


                   (7) 

 S T W H                     (8) 

where F is the area of the foreground object and  S T  
e fore-

 
aluation 
. While 

nction 

is the minimum bounding rectangle area of th
ground object. From the function, we can see that the
function value varies in the range [0,1]. The ev
function have the highest value when 
the human arm is in expansion, the ev
value becomes very low. For example, the posture is 
considered as undefined posture if evaluation function 
value is very low. In certain case, the human posture is 
not recognized. Figure 5 shows human posture recogni- 
tion results. The experimental results show that the pos- 
ture can be accurately recognized in the case of the defi- 
nition posture  

2.5. Abnormal Behavior Detection 

The detection of abnormal behavior is a core of the care 
derly with using ODVS. In this 

he activities of the agent 
th

ing time, space, environment, pos- 
tu

 S T F
aluation fu

support system of the el
work, we want to establish a low-cost abnormal behavior 
detecting system for the elderly and the privacy can be 
protected in this system. This system can automatically 
notify the relevant department or the guardian when the 
abnormal behaviors can be detected. In addition, the 
guardianship can monitor t

rough the web page at any time in elderly home. To 
implement effective automatic monitoring for the elderly, 
the identification of behavior is essential under different 
illumination conditions. To accurately identify the eld- 
erly behavior, we should describe, analyze and judge the 
elderly behavior by us

re, action, etc. 
With this in mind, the set of abnormal behaviors is a 

Cartesian product of the sets: 

 , ,b t a p ,e                (9) 

where t\in T, p\in P, a\in A, and e\in E. And T refers to 
tim  is 
obtained by posture detection. A refers to action informa- 
tion  acqui to  
 

e information. P refers to posture information that it

 that is red by action recognition. E refers 

 

Figure 5. Human posture recognition . k < 0.7 
 results
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environment information which is created by the home 
environment customization operation. Every human be- 
havior can be described by T code, P code, A code and E 
code. TPAE coding system not only provides some 
means for decomposing, identifying and describing hu- 
man behavior diversity, but also provides a coding sys- 
tem for computer vision analysis. 

3. Experimental Results 

pse on a PC us- 

 detection events and R is 
the accurate rate.  

Our system was implemented using Ecli
ing Intel Core i3 2.13GHz CPU with 4GB RAM. The 
panoramic video sequences are with a size of 640 × 480, 
25 fps, captured by an ODVS. The resolution of un- 
wrapped image is 740 × 180 dpi. To achieve the pano- 
ramic image in elderly room, we install ODVS in the 
middle of the room and the height of ODVS is about 
1800 mm.  

In order to evaluate the system performance, We con- 
duct an experiment in the meeting room of 80 square 
meters. 50 volunteers between the ages 20 and 30 years 
old are asked to sit the practical. At the same time, the 
volunteers have different weight, height and genders. 
They act 6 kinds of behaviors by 6 times in the elderly 
room. Table 2 shows the experiment result.  

From this result, we recognize that the proposed 
method is stable and efficient. In this table, Sum refers to 
number of actions, Y is the number of correct detection 
events, N is the number false

To validate performance of the surveillance system, 
we make use of two well-known criteria that are univer- 
sally applied to abnormal detection systems. Sensitivity 
is the capacity to detect an abnormal behavior and Speci- 
ficity is the capacity to detect only an abnormal behavior:  

Sensitivity  Specificity
TP TN

TP FN TN FP
 


,  


  (10) 

The definitions of TP, FP, FN and TN are as follows: 

 
Abnormal behavior 

Occur 
Abnormal behavior

Not occur 

System recognition 
positive 
 
System reconition 

gative 

TP 
 

 
FN 

 

FP 
 
 

TN 
 ne

 
Tabl ion. e 2. The experiment result of behavior recognit

Behavior Sum Y N R 

Run 

Sit Down 

Stand Up 

Lie Down 

Get Up 

135 

135 

135 

135 

135 

125 

120 

127 

126 

124 

10 

15 

12 

9 

92.59 

88.89 

94.07 

93.33 

According to above method, we do some experiments 

algorithm, the paper carried out the experi- 
m

Abnormal behavior Abnormal behavior

with 1266 abnormal/normal behaviors and 386 abnormal 
behaviors. Table 3 shows the evaluation of abnormal 
behavior recognition. According to the test data, Sensi- 
tivity and Specificity of the surveillance system will be 
94.04 and 97.16 respectively.  

Human object tracking is the critical technique of eld- 
erly care support. In order to testify the effectiveness of 
the MHoEI 

ent of tracking, which showed that in comparison with 
ordinary methods the MHoEI algorithm is characteristics 
of evident effects and stable operation. Figure 6 shows 
the experimental results of tracking a man.  

The experimental results show that the motion target 
can be tracked steadily with using the MHoEI algorithm 
in some cases such as from motion to stationary for the 
target, from stationary to motion for the target, a different 
 

Table 3. Evaluation of abnormal behavior recognition. 

 
Occur Not occur 

System recognition 
positive 

 
System reconition 

negative 

363 
 
 

23 
 

36 
 
 

1230 
 

 

Fall 135 129 

11 

6 

91.85 

95.56 
 

Figure 6. Experimental results of tracking a man. 
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eed is at a 
fr

igh robustness. 
e 

human minimum bo  im  
JPG form and th lts wi d 
post ocal e ex- 
am  in Figure

In this work, both the sitting posture and th atting 
po ed as th itting posture. As you can 

xperiment, the motion target is accurately 
cognized in different velocity, different direction and 

different state (motion and stationary). From the experi- 
ment, we can also see that the ratio of sitting is close to 
the ratio of lying or standing when the ODVS ray is par- 
allel with the direction of lying or standing. In this case, 
the mistaken identifications are caused and judged as the 
sitting. Although it is a very small probability, we will  

s and Future Work 

above algorithm can meet elderly surveillance demand 
and has a higher recognizable rate. In order to obtain 
activity rhythm and detect variously behavioral abnor- 
mality for the elderly, a detection method is proposed 
using time, space, environment, posture and action to 
describe, analyze and judge the various behaviors of the 
elderly in the paper. 

 

eliminate the miscarriage by fusing the motion of the 
current frame with that of the previous frames. 

4. Conclusion

posture for the target, environment brightness changes, 
background block, etc. And the interference caused by 
the similar color in the background can be overcome ef- 
fectively with using the MHoEI algorithm. To give pos- 
ture recognition and behavior recognition more time for 
the processing, the program processing sp

Intelligent surveillance is one of the important topics in 
the nursing and home-care system. In this work, we have 
proposed a care support system of the elderly with using 
ODVS. An ODVS is adopted to provide a 360˚ pano- 
ramic image in this paper. Acc

ame rate of 10 fps and can meet the requirements of 
real-time character. According to the trial experiment in 
few months, the phenomenon of tracking lost was not 
found. The result of study indicates that the MHoEI has a 

ording to the ODVS cali- 
bration result and Bird-View image, a one-to-one corre- 
spondence is established between the image pixels and 
the locations on the ground. To achieve elderly trajectory 
and minimum bounding rectangle, a MHoEI algorithm is 
proposed. This result of study indicates that the algorithm 
has the advantages such as: less computation amounts, 
higher robustness and more effective tracking. Different 
posture of the elderly is determined by using the aspect 
ratio of the minimum bounding rectangle in the basic of 
effective tracking. The experiment result shows that the 
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Figure 7. Experimental results of posture recognition. 
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As for above proposed methods, some abnormal 

behaviors in the ODVS view are detected and recognized. 
But those abnormal behaviors are not found beyond the 

g the daily life data by mining technology and neural 
network technology. 
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