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ABSTRACT 

Nuclear magnetic resonance spectroscopy of- 
fers a powerful method for validation of mole- 
cular dynamics simulations as it provides infor- 
mation on the molecular structure and dynamics 
in solution. We performed 10 ns MD simulations 
using the CHARMM27 force field of four palin- 
dromic oligonucleotides and compared the re- 
sults with experimental NOESY data using the 
full relaxation matrix formalism. The correlation 
coefficients between theoretical and experimen- 
tal data for the four molecular species under stu- 
dy ranged from 0.82 to 0.98 confirming the high 
quality of the selected force field and providing 
a valid basis for the identification of force field 
imperfections. Hence, we observed an unsatis- 
factory treatment of deoxyribose conformational 
equilibrium, which resulted in the overrepresen- 
tation of the energetically favorable C3’-endo con- 
formation in the MD trajectory. Our developed 
approach for force field validation based on 
NMR NOESY spectral data is applicable to a wide 
range of molecular systems and appropriate 
force fields. 
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1. INTRODUCTION 

During the last two decades, molecular dynamics has 
become a popular tool for the analysis of nucleic acids 
and their complexes with proteins [1,2]. This technique 
provides information on atomic level that is very difficult 
or even impossible to obtain using available experimen- 
tal techniques. Existing force fields yield stable simula- 

tions on the nanosecond timescale that is sufficient to 
study the stability of DNA complexes, solvation, interac- 
tions with ions and ligands and other processes that are 
of particular interest in structural biology. 

However, as for any other simulation technique, the 
precision of MD trajectories should be validated using 
experimental data [3,4]. The molecular mechanics calcu- 
lations inevitably introduce imprecisions into the simu- 
lated system and the influence of such imprecisions on 
the trajectories is usually difficult to estimate during the 
parameterization process. Because force field parameters 
determine both structural and dynamical features of the 
simulated system, the experimental information used for 
MD validation should cover both of these aspects. 

One of the available experimental methods that gives 
information both on structure and dynamics of a mo- 
lecular object is the nuclear Overhauser effect (NOE) [5, 
6]. It is widely used to solve complicated problems in 
stereochemistry [7] as well as for protein structure de- 
termination [8,9] in structural biology, but it is surpris- 
ingly rarely used for MD validation. Using NMR theory, 
it is possible to estimate the magnitude of an NOE by ana- 
lyzing the MD trajectories, since they provide informa- 
tion about local and global dynamics of a molecule [10]. 
The comparison of MD-derived and experimental NOEs 
should yield the information on how precise the simula- 
tion is and highlight possible weaknesses of the force 
field. 

Several studies show the use of MD data for investing- 
ation of the influence of different factors on the NOE as 
well as for interpretation of the spectral data. Arthanari et 
al. [11] used the NOESY spectra and scalar couplings to 
estimate the precision of MD trajectories. However, the 
level of theory used was insufficient to adequately treat 
all the effects that influence the experimental spectra. 
This resulted in low correlation coefficients between the- 
oretical and experimental datasets. Feenstra et al. [12] 
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calculated NOESY and ROESY spectra for a nine-resi- 
due peptide using different approaches and discussed the 
importance of the precision and length of the MD trajec- 
tories for the quality of the calculated spectra. 

In the present study, the NMR NOESY technique was 
used to validate 10 ns MD simulations of four oligonu- 
cleotides calculated using the CHARMM27 force field 
[13,14]. The simulated trajectories were used to obtain 
theoretical NOEs on the basis of the full relaxation ma- 
trix formalism [15]. The importance of the correct treat- 
ment of spin diffusion and internal dynamics was evalu- 
ated by using less precise calculations and comparing the 
derived results with those acquired from the complete 
back-calculation. 

2. THEORETICAL BACKGROUND 

The spin polarization transfer between the two nuclei 
that gives rise to the Nuclear Overhauser Effect (NOE) is 
quantitatively described using the Solomon equation [7]: 
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where Iz, Sz are the longitudinal magnetizations of n- 
ucleus I and S, respectively, 0

zI , 0
zS —longitudinal mag- 

netization in equilibrium, Wn—n-quantum coherence. 
Equation (1) can be rewritten in terms of relaxation con- 
stants: 
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where σ and ρ are cross-relaxation and direct dipolar 
relaxation constants, respectively. This is a first order 
differential equation that describes the magnetization 
transfer between two nuclei. In case of three or more in- 
teracting nuclei, (2) converts to a system of N coupled 
first order differential equations, where N is the number 
of nuclei. This system can be represented in matrix form: 
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where M(t)—matrix with NOESY intensities after the 
mixing time t, R—relaxation matrix, Rii = ρi, Rij = σij. 
The solution of this equation system is: 
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where Λ—diagonal matrix with eigenvalues of R, X— 
matrix with eigenvectors of R. To obtain a solution, ele- 
ments of the relaxation matrix need to be calculated. 
These are directly connected to the spectral density func- 
tion J(ω). In case of homonuclear interaction: 
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where ω—nucleus Larmour frequency, μ0—magnetic con- 
stant, γ—nucleus gyromagnetic ratio, r—distance between 
nuclei. 

In this work, the calculation of spectral density fun- 
ction is made using the Lipari-Szabo formalism [10]. 
Hence, the overall molecular motions are assumed to be 
separated from internal ones and the total correlation 
function for the motions of two nuclei is written as: 

( ) ( ) ( )O IC t C t C t                (8) 

where C(t)—total correlation function, CO(t)—overall 
rotation correlation function, CI(t)—internal motion cor- 
relation function. The overall rotation was approximately 
described as isotropic: 
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where τO—overall rotation correlation time. 
The internal motion correlation function is calculated 

as follows [16]: 
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where P2—second order Legendre polynomial, P2(x) = 
1.5x2—0.5, χt,t + τ—angle between internuclear vectors at 
time t and t + τ, r(t)—internuclear vector length. This 
function can be directly calculated from the MD trajec- 
tory. 

In the Lipari-Szabo formalism, CI(τ) is described as: 
2 2( ) (1 ) It

IC t S S e            (11) 

where S—order parameter, τI—internal motion correl- 
ation time. These parameters are derived from the CI(t) 
as follows: 
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this calculation is performed for each internuclear vector 
of interest, and the spectral density function is calculated. 
In the Lipari-Szabo formalism the corresponding equa- 
tion is: 
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where 1 1
O I

1      . Subsequently, the relaxation pa- 
rameters are calculated and the relaxation matrix is built. 
By solving Equation (3) for a given mixing time, the 
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theoretical NOESY spectrum is acquired. 

3. MATERIALS AND METHODS 

3.1. NMR Experiments and Spectral  
Analysis 

Four DNA samples: d(CGCACGTGCG), d(CGCATC 
GATGCG), d(GAGTGTACACTC) and d(GAATATATA 
TTC) were dissolved in 90% H2O/ 10% D2O. The pH of 
all samples was adjusted to 7.0, the oligonucleotide con- 
centration was 5.0 mM. 

NOESY spectra were collected at 25˚C on a Varian 
Unity INOVA 600 MHz spectrometer equipped with a 
HCN z-gradient cold probe. NOESY spectra were re- 
corded with 100 ms mixing time. The water peak was 
suppressed using the WATERGATE 3-9-19 pulse se- 
quence [17]. All spectra were acquired with 2048 and 
512 complex points in the F2 and F1 dimensions, re- 
spect tively and t1max = 0.128 s t2max = 0.163 s. The 
relaxation delay was 1 s. All spectra were referenced to 
the water signal at 4.77 ppm relative to DSS. Time do- 
main data were zero filled twice in both dimensions, 
multiplied with cosine window functions and processed 
with NmrPipe [18]. Further analysis was done using the 
XEASY [19] software. Peak volumes were derived by in- 
tegrating an elliptical region around the peak above the 
noise level. 

3.2. MD Simulations 

The computational part of the present study consisted 
of three stages: system construction, calculation of MD 
trajectories and NOESY spectra back-calculation. The 
initial system in each case contained the corresponding 
oligonucleotide in the canonical B form and an ortho- 
rhombic water shell with an at least 20 A thick layer of 
water in each direction. To neutralize the system, Na+ 
ions were added at favorable positions using the MEAD 
software [20]. Canonical structures were generated using 
the MOE software [21], while all other manipulations 
were performed using VMD [22]. 

10 ns MD calculations were carried out using the 
NAMD 2.6 program [23] with the CHARMM27 force 
field. All the simulations were performed on the CY- 
FRONET computer cluster [24], offered within the frame 
of the BalticGrid II project [25]. Standard molecular dy- 
namics techniques were used, including periodic bound- 
ary conditions, the velocity Verlet integrator [26] and 
SHAKE [27], to allow an integrator time step of 2 fs. 
The isobaric-isothermal ensemble (NPT) was used for 
the simulations. Pressure and temperature were main- 
tained at 1 atm and 298 K, respectively, with temperature 
controlled via Langevin dynamics for all non-hydrogen 
atoms and pressure regulated via a hybrid Nosé-Hoover 
Langevin piston [28]. Long range electrostatics were 

treated by the PME algorithm [29] with a grid density of 
more than 1/Å in every dimension. A 12 Å cutoff for 
non-bonded short-range interactions was used. The fol- 
lowing 5 stage equilibration scheme was used: 1000 step 
minimization, 100 ps simulation at 100 K temperature 
with fixed DNA, 100 ps simulation with the gradual tem- 
perature increase to 298 K, 500 ps simulation gradually 
decreasing harmonic potential on DNA atoms from 1 to 0 
kcal/mol*A2 and 1 ns simulation for the unrestrained sys- 
tem. Subsequently, the 10 ns productive simulation was 
performed. Snapshots were saved every 10 ps. The ana- 
lysis had shown that a more frequent saving did not sig- 
nificantly change the results. All the snapshots were ali- 
gned to minimize the RMSD of all non-hydrogen DNA 
atoms.  

3.3. NOESY Spectra Calculations 

The back-calculation of NOESY spectra was perfor- 
med using in-house software. Time-correlation functions 
were calculated only for protons less than 5.5 A apart. 
Methyl groups were treated explicitly. The relaxation 
time for the overall tumbling in each case was chosen to 
minimize the deviation between theoretical and experi- 
mental NOEs to exclude the error caused by the incorrect 
viscosity of the TIP3P water model [30]. The relaxation 
rates were calculated and the system of coupled differen- 
tial equations was solved as described in [16]. The theo- 
retical intensities were normalized so that the mean in- 
tensity in each dataset was equal to 1. Theoretical spectra 
were calculated using three approaches:  

1) The complete back-calculation of the spectra by 
building the full relaxation matrix (further denoted as 
“complete”).  

2) The back-calculation with all internal dynamics ex- 
cluded by assuming the order parameter for all proton 
pairs equal to 1 (“rigid”).  

3) The “r−6” approach—NOEs are assumed to be pro- 
portional to the inverse sixth power of mean distances 
between protons averaged over the whole trajectory. 

4. RESULTS AND DISCUSSION 

4.1. Experimental Spectra 

The concentration of all samples was appropriate and 
the mixing time was sufficiently long to achieve pro- 
nounced cross-peaks that can be precisely integrated. 
Only those peaks that are clearly distinguished and 
therefore are easy to integrate were used for analysis. 
The number and types of peaks used are shown in Table 
1. 

Due to water resonance suppression, peaks in the 
H2’/2”-H3’ region could not be precisely integrated and 
therefore were not used for validation of MD simulations. 
The labile NH protons are located in low field region and  
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Table 1. The number and types of peaks from each sample that were used for comparison with theoretically derived intensities. 

Types of signals 
Sample Nr. Sequence Number of signals 

H2’/2”-6/8 H1’-H6/8 H3’-H6/8 H2’/2”-H1’ H6/8-H6/8 Others 

1 CGCACGTGCG 56 18 14 12 0 7 5 

2 CGCATCGATGCG 65 24 14 8 14 0 5 

3 GAGTGTACACTC 89 31 15 17 10 5 11 

4 GAATATATATTC 41 10 15 10 0 5 1 

 
the corresponding cross-peaks are affected by the water 
suppression regime and by exchange with water. These 
peaks were not used for MD validation either. 

The least information is gained for the sample 4. The 
reason is the strong sequence regularity (ATATATAT 
fragment) that causes the chemical shifts of nucleotide 
protons in positions of 4,6,8 and 5,7,9 to be almost equal. 
This gives strong overlap of peaks in the H2’/2”-H6/8 
region of spectra. 

4.2. Comparison of Theoretical and  
Experimental Intensities 

The assessment of MD simulations was performed us- 
ing three different metrics—the Pearson’s R2, the NOE 
R-factor and the RMSD calculated as in [11]. The calcu- 
lations using the three above mentioned approaches were 
performed for each simulation. Also the theoretical spec- 
tra for canonical A and B DNA structures were calculated 
using the “rigid” approach. The results are shown in Ta- 
ble 2. 

The R2 values for the “complete” approach lie bet- 
ween 0.82 and 0.98, indicating the high precision of the 
MD trajectories. The correlation is significantly better 
than obtained by Arthanari et al. and slightly better that 
in [12]. However, the results are not surprising because 
the “r−6” approach and analysis of the highly flexible 
peptide are presented in these papers, respectively. In fact, 
in the present study the application of the “r−6” approach 
gave results comparable to those presented by Arthanari 
et al. 

The convergence of theoretical NOE intensities was 
assessed by calculating the RMSD values for simulations 
of different lengths (Figure 1). It is clearly seen that the 
deviation exponentially falls until approximately 5 ns 
and after that do not exhibit significant changes. The high 
RMSD values for 1 - 2 ns long trajectories can be easily 
explained by the fact that time correlation functions did 
not converge. That yields erroneous data on correlation 
times and order parameters. 

4.3. Outliers 

Since any force field (even with ideally selected pa- 

rameters) is based on approximated potentials, the in- 
formation gained from the MD trajectories will inevita- 
bly deviate from the experimental data. Such deviations, 
along with the spectrum integration errors and inaccu- 
racy of the simulation system, explain most imprecisions 
of the theoretically acquired NOE intensities (Figure 2). 
However, there are several points that deviate more than 
expected from the experiment. Since it is very difficult to 
determine which peaks deviate due to the above men- 
tioned factors and which are “over-deviating”, the thre- 
shold is set manually so that outliers would represent si- 
milar interatomic vectors. That approach is based on the 
logical assumption that particular imprecisions in the 
force field parameter set or in the experimental technique 
would cause a particular type of NOE’s to deviate sys-  
 
Table 2. The comparison of theoretical and experimental 
NOESY spectra. 

Sample Nr. 
Approach Metric 

1 2 3 4 

R2 0.940 0.815 0.889 0.977
Complete

R-factor 0.182 0.271 0.234 0.161

RMSD 0.147 0.210 0.170 0.092

R2 0.842 0.707 0.792 0.945Rigid 

R-factor 0.290 0.320 0.310 0.235

RMSD 0.244 0.268 0.247 0.162

R2 0.835 0.635 0.683 0.960

R-factor 0.431 0.576 0.547 0.480
r-6 

RMSD 0.283 0.385 0.361 0.283

R2 0.001 0.019 0.018 0.005

R-factor 1.260 0.831 0.875 1.008A 

RMSD 0.880 0.652 0.675 0.776

R2 0.862 0.686 0.720 0.907

R-factor 0.338 0.383 0.355 0.260B 

RMSD 0.225 0.278 0.274 0.181
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Figure 1. The dependence of the RMSD values from the simu- 
lation length of trajectories. The samples are numbered in the 
same way as in Table 1. 
 
tematically. In total, 15 theoretical NOE’s were assumed 
as outliers and are shown in Table 3. 

All the outliers (except Nr.13, Table 3) correspond to 
H2’/2”-H6/8 or H2’-H1’ peaks. The only peak that does 
not fit into this pattern (Nr.13, Table 3) belongs to the 
methyl group of thymine. Since there are very few such 
signals in the dataset, it is hard to describe the underes- 
timation of this peak. It could be caused by incorrect 
treatment of the internal relaxation of methyl groups. In 
most cases H2’ peaks exhibit a positive deviation, while 
H2” peaks exhibit a negative one. This tendency holds 
for both intra and internucleotide signals. 

Since the order parameters of outliers are similar to 
those of correctly predicted signals, the main reason for 
the imprecision should be the average distance between 
nuclei. The DNA molecules have 7 structural orders of 
freedom for each nucleotide—5 backbone torsions, the 
pseudorotation angle P of the deoxyribose ring and the 
glycosidic angle χ [31]. However, only the last two have 
the largest influence on the H2’/2”-H6/8 distance. The 
glycosidic angle is relatively conserved, therefore it 
could not cause large selective imprecisions in the MD 
trajectory. Therefore, the pseudorotation angle is proba- 
bly the main factor that cause the theoretical NOE’s to be 
incorrect. The angle P usually is between 140˚ and 185˚ 
(C2’-endo conformation, S) or between −10˚ and 40˚ 
(C3’-endo conformation, N). The equilibrium between 
these two states is a sensitive parameter and the inability 
of the force field to correctly represent it would not be 
surprising. 

Indeed, if the nucleotide 6G sugar in the sample 1 
would relatively longer stay in the N conformation, the 
distance between 6H2” and 6H8 become larger while the 
distance 5H2’-6H8 become shorter. NOE will respec- 
tively increase and reduce that decreases the deviation 
from experimental data in both cases. The systematic 
underestimation of N conformation probability explain 
the signs of deviations of H2’ and H2” signals. The sys- 
tematical analysis of various oligonucleotides could yield  

 
Figure 2. The correlation between theoretical and experimen- 
tal NOE’s for all 4 samples. The dotted lines define the thre- 
shold for outliers. Outliers are shown as empty squares. 
 
the sequence dependent deviations between MD results 
and experimental data. However, in the present study the 
survey is too small to make any predictions about the 
precision of the representation of a given sequence. 

The incorrectness of predicted H2’-H1’ signals can not 
be described by the difference in deoxyribose conforma- 
tion equilibrium in MD trajectory and experiment since 
these distances minimally differ in S and N states. In this 
case the error most likely rises from the water suppres- 
sion profile that is used during the spectra acquisition. 
The WATERGATE 3-9-19 sequence also affects the sig- 
nals that are in close vicinity to the water resonance (4.77 
ppm), for example, H1’ protons (5 - 6.5 ppm). This causes 
the experimental NOE’s to be smaller than the theoretical 
ones. Indeed, the deviation is larger for those H1’ signals, 
that are located in higher fields, hence are closer to the 
water signal. Surprisingly that H2”-H1’ signals are not 
present among the outliers, while they should be sup- 
pressed by the WATERGATE pulse as well. The reason 
for that is smaller intensity of NOE’s that do not allow 
distinguishing the WATERGATE effect from other fac- 
tors. 

4.4. Applicability to Force Field  
Parameterization 

The results of the analysis show that the NOE is quite 
sensitive to imprecisions caused by the force field used. 
Despite all the factors that influence NOEs and are very 
difficult or even impossible to treat in simulations (other 
relaxation pathways, salt influence, solute interactions 
etc.), most significant deviations are easily distinguish- 
able and interpretable and can bring valuable information 
on how to optimize force field parameters and improve 
correlation. This is especially the case for model com- 
pounds, where the number of parameters is much smaller  
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Table 3. Theoretical NOE’s that deviate (in arbitrary units) 
most from the experimental data. 

Nr. Sample Nr. 1st proton 2nd proton 
Deviation 

(a.u.) 

1 1 3C H2’ 4A H8 1.83 

2 2 3C H2’ 4A H8 1.21 

3 1 5C H2’ 6G H8 1.21 

4 2 7G H2’ 7G H1’ 1.21 

5 3 8C H2’ 8C H1’ 1.16 

6 2 6C H2’ 6C H1’ 1.08 

7 3 2A H2’ 3G H8 0.93 

8 1 5C H2” 5C H6 0.87 

9 3 6T H2’ 6T H1’ 0.84 

10 2 3C H2’ 3C H1’ 0.80 

11 2 4A H2’ 4A H1’ −0.73 

12 3 10C H2” 11T H6 −0.77 

13 3 6T H7 6T H6 −0.81 

14 3 4T H2” 4T H6 −0.88 

15 1 6G H2” 6G H8 −1.09 

 
and they can be unambiguously connected to structural 
and dynamical features. Also it is much easier to perform 
a nanoscale MD simulation for the model compounds, 
where the number of atoms for a fully hydrated system 
could be just about 10,000 atoms. In the case of moder- 
ately flexible compounds (with about 5 rotatable bonds) 
a 10 - 20 ns trajectory should be sufficient for all internal 
motions to converge. For more flexible compound, such 
as oligopeptides, the trajectories should be much longer. 
The success of 10 ns simulations in the present work can 
be described by the fact that oligonucleotides are com- 
pounds with highly conserved secondary structure, there- 
fore the actual number of orders of freedom is not large. 
This is not the case for oligopeptides that should be used 
for protein force field validation. In this case, much lon- 
ger MD simulations are necessary to gather the reliable 
information on internal dynamics. However, the parame- 
terization process is based on the variation of parameters 
to optimize the correlation with experimental or QM data. 
Different parameter sets could be used to launch several 
MD calculations in parallel to save time. It can be easily 
achieved using GRID calculations. 

The other aspect that makes NOE particularly inte- 
resting for force field parameterization is its comple- 
mentarity to other experimental techniques used for this 
task. While X-ray crystallography gives only structural in- 
formation in an unnatural crystal environment, IR spec- 
troscopy yields data about vibrational frequencies and 
calorimetric methods give insight into the energetics of 
the molecule, NOE gives direct information on inter- 

nuclear vectors, both their length and behavior. Therefore, 
the information obtainable from NOESY spectra is uni- 
que and cannot be gathered by other approaches. The us- 
age of additional experimental data is extremely helpful 
when dealing with the parameter correlation problem, 
mentioned by the CHARMM27 force field authors [13]. 

Finally, the proton assignment that is the main step of 
the analysis of NOESY spectra can be directly used to 
get the structural and dynamical information by other 
NMR techniques. For example, COSY spectra yield in- 
formation on torsion angles in various molecular systems. 
The NOESY peak assignment can be used for COSY or 
other two-dimensional 1H-1H spectra interpretation with 
no additional transformation. 

5. SUMMARY AND CONCLUSIONS 

The present study was focused on the application of 
NOEs to validate the precision of MD simulations. 1H- 
1H NOESY spectra of four oligonucleotides were ana- 
lyzed and compared to theoretical intensities, calculated 
from 10 ns MD trajectories performed using the 
CHARMM27 force field. The spectra back-calculation 
was performed using the full relaxation matrix formalism, 
all protons were treated explicitly. The correlation be- 
tween theoretical and experimental NOE intensities is 
sufficiently high, indicating the quality of the force field 
used. However, several theoretical signals differed sig- 
nificantly from the experimental ones. The large error of 
H2’-H1’ signals was explained by the water resonance 
suppression profile, while the deviations of H2’/2”-H6/8 
signals most likely are the consequence of the incorrect 
deoxyribose conformational equilibrium representation 
in MD trajectories. 

The analysis showed that the NOE is a sensitive pa- 
rameter that can be used to validate or optimize existing 
force fields of nucleic acids, proteins or other molecular 
objects. It is complementary to other techniques and there- 
fore can significantly increase the precision and unam- 
biguity of existing parameter sets. 
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