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ABSTRACT 

In Wireless Sensors Networks, the computational power and storage capacity is limited. Wireless Sensor Networks are 
operated in low power batteries, mostly not rechargeable. The amount of data processed is incremental in nature, due to 
deployment of various applications in Wireless Sensor Networks, thereby leading to high power consumption in the 
network. For effectively processing the data and reducing the power consumption the discrimination of noisy, redundant 
and outlier data has to be performed. In this paper we focus on data discrimination done at node and cluster level em- 
ploying Data Mining Techniques. We propose an algorithm to collect data values both at node and cluster level and 
finding the principal component using PCA techniques and removing outliers resulting in error free data. Finally a 
comparison is made with the Statistical and Bucket-width outlier detection algorithm where the efficiency is improved 
to an extent.  
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1. Introduction 

Wireless Sensor nodes in the network have two main 
functions: data forwarding and monitoring the neighbor 
node’s energy level. Based on the energy level, the node 
has been divided into advanced node (nodes with high 
residual energy) and normal node. In real time applica- 
tion, a sensor node senses the information and forwards it 
to the sink (Base station). The raw data transmitted to the 
sink node increases the work load of the sink. Self um- 
piring WSN [1] is composed of cluster of nodes and each 
cluster has cluster head and all the data transmitted by 
the nodes are collected and stored in the sink of the clus- 
ter. The power levels of the nodes are limited. In this 
paper, the discrimination of data at the node level and 
cluster level is done to improve the life time of the net- 
work and reduce the workload of the sink. It involves the 
techniques of clustering and outlier analysis to discrimi- 
nate the data [2]. Anomaly Detection refers to detecting 
patterns in a given data set that do not conform to an es- 
tablished normal behaviour. Using the anomaly detection 
algorithms the malfunctioning nodes are detected and 
rectified [3,4]. The clustering of the network is imple- 
mented using the incremental clustering algorithm based 
on the centroid values of the network. The information is 
discriminated using the principal components using PCA 
algorithm.  

2. Related Works 

Daniel-Ioan Curiac et al. [5] proposes to detect malicious 
node by comparing its output with its estimated value 
computed by an autoregressive predictor. If the differ- 
ence between the two values is higher than a chosen 
threshold, the sensor node becomes suspicious. In fact, 
the predictor can be used to discriminate the normal or 
abnormal situations of the monitored object or environ- 
ment. But the problem with this approach is that it is hard 
to determine the type of the autoregressive model and 
some types of the predictors are difficult or computation- 
expensive to build.  

Markus Wälchli and Torsten Braun [6] propose a sen- 
sor node level unsupervised anomaly detection mecha- 
nism, based on the Fuzzy Adaptive Resonance Theory 
(ART) neural network. The mechanism can be used for 
office monitoring and is able to distinguish abnormal 
office access from normal access. Any observed access 
pattern, being fed to the Fuzzy ART neural network, is 
mapped to a classification value. The problem with this 
approach is that the length of different access patterns 
(time series) is difficult to determine.  

Sutharshan Rajasegarar et al. [7] propose an approach 
based on a distributed, cluster-based anomaly detection 
algorithm, aiming to minimize the communication over- 
head while detecting anomalies. The sensor node clusters 

Copyright © 2012 SciRes.                                                                                 WSN 



B. A. SABARISH  ET  AL. 118 

the measurements and reports the cluster summaries. And 
the intermediate sensor nodes further merge the cluster 
summaries before communicating with other nodes. The 
clustering is also fixed-width. After clustering, the aver- 
age inter-cluster distance of the K-nearest neighbour 
(KNN) clusters is used to identify the anomalous clus- 
ters.  

3. Implementation 

The proposed discrimination model is implemented in 
two levels mainly at node level and clustering level. In 
which the raw data set D is finally partitioned into three 
subsets, Devent, Derror and Dordinary. The clustering is done 
using incremental algorithm, Cluster head is selected 
using the peterson’s algorithm [8]. Cluster heads are 
scheduled to rotate themselves with the period of time 
based on the energy level of the nodes (Residual energy). 
The cluster head will include the process of data aggre- 
gation and forwarding to the Base Station. The premature 
death of nodes will lead to hole in the network. Hence 
the cluster heads are selected from the nodes with the 
high residual energy (Advanced Nodes).  

The Implementation of Discrimination [9] in two lev- 
els are: 

Node level: If the value or gradient of a sample ex- 
ceeds the range of some physical constant, it is appar- 
ently an erroneous sample that should be put into Derror. 
Otherwise, the set of discrete errors are picked out and 
the samples of continuous errors are marked by interval 
for further processing. In our work, linear regression is 
used based on a fixed size of sliding window. The value 
differences of the predicted samples and the real-sensed 
samples reflect the temporal pattern of the sample se- 
quence. Both events and errors would incur significant 
change of pattern and thus a higher value difference in 
prediction, according to which the involved samples are 
marked for further discrimination. The rest of the sam- 
ples are put into Dordinary.  

Cluster level: The local fusion center evaluates the 
samples in D' with reference to Dordinary. The event sam- 
ples are finally selected from D' and constitute Devent. 
We use deviation-based ranking strategy to evaluate the 
samples in D' because it has been assumed that there is 
little chance for all of the nearby nodes (within a cluster) 
to get similar wrong readings.  

Datasets are generated using SimPy simulator and 
stored in database. Dataset of LED was taken into con- 
sideration and node level and cluster level discrimination 
was done using Python. Peterson algorithm was used to 
select the cluster head. Incremental clustering and PCA 
was also carried out. Final graph was plotted with the 
collected data. Data Aggregation has been carried our 
using READA to eliminate the redundant information 

while collecting the information in nodes itself [10]. 
From the data set, LED of red, yellow, green and or- 

ange colors are considered. Wireless sensors are setup for 
the detection of various properties like Wavelength, Volt- 
age, Light, Temperature, Accel_x, Accel_y. The values 
generated using SimPy (Simulator Python) are entered 
into the database using MySQL. A total of 492 values are 
stored into the database. Principal Components are iden- 
tified as the ID of the sensor, Voltage and Wavelength 
[11,12]. The outliers are identified using the proposed 
method and the result is compared and analyzed with the 
previous statistical method.  

4. Comparison and Future Work 

Here for the comparison outlier detection process using 
traditional Statistical method and proposed Bucket-width 
algorithm green values are only considered. Wavelength 
vs. Voltage graph is plotted to show the values with out- 
liers. The graph is plotted with Wavelength on X-axis 
and Voltage on Y-axis. 

Total of 87 values are generated for green out of which 
Statistical method detects 22 outliers (Figure 1) and 
Bucket-width algorithm detects 24 outliers (Figure 2). In 
the graph above Normal values are plotted in orange and 
outliers are plotted in blue.  

For the comparison of the Efficiency of the Statistical 
method vs. Bucket-width outlier detection algorithm total 
values generated and total outlier detected by the two 
methods are compared using bar graph (Figure 3). 

Statistical method detects 22 outliers and Bucket- 
width algorithm detects 24 outliers (Table 1). 

Hence increase in Efficiency = ((24 – 22) / 87) × 100 = 
2.3% 

This 2.3% efficiency can be improved when a database 
having thousands of values is taken. 

5. Conclusion 

In this paper, self umpiring system which performs in- 
cremental cluster algorithm, PCA and outlier detection 
was tested. In our system each node in the path from  
 

 

Figure 1. Traditional statistical method with outlier. 
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