N 77

Published Online February 2009 in SciRes (http:#n8ciRP.org/journalfijcns/). N2 g;slfl‘;;',j?”g

I. J. Communications, Network and System Sciences, 2009, 1, 1-89 %ﬁ\}\ Scientific

On the Scalable Fairness and Efficient Active Queue
M anagement of RED

Hui WANG, Xiao-Hui LIN**, Kai-Yu ZHOU? Nin XIE"*, Hui LI®
'Department of Communication Engineering, Shenzhen University, Shenzhen, China
“China Telecom Beijing Research Institute, Beijing, China
3Shenzhen Graduate School, Peking University, Shenzhen, China
“National Mobile Communications Research Laboratory, Southeast University, Nanjing, China
Email: *xhlin@szu.edu.cn
Received October 22, 2008; revised December 2, 2008; accepted December 31, 2008

Abstract

Internet routers generally see packets from a ffagt more often than a slow flow. This suggestst tha
network fairness may be improved without per-floviormation. In this paper, we propose a schemegusin
Most Recently Used List (MRUER list storing statistics of limited active flowsat sorted in most recently
seen first mode-to improve the fairness of RED.dBasn the list, our proposed scheme jointly comsitlee
identification and punish of the fast and unrespe@ngast flows, and the protection of slow flowss |
performance improvements are demonstrated withnsixte simulations. Different from the previous
proposals, the complexity of our proposed scherpeoigortional to the size of the MRUL list but rootupled
with the queue buffer size or the number of aclioers, so it is scalable and suitable for varioosters. In
addition, another issue we address in this papguésie management in RED. Specifically, we repthee
linear packet dropping function in RED by a judiljialesigned nonlinear quadratic function, whilégoral
RED remains unchanged. We call this new schemeitgarl RED, or NLRED. The underlying idea is that,
with the proposed nonlinear packet dropping fumgtjpacket dropping becomes gentler than RED at ligh
traffic load but more aggressive at heavy loadaAssult, at light traffic load, NLRED encouragks touter

to operate in a range of average queue sizes rdera fixed one. When the load is heavy and vieeage
gueue size approaches the pre-determined maximreshitld (i.e. the queue size may soon get out of
control), NLRED allows more aggressive packet dnogpo back off from it. Simulations demonstratatth
NLRED achieves a higher and more stable througtaut RED and REM. Since NLRED is fully compatible
with RED, we can easily upgrade/replace the exydRED implementations by NLRED.

Keywords. Random Early Detection, TCP, Unresponsive FlowsnEas, Queue Management

1. Introduction under two conditions. Firstly, when two or more TCP
flow with different RTT competing for the bottlerlec
: : : : . bandwidth, RED tends to let the flow with shorteFTR
With the increasing popularity of stream media &ppl use more bandwidth [9]. Secondly, when responsive T

cations, the fairness of networks has attracted hmuc ) ;
research attention f11]. With these research efforts, a flows shares a RED router with unresponsive UDRslo
1] * “ unresponsive UDP flows may has unreasonable high

number of schemes{42] were proposed to improve the throughput than TCP flows [8].

fairness in networks with modifications to the qgeleu Although per-flow queue (i.e. Fair Queuing [4,1B])

management schemes implemented in Internet routers. the most direct solution to the unfair problemsthvihe
Known as Active Queue Management (AQM), Random large number of flows possibly sharing a link, striot

Early Detection (RED) [13] is recommended by IEBF f  scalable for an Internet router. Notice that a eosees

gueue management in routers. However, past workpackets from a fast flow more often than a slowflave

shows that unfairness of RED may occur with RED propose in this paper the Scalable Fair RandomyEarl
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Detection (SFRED) to improve the fairness of RED. A encourages the router to operate inange of average
Most Recent Used List (MRUL) storing up d most  queue sizes rather than a fixed one. When the i®ad
active connections’ traffic statistics is maintainby heavy and the average queue size approaches the
SFRED. Based on the list, SFRED has jointly congide  maximum thresholdmaxs-an indicator that the queue
the punishment of fast flows, unresponsive faswdlo  gi;6 may soon get out of control, NLRED allows more
andllthe_ protegt}on |°f. shoré life slow fIO\r/]vs (SngR?g , aggressive packet dropping to quickly back off friim

app '.C?‘“O”S)- Simulations demonstrate that Simulations demonstrate that NLRED achieves a highe
S|gn|f|ca}ntly |mprove_d the fa!rness of RED. The and more stable throughput than RED and REM, an
complexity of SFRED is proportional to the sizetbé efficient variant of RED. Since NLRED is fully

MRUL but not coupled with the queue buffer sizethor X . ;
number of active flows, so it is scalable and $léteor co_mpatlble W'_th RED, we can easily upgrade/repthee
various routers existing RED implementations by NLRED.

Another issue we address in the paper is efficient The rest of _th|s paper is organized as following. |
queue management in RED. Among various AQM Section 2, we introduce the background and thdaemla
schemes, RED is probably the most extensively studi work. of RED, tpgether W'.th the proposed SFRED
RED is shown to effectively tackle both the global algorithm. In Sepuon 3, we give the sn_nulaﬂonukzsofl
synchronization problem and the problem of biasrega SFRED. In Sectlon.4, we present Nonllnea}r RED. .TSh'S

followed by extensive simulations in Section 5. iy,

bursty sources. Due to its popularity, RED (owasiants) Ve th ludi ks in Section 6
has been implemented by many router vendors in thei W€ 9IV€ € concluding remarks in section o.

products (e.g. Cisco implemented WRED). On the rothe

hand, there is still a hot on-going debate on the2. Scalable Fair RED

performance of RED. Some researchers claimed that

RED appears to provide no clear advantage over-droprep [13] provides high throughput while keeping gho

tail mechanism. But more researchers acknowledu®d t queue length (i.e. queuing delay) at the routecsvéver,

RED shows some advantages over drop-tail router# bu [8 9] have shown that RED has fairness problemseiwh

is not perfect, mainly due to one or more of tofeing  two or more TCP flow with different RTT competingrf

problems. the bottleneck bandwidth, RED tends to let the floith

® RED performance is highly sensitive to its paramete shorter RTT use more bandwidth [9]. Similarly, when
settings. In RED, at least 4 parameters, namelyresponsive TCP flows shares a RED router with
maximum threshold (max, ), minimum threshold  unresponsive UDP flows, unresponsive UDP flows may

min, ), maximum packet dropping probabilitynéx. ), ~ has unreasonable high throughput than TCP flows [8]
(min,) P ppPIng p ») LRU-RED [4] was developed based on a LRU list to

and weighting factor, ), have to be properly set. identify high bandwidth flows. This scheme derived
® RED performance is sensitive to the number of from the fact that a router should see a packen @ifast
competing sources/flows. flow more often than a slow flow, so that the numbg
® RED performance is sensitive to the packet size. states to be kept for maintaining the fairness ban
® With RED, wild queue oscillation is observed wheat bounded. However, we find the design of LRU-RED in
traffic load changes. [5] is too rough to fully utilize the potential &RU table.

As a result, RED has been extended and enhanced iRor example, it cannot identify an unresponsivevfkn
many different ways. It can be found that a commonthat the second unfairness condition mentioned in
underlying technique adopted in most studies &eer a  Section 1 cannot be solved. Motivated by this, his t
router to operate around a fixed target queue (svbéch paper, we will propose a new scalable fair AQM scbge
can either be an average queue size or an instantan the SFRED. SFRED is developed based on a listaimil
gueue size). There are some concerns on the ditjtabi to the LRU but the list (MRUL) keeps more infornaati
of this approach, since the schemes thus desigred a SFRED has combined many novel ideas in previous wor
usually more complicated than the original RED.sThi in its design, such as the punishment of unrespensi
renders them unsuitable for backbone routers wherdlows [8,10] and the protection of slow flows [2].
efficient implementation is of primary concern.dame The fairness of Scalable Fair RED (SFRED) is
schemes, additional parameters are also introddded.  enforced in three steps, namelgentifying and limiting
adds extra complexity to the task of parameteingett fast flows, identifying and punishing unresponsive fast
Unlike the existing RED enhancement schemes, weflows, and protecting slow flows. In this paper, we
propose to simply replace the linear packet drappin consider that the SFRED working in “packet mode.”
function in RED by a judiciously designed nonlinear That is, all the computations of throughput and
quadratic function. The rest of the original REBneens ~ bandwidth allocation are in packets. However, the
unchanged. We call this new scheme Nonlinear RED, o proposed mechanisms can be easily extended to work
NLRED. The underlying idea is that, with the propds With all the throughputs and bandwidth allocations
nonlinear packet dropping function, packet droppimg Ccomputed in bits (i.e. “bit mode”).
gentler than RED at light traffic load but more ezgsive
at heavy load. Therefore, at light traffic load NER 2.1. MRUL
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From the viewpoint of fairness, the flows in netk®r be shown with the number of packet receivetj, § as

can be dast or aslow flow. A fast flow transmits faster _
. . . S T=H.
than the fair rate and may interfere with the traission . : "
of other flows; a slow flow utilizes no more tharetfair So a flow is a fast flow, if
bandwidth. T >@A+a)T, (1)

A fast flow has packets arrives at the router more

often than a slow flow. In other words, given the of L o .
fast flows in a router, with packets in the queoetesd Once a fast flow is identified, packets from tHmaf

with their arrival time, we should able to findlaast one '€ Processed by normal RED with the loss protigbili

packet from each of the fast flow before reaching t increase byT, /T, times, as

head of the queue (searching the queue from thei.end max , = (T, max,) /T,

most recently received packet, to the head i.et les ) o ) )
recently received packet). This suggests thatibissible ~ Where max, is the original maximum dropping
to build a scalable fair queue management algorithmprobability of RED, and max, is the maximum
with limited complexity. Notice that a fair queue dropping probability for the fast flow.

management scheme concerns only the aggregatéd traf Generally, such increases in loss probability is
characteristics and the characteristics of the flasis. sufficient for a responsive TCP flow, since the TCP
The aggregated traffic characteristics are needwd f analytical models [14] indicates that TCP throughisu
determining the fair rate. The characteristicsast fflow inversely proportional to the packet loss rate. Siering
are needed for determining the per flow punishment.he pbyrsty nature of TCP transmission, this is also
Motivated by this, we develop the Scalablle Fair RED necessary as applying a strict bandwidth limitatery.
(SFRED) based on the Most Recent Used List (MRUL).  4rqnning all packets received from a flow except first

In SFRED, a router maintains a linked list (MRUL) e in each 0.5s interval) results in lower thair frate
for up toN most recently seen active flows (flows that throughput for a TCP flow

has packet routed through the router recently).s Thi
linked list keeps simple traffic statistics for baaf the

active flows in list, such as the number of packe
received H,, i=1,2,...,N) and dropped H,, i= ) ) ) ) -
1,2,...,N). Besides, SFRED also keeps the number Otlt;iowever, simply increasing the dropping probabiligs

. een proved to be not effective for the unrespensiv
packet received ), dropped f,) for the aggregated flows [8], such as consistent bit rate user datagra

traffic, and the total number of activate flows) ~ protocol flows (CBR-UDP). An unresponsive flow does
The MRUL is maintained as folllows. Upon receiving not dynamically change its throughput with netwstéite
a packet, SFRED searches the list for a node nmchi (e g. the packet loss rate). In other words, itsdoet

the address of the arrived packet. If it is notnidu  adopt the similar congestion control mechanisnEGR.
SFRED creates a new item for the flow as the Bstder,  Thys, to maintain the fairess of networks, wheerdh

where ¢ is a constant set to 0.1 in this paper.

t 2.3. Punish Unresponsive Fast Flows

and the new item is initialized witfH, =1 and H;=0.  are unresponsive fast flows, the queue management
Otherwise, if a node matching the address is ldgate scheme should take a more actively part in purgstiem.
SFRED increases the number of packet receive) ( In SFRED, the identification of unresponsive fast

by one and moves this item to the list header. SFRE flows is based on analyzing the drop history ofhefast
then processes and checks if the packet should b#ow that performs similar with the method adopted
dropped, and changes the number of packet droppe#flentify fast flows in [10]. Notice that an unresive
(H,) accordingly. When there are alreablynodes in fast flow does not changes its transmission ratb thie

the list (i.e. the list is full), SFRED deletes tal node ~ P2CKet loss rate. When it shares a SFRED queue with
before créétes the new on’e some responsive flows, comparing with the respeansiv

Based on th cala sored 1 VR, SERED perormsyor, L1 2 101 Deckel o e s e bner
the identification of slow, fast, and unresponsfast : Y

flows, as well as determines the particular punishino maintain high throughput under a high loss rateusTan

the fast and unresponsive fast flows unresponsive fast flow is identified by comparirte t
P ‘ per-flow/average loss rate and the per-flow/average

22, Identify Fast Flow throughput. From sub-section 2.1, the packet latsfor

a flow is
i : Li = Hdi /Hri
To be fair, a queue management scheme shouldbfirst
able to identify the fast flow. In SFRED, the feate T, The average packet loss ratelissH, / H, .
is computed as: Thus, when (1) and., > 1+ A)L,
T, = H —H, where B is a constant set to 0.1 in this paper, a
n unresponsive fast flow is identified. The identifilow

With the MRUL, the throughput of an active flow can is then applied with a deterministic packet loss

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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probability of 1. In other words, if a flow has agket
income rate higher than fair bandwidth and at tmes
time its packet drop rate is higher than the averags
rate, the flow is identified as an unresponsive flsv
and all the subsequent packets from the flow asppid.

2.4, Protect Slow Flows

The requirement of protecting slow TCP flows, i.e.
protecting TCP flows from a packet loss at the shbart
phase, arises from the fact that most short lif® TiGws
are low slow flows. With limited data to be transtetl, a
single short life flow generally cannot reach itdl f
transmission rate before the connection is terrathat
However, the performance of short life connectisn i
important for the overall Internet performance.

In SFRED, a new flow seen by the router is protécte
from experiencing packet loss by modifying the
threshold of RED. That is, when a packet is reckaed
the MRUL shows that the flow is wittH, <7 and
zero H,, where 7 is a constant, the flow is treated as
a slow flow. To determine whether the packet shdngdd
dropped, SFRED calls RED with both the minimum
threshold and maximum thresholds increased lby
packets. This equals allocatink) packets buffer in the
gueue to protect slow flow. Because this buffesti a
part of the queue, when congestion becomes seslere,
flows will experience packet loss so that their

ET AL

that it does not limit the throughput of a flow. rFa
CBR-UDRP flow, it transmits a UDP packet with siz2¢
bytes everyt,s, where X is fixed for a flow but may

differ between flows. The path fron to R (forward

path) always carries the data packets, while therse
path from R to Bcarries the ACK packets.

The Web-like flows are implemented to acquire eihoug
simulation results with short life TCP connectiomasd
avoid collapsing the simulator with too many reseur
allocation requests for new connections. A Web-fllgy
is designed to get a small amount of dal, (packets)

each time. Upon finishing the current transmissiomgsets
the connection state (so that its transmissioramsstvith
slow start) and transmits anoth&,, packets.

3.1. Fairnessamong TCP Flows

Figures 2 and 3 show the bandwidth usage of two FTP
flows under RED and SFRED queues, with10ms and
7,=100ms, 7.=10ms, andz=5ms. Each marker on the
curves represents a 10s average of the TCP thratghp
traced at router GO. With much less margin betwéen
two curves, Figures 2 and 3 show that SFRED acHieve
fairer bandwidth allocation than RED. Figure4how
the simulation results with 30 Web-like flows and~§
flows, over 2000s of simulation duration. The siatidn
parameters arer;=t,=...=130=17;=10ms, 73,=10mMs, 13,
=100ms,;;=3ms, and,=10 packets. Figure 4 shows the

throughputs are controlled by SFRED. Because theysnqguidth usage of the two Ftp flows under the RED

congestion window of a TCP connection reaches @l lev
that able to generate duplicate ACK after sendatatut
10 packets, the constamt is set to 10.

3. Simulation Validation of SFRED

queue and Figure 5 shows similar results under the
SFRED queue. The dash dotted curve presents the
theoretical fair rate-the bottleneck bandwidth ovee
total number of flows. Again we see SFRED enables
much efficient fair bandwidth allocation than RED.

Figure 6 shows the cumulative distribution functadn
the data transfer delay of the 30 Web-like flowsork

We evaluate the performance of SFRED by simulatingy,s figure, the transfer delay of Web-like flowsader

the network in Figure 1 with NS2 [15] simulator. €Th
senders (notedS , i=1, ..., n) are linked to router GO
with 10Mbps links, with variable propagation delay

ms. A common receiver R is linked to router G1 wath
10Mbps link with delayr, ms. From Figure 1, the link

SFRED is more stable than RED, in that most of the
transmissions finish in 2s. The improvement to gfan
delay performance is further presented statisticaith

the variance and mean in Table 1. It shows thatESFR
performs better in the both metrics.

between routers GO and G1 is the bottleneck of theTablel Satistic of data trandfer delay, 30 web and 2 FTP flows

network, with a bandwidth of 1.5Mbps and a delay
ms. Note that all the delays, namelg, 7., and 7,

r

are variable. For the RED parameters [13], unless

otherwise stated, we use minimum threshaidth=5,
maximum thresholdmaxth=15, weighting factorw, =

0.002, and maximum dropping probabilityax,=0.1,

with a fixed buffer size of 50 packets.

The traffic simulated in the network includes Idifg
FTP, CBR-UDP, and short life Web-like flows. In #ie
simulations, packet size of 1KB is used for TCRv#o
(FTP and Web-like). The receiver’s advertised windo
is set to two times of the bandwidth delay produsts

Copyright © 2009 SciRes.

RED SFRED
mean(s) 2.057 1.825
Var 18.1812 3.977

1.5M 1.ms \G_l/ 10M T=-ms @
10M 1o ms

Figure 1. The network simulated.
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Figure 2. Bandwidth usage of two FTP flows, with 7;=10ms
and 7,=100ms, under RED queues.
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Figure 3. Bandwidth usage of two FTP flows, with 7;=10ms
and 7,=100ms, under SFRED queues.
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Figure 4. Bandwidth usage of two FTP flows, with 7;=10ms
and 7,=100ms, under RED queues, with 30 web-like flows.

3.2. With CBR-UDP Flows

Figures 7 and 8 show the bandwidth of 4 flows. Tofio
them are CBR-UDP flows, with=10ms, X, =1KB, t,,

=10ms, t, =100ms, X,=500B, andt,, =5ms. The other

Copyright © 2009 SciRes.
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Figure 5. Bandwidth usage of two FTP flows, with 7;=10ms

and 7,=100ms, under SFRED queues, with 30 web-like flows.
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Figure 6. Cumulative distribution function of the trans-
mission delay, 30 web and 2 FTP flows.
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Figure 7. Instantaneous bandwidth usage of two FTP flows
and two CBR-UDP flows, under RED queues.

two flows are Ftp flows, withi3=10ms andr,=100ms.
7,=10ms andt, =5ms. From the figures, it is clear that
the implementation of SFRED protected TCP flows by

punishing the unresponsive UDP flows, although
rigorous fairness is still not attained.

1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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Figure 8. Instantaneous bandwidth usage of two FTP flows
and two CBR-UDP flows, under SFRED queues.

4. Nonlinear Random Early Detection

4.1. NLRED Algorithm

RED was mainly designed to overcome the two
problems associated with drop-tail routers, namely,
global synchronization and bias against bursty esir

Unlike the drop-tail mechanism, RED measures
congestion by the average queue size and drop®tsack

randomly before the router queue overflows. When a

ET AL

aggressive at light load, and not aggressive enaugn

the average queue size approaches the maximum
thresholdmax;,. We also believe that the performance
improvement of some previous work is at least paltle

to the employment of nonlinear dropping functioither
intentionally or unintentionally. (More reasons be
provided later.) However, we notice that these
improvements may not be suitable for core routess,
their corresponding nonlinear dropping functionsagiy
complicate the basic mechanism of RED. In this pape
we propose to replace the linear packet dropping
probability function by a judicially designed quatic
function. The resulting scheme is called non-line&D

or NLRED. The pseudocode of NLRED is summarized
in Figure 9.

When avg exceeds the minimum threshold, NLRED
uses the nonlinear quadratic function shown in t(8)
drop packets, wheremax, represents the maximum
packet dropping probability of NLRED. Figure 10
compares the packet dropping functions for RED and

NLRED. (The choice of a quadratic function is fuath
explained in the next subsection.)

_O avg < min,
) avg - mi A
' (g—_mnm)z max; min, <avg<max, (3)
max, 1”m max, < avg

packet arrives at a router, the average queue size, Comparing (3) to the dropping function of original

denoted avg , is wupdated using the following

exponentially weighted moving average (EWMA)
function,

avg = (1-w,)avg + w,q

RED in (2), if the same value ofmax,, is used, NLRED

will be gentler than RED for all traffic load. This
because the packet dropping probability of NLREMD wi
always be smaller than that of RED. In order to entile

where avg' is the calculated average queue size whentWo schemes to have a comparable total packet sgpp

the last packet arrived is the instantaneous queue size,
and «, is the pre-determined weighting factor with a
value between 0 and 1.

As avg varies from a minimum thresholding, to a

maximum threshold max; the packet dropping
probability pq increases linearly from 0 to a maximum
packet dropping probabilitynax,, or

Q avg < min,,
Py = e, min, <avgsmax, (2
max, — min, max,, < avg
1 h

The throughput performance of RED is not stable. Fo
example, when the traffic load is very light and IRE
parameters are aggressively set or when the tilaffit is
very heavy and the parameters are tenderly set, th
throughput is low. It has been shown that no sisgkeof
parameters for RED could get a stable performance
under different traffic loads. We believe such aility
is due, at least in part, to the linear packet diagp
function adopted by RED, which tends to be too

Copyright © 2009 SciRes. 1.J

probabilities, we setmax; =1.5max,, such that the
areas covered by both dropping functions frenm,, to
max,, are the same, or

J

4.2. Why Usea Quadratic Function?

maXy
ming,

p,d(avg) = [ 7 p;d(avg)

Given that N TCP flows equally share a link with

NLRED

for each packet arrival:
calculate the average queue siaeg

if avg<min,
no packet drop
else if miny, < avg < max,

calculate the packet drop probability using (2)

drop the packet with the calculated probability
else

drop the packet

Figure 9. Pseudocode of NL RED.

. Communications, Network and System Sciences, 2009, 1, 1-89
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appealing. From Figure 10, when the average quieee s
is slightly larger than min, , the packet dropping
probability is smaller than the corresponding RE3.
such, the average queue size will not be forceddrk
around min, as strongly as that in RED. Or, one can
interpret this as follows. Under current traffiath the
signal for congestion is not strong enough to fystny
severe measures to cut back queue size; so argeuatte
RED packet dropping probability is desirable. While
doing this, we naturally encourage the routersperate
over a range of queue sizes closernin, (instead of
at a fixed target queue size). Whewg approaches
max,,, the congestion becomes more pronounced. The

routers can thus take decisive actions to dropetackt a
rate higher than RED. Wheavg is bigger thanmax,, ,
the routers drop any packets received. Although BRE
shows superior performance than RED with an adwitio
linear dropping function wheravg is betweenmax,

and 2max, , the design of NLRED does not adopt

bandwidth L, and experience a random packet loss/dropsimilar approach. Besides simplifying the algorithm

probability p. It was shown thatp and N has the
following relationship.

(N |v|ss*a)2
p<| ————
L RIT

determined drop is more reasonable for NLRED than
another slow changed dropping function (such ad use
GRED), because higher than RED dropping probalbitiy
already been proven to be too gentle.

where @ is a constant. This equation indicates that to . Simulation of Nonlinear RED

effectively manage the flows (so as to fully utlithe

available network bandwidth) the packet dropping NLRED is implemented using ns-2 simulator [18]. We

probability should vary quadratically with the nuentof
flows. However, finding the number of active flowsd
needs 1) per flow information, 2) extra storagecspfar
storing extra state information, and 3) extra route
processing overhead. Besides, the resulting flomber

is nothing more than an estimation [13,16].

In (3), we have proposed to vary the packet drappin
probability based on a quadratic function of averag
gueue size. In [17], it is shown that the averageug
size at a router is roughly directly proportional the
number of active TCP flows passing through it. Tisis
further verified by the simulations results showm i
Figure 11. The average queue size versus the nuofiber
flows is obtained by simulating the network in Figd2
with drop-tail router mechanisms. (Other simulasion
using RED with different traffic load also show #amn
results.)

In fact, choosing a quadratic function is alsoititely

Copyright © 2009 SciRes.

conduct the simulations based on the network inreid 2,
which consists of N senders and one sink, connected
together via two routers A and B. The link betweike

two routers is the bottleneck. By varyiny , we produce
different levels of traffic load and thus differdatels of
congestion on the bottleneck link. The active queue
management schemes under investigation are imptethen
at router A, which has a queue buffer size of 12€kpts.
Unless otherwise stated, we assume that all packets
generated by the senders are 1000 bytes long. dixten
simulations based on this network using differe@PT
implementations (Tahoe, Reno, and New Reno), RTTs,
and AQM schemes (with different parameter sets, ar
conducted, whereas only a representative subséteof
results based on TCP Reno is reported below. Besice
choose to compare NLRED with GRED [19] instead of
RED, due to the superior performance of GRED over
RED. We also compare NLRED with REM [18] as it is a
representative scheme that steers a router to tepera

1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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around a fixed target queue size with excellenbntepl
performance.

Experiment 1

Figures 13 to 16 show the results of a set of sitiars
with the number of long-lived TCP flows increasing
from 5 to 120 andmax,, varying from 0.02 to 0.5. The

receiver’s advertised window of each connectioseisto
be bigger than the bandwidth delay product. Eadhtpo
of the simulation results is obtained from a sing@o
seconds simulation while the statistics are catiédn
the second half of the simulation time (i.e. theosel
100-second interval).

As explained earlier, in order to compare GRED and
NLRED, the maximum packet dropping probability of
NLRED is set as max, =1.5max, . As such, the

simulation results/curves obtained using NLRED Wl
labelled by its equivalenimax, instead of max;. As
an example, the line labelled witimax, = 0.1 in Figure
16 means the actual maximum packet dropping
probability is max; =0.15. Both GRED and NLRED
use the same set of parametesg, = 0.002, min, =10,
and max,, =30.

Figures 13 and 14 show the bottleneck link throughp
against the number of flows. Each curve in therfgu
represents the simulation results with a givex; .

Comparing the two figures, we can see that NLRED is
less sensitive to the choice 01‘1axp under different

traffic loads (i.e. number of flows). Although the
throughput of NLRED still changes with the loadys fo
some max, selections (e.g.max, =0.05 to 0.1, or

max; =0.075 to 0.15), NLRED is very successful in

maintaining a high throughput regardless of thelilog.
This is mainly due to NLRED’s nonlinear quadratic
packet dropping function, which allows more packet
bursts to pass when the average queue size is, sméll
drops more packets when the average queue siz
becomes large.
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Figure 13. Throughput vs. number of flowsusing GRED.
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Figures 15 and 16 show the change of the average
queue size with the number of flows. Unlike GRER: w
can see that NLRED allows the average queue size to
grow at a faster rate when the number of flowsnisls
As the number of flows increases, NLRED tends to
control the average queue size better (i.e. thei@gee
converges to a stable value faster) than GRED.
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Figure 17. Change in queue occupancy when NLRED is used
with N=100 flows.
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To have a closer examination on the ability to cmnt

gueue size, we show in Figures 17 and 18 the

instantaneous and average queue sizes againstvithe,
the number of flowsN =100 and max, =0.02. We

can see that the oscillations in both instantanesmd

average queue sizes are much more noticeable when _.

GRED is used. With NLRED, the oscillations are
effectively suppressed, again due to its nonlirgsoket
dropping function.

Experiment 2

We compare the performance of GRED, REM [20] and
NLRED under different traffic loads. We sebax, of

all the three AQM schemes to 0.1g, =0.002,
min, =10, and max, =30. The default parameters of
REM in ns-2 are used, they ang=0.001, a=0.1,
@=1.001, and b=20.
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It is interesting to see a short concave phase vthen
traffic is changed from 10 flows to 40 flows. ltshown
that the performance of NLRED is not very stablertu
this range, partly because of the sharp non-cootigu
increase of dropping probability fronmax, to 1 when

avq grows over max . However, as soon as the

number of flows is larger than 40, the throughput f
NLRED quickly converges to the link bandwidth.
Besides, during the concave range, the throughput o
NLRED is still always higher than GRED. Figure 20
shows the corresponding average queue size of using
GRED, REM, and NLRED. By steering the queue
around a target length, REM suffers the low thrgugh
when traffic load is extremely light (less than I6ws)

and extremely high. WheN>60, the throughput of
REM is unstable and drops ldsncreases.

Since Misragt al. [14] indicated that packet size affects
the performance of AQM schemes, in this experiment
(again based on Figure 12), we test and compare the
packet size sensitivity of GRED, REM, and NLRED.NRE
is configured to work in byte mode because pacladen
shows extremely poor performance. (We believe thar e
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From Figure 19, we can see that NLRED has theFigure 20. Average queue size vs. flow number: GRED,

highest overall throughput, whereas GRED is thesktw
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REM and NLRED.
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predictable average queue size, and can achievgharh
throughput. We credit the above performance gaith¢o
idea of encouraging the router to operate ovemgeraf
queue sizes according to traffic load instead of fiked
one. This is realized in NLRED by using a gentlelkga
dropping probability at the onset of the congestamd a
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much more aggressive dropping probability when the
congestion becomes more pronounced.
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uses bytes as unit whereas others use packetli® s
the problem, we normalize the queue length of bytee
REM to use packets as unit. The conversion assathes
the packets are with the same size as the refetqramket 1]
size. We simulate 50 long-lived FTPs. For each AQM
algorithm, we conduct a set of simulations with plaeket

size ranging from 100 bytes to 2500 bytes. Figute 2 2]
shows the throughput against packet size. We cathse
NLRED is least sensitive to the packet size antethee is

better than both GRED and REM. [3]

6. Conclusions

(4]
We have proposed a mechanism improving the fairness
of Internet routers, which called SFRED. The megran
was developed with a MRUL in which states of upNto  [3]
most recently used flows are stored. SFRED then
identifies and punishes the fast and unresponsig¢ f
flows. To improve short TCP transaction performance
SFRED also protects slow flows by allocating a $mal
amount of buffer. Simulations show that the SFRED
proposed has significantly improved the fairnesRBD, (6]
with only limited resource usage. Different frometh
previous proposals the complexity of SFRED is
proportional to the size of the list but not coupleith
the queue buffer size or the number of active flosesit
is scalable and suitable for various routers. Meeeoin 7
this paper, we also proposed a new active queué
management scheme called Nonlinear RED (NLRED).
NLRED is the same as the original RED except that t
linear packet dropping probability function is reped by
a nonlinear quadratic function. While inheritingeth 8]
simplicity of RED, NLRED was shown to outperform
RED as well as REM and some of its variants. Iti@dar,
NLRED is less sensitive to parameter settings,ahamre

Copyright © 2009 SciRes.
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