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Abstract 

In the paper, we obtain new sufficient conditions ensuring existence, uniqueness, and asymptotic stability of 
the equilibrium point for delayed neural network via nonsmooth analysis, which makes use of the Lipschitz 
property of the functions. Based on this tool of nonsmooth analysis, we first obtain a couple of general re-
sults concerning the existence and uniqueness of the equilibrium point. Then we drive some new sufficient 
conditions ensuring global asymptotic stability of the equilibrium point. Finally, there are the illustrative 
examples feasibility and effectiveness of our results. Throughout our paper, the activation function is a more 
general function which has a wide application. 

Keywords: Delayed Neural Networks, Global Asymptotic Stability, Nonsmooth Analysis 

1. Introduction 
 
In recent years, the stability of a unique equilibrium 
point of delayed neural networks has extensively been 
discussed by many researchers [1–5]. Several criteria 
ensuring the global asymptotic stability of the equilib-
rium point are given by using the comparison method, 
Lyapunov functional method, M-matrix, diagonal domi-
nance technique and linear matrix inequality approach. 
In [1–5], some sufficient conditions are given for the 
global asymptotic stability of delayed neural networks by 
constructing Lyapunov functions. A new sufficient con-
dition on the global asymptotic stability for delayed neu-
ral networks via nonsmoosh analysis is derived in this 
letter. The condition is independent of delay and imposes 
constraints on both the feedback matrix and delayed 
feedback matrix. Our results generalize and improve the 
preciously known works due to expending the activation 
function of the delay part. 

Concerning the global stability of delayed neural net-
works described by the following differential equations 
with time delays 

( ( )) ( ( )) ( ( ))x g x t Af x t A h x t u           (1) 

where  1( ) ( ( ), , ( ))T n
nx t x t x t  

1 1( ( )) ( ( ( )), , ( ( )))T n
n ng x t g x t g x t   

1 1( ( )) ( ( ( )), , ( ( )))T n
n nf x t f x t f x t   

1 1( ( ) ( ( ( ), , ( ( ))) n
n nh x t h x t h x t         

and ( )ijA a , ( ) n n
ijA a    are respectively, the 

feedback matrix and the delayed feedback matrix. u   

1 2 , , )nu( ,u u T n  is a constant input vector and   

is the delay parameter. Furthermore, we assume that the 
function g , the activation function f  and the activa-

tion function  satisfy the following conditions: h
A1) Each function :ig 

0im 
 is a locally Lipschitz 

function and there exists  such that ( )i ig y m   

for all at y  which ig  is differentiable. 

A2) Each function :if 
0ik 

 is a globally Lipschitz 

function with module , i.e., 

1 2 1( ) ( )i i i 2f y f y k y y    

1, ,i n    and 21, yy  

A3) Each function :ih 
0il 

 is a globally Lipschitz 

function with module , i.e., 

1 2 1( ) ( ) ( ) ( )i i i i ih y h y l f y f y   2  

1, ,i n    and 1 2,y y   
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The paper is organized as follows: Section 2 contains a 
short introduction to nonsmooth analysis for Lipschitz 
functions. In particular, the Lipschitzin Hadamard Theo-
rem is explained and a homeomorphism theorem is ob-
tained. Section 3 is to demonstrate how nonsmooth 
analysis can be carried out on (1) to derive sufficient 
conditions to ensure the existence and uniqueness of the 
equilibrium point of (1). In Section 4, we study new suf-
ficient conditions with guarantee the GAS of the (1). In 
Section 5, we have an illustrative example and its simu-
lations. We conclude in Section 6. 

Notation: Let  be the constants 

given in assumptions (A1), (A2) and (A3), define two 
diagonal matrices 

, , , 1,2,i i im k l i n …,

1 2diag( , , , )nM m m m  and K  

 1 2diag( , , ,k k  )nk

Let   and . min { },i im m max { }i ik k max { }i il l

Let   denotes the Euclidean norm for vectors and 

the matrix norm for matrices for any vector 1 2( , ,v v v  

 , ) n
nv  1 2( , , , )T

nv v v v   similarly, for any 

matrix , ( ) n n
ij

 B b ( )ijB b . 

Let ( )B  denote the spectral radius of . It is 

known that 

B

( ) ( )B B  . Moreover, 

~

( ) ( )B B   if . 
~

0B B 

B



is called a  matrix (  matrix ) if and only if  

all principal minors of  are positive (nonnegative) 
and denoted by . For any matrix 

,  i.e., 

P

( )

0P

0(B P 

(B B

B
B P

2) 
)

Bn nB 
2 ma(1/ x )T

2 ( )B  is 

the largest eigenvalue of the symmetric part of . All 
the mathematical facts concerning the eigenvalues of a 
matrix used in this paper can be found in the book [6]. 

B

 
2. Nonsmooth Analysis on Lipschitz  

Functions 
 
We first review some concepts which are essential for 
conducting nonsmooth analysis on Lipschitz function. 
Then we state the Lipschitzian Hadamard Theorem, whi- 
ch gives conditions for homeomorphism of Lipschitz 
functions. Finally, we give a sufficient condition which 
ensures the existence and uniqueness of the equilibrium 
point of (1) for any input vector . nu

Let the function  be locally Lipschitzian. : nF  n

According to Rademacher’s theorem [7], F  is dif-
ferentiable almost everywhere. Let FD  denote the set 

of those points where F  is differentiable and ( )F x  

denote the Jacobian of F  at Fx D . For any given 
nx

( ) ( )
: sup

n

x
y x

x y

F y F x
Lip F

y x
 





 

Since  is locally Lipschitz, the constant xLipF  is 

finite and we have 

, define the constant 

( ) xF x L  ip F  for any Fx D . 

Now we are ready to  generalized Jacobian 
in 

 define the
the sense of Clarke [8]: 
For any nx , let F  be the set of the following 

co f matricllection o es 

( ) { |F x co W ther

{ } lim ( ) }
k

k k
F

x x

e exists a sequence of

x D with F x W


 

   

co  where denotes the convex hull of the set  . It is 

easy to see that the above definition is well defined and 

xW Lip F  for any ( )W F x .We say that ( )F x  

 every elem  is invertible if ent W  in F  is nonsin  

For any given , nx y

gular.

 , the Lebo rg Theorem [8] u

states that there e  element W  in the union 

[ , ] ( )z x yU F z

xists an
  such that 

) ( )( ( )F y y xF x W    

[ , ]x y  where denotes the segmen onnecting t c x  and  y .

For any two locally Lipschitz functions : n nF   ， 
n n n , :G   , we have 

( ) ( )( )F G xF x G      nx . for all  

Now we are ready to state the Lipschitzian Hadamard 
Theroem which will lead to our homeomorphism result 
Theorem 1. 

Lemma 1 [9] (Lipschitzian Hadamard Theorem): Sup-
po n nse :F   ， is locally Lipschitzian and let 

0  . If ( )F x  is invertible and 1W   for all 
nx  and ( )F x all W  , then F  eomor- 

rom n

is a hom

phism f   onto n . 
For ssions on a

pplications, please refer to books [7,8] as 
w

more discu the gener lized Jacobian and 
its various a

ell as to the paper [10,11]. Now, we analyze (1) from 
the viewpoint of nonsmooth analysis. We first recall that 
a state * nx   is called an equilibrium point of (1) if it 
satisfies 

*( ) ( *) 0Af x A h x u*( )g x      

To study the existence and uniqueness 
rium point for any input vector , we define the 
function 

of the equilib-
 nu

: n nF   ， by 

( ) ( ) ( ) ( )F x g x Af x A h x u              (2) 
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Naturally, F  is a locally Lipschitz function since 
,g f and h  are so. Moreover, the allized Jacobian 

of 

 gener

F  at x  is 
n 

 have

overesti d by (3). If each of the acti-
is nondecreasing 

re accurate estimate of 

mate
vation functio

 , then we

,i if h  

 a mo

on the real line 

( )F x  as 

fo




  





   (4) 

Clearly, . By applying Theorem 1 to
(4), we have the following. 

Theorem 1: Suppose functions 

llows (see (4)). 

1 2
~

1 2

| ,

diag( , , , ),

( ) diag( , , , )

n n

n

n

W C AD lA D

C c c c

F x V D d d d

    
 
   




  (3) 

, ,

1,2, , }
i i i i iwith c m k d k

for all i n

 

   
  

 



1 2
~

1 2

| ,

diag( , , , ),

( ) diag( , , , )

, 0 ,

1,2, , }

n n

n

n

i i i i

W C AD lA D

C c c c

F x V D d d d

with c m d k

for all i n

    
      
    
  






 

~

V V  (3) and 

,f g  and  satisfy 

assumptions (A1), (A2) and (A3) and that one of the fol-
lowing two conditions holds. 

lement

gular a

 h

1) Each e  W V  is nonsingular. 

2) Each element 
~

  W V is nonsin nd each ac-

tivation function if  and ih  is nondecreasing. 

Then for each input vector nu , the function F  

in ism fro (2) is a homeorph m n  onto n . 
Proof: We only p he result for the case (i). The 
se (2) be proved si  as (1). 
To show that 

rove t
ca milarly

F  is a h meomorphism from o n  to 

m 1 i ve
ll e  in uni-

uch that 

n , in accordance with Theore t suffices to pro  
that the norms of inverses of a lements  V


fo
 are 

rmly bounded. In other words, we need to show that 
there exists a positive constant   s

1W       for all  W V      (5) 

We prove it by a contradiction. Assume that there ex-
ists a sequence of matrices { }kW V  satisfying 

   

1W                          (6) 

Then there exist two sequences of diagonal matrices 
{ }kC  and { }kD , 2diag( , , , )k k k k

nC c c c  , kD1   

, , , )k k kd d d  with [ ,kd k 1 2

1,
diag(

for all 
n

,i n  su

k
i ic m  and i i ]ik  

ch 

k

that 

k k kW C AD lA D    

Recall that 1 2diag( , , , )nM m m m   and let kP   
1 kM C

k 
1 , , )k k k

np p p .It is easy

1,i n
2diag ,   

1ip ,

(

 for all 

 to see that

   

1( ) 1kP    

an

Since both sequences of dia

ounded, lo

assume that 

d ( )k kW M P   

gonal matrices { }kD  and 
1}  are b without 

1 1( ) ( )k k k kAD P lA D P  .

{( )kP  ss of generality, we 

1
1 2lim ( ) diag( , , , )k k

nk
D P Q q q q


    

For some [ , ]k i iq k k  , 1, ,i n  . We obse

e matrix sequence 
1 1{ ( ) ( ) }k k k kM AD P lA D P 

rve that 

th

 

and the matrix 

 

{ }M AQ lA Q   

Hence, those ma
all k  suffi ntly la

all belong t  the col-

lection . trices are nonsingular. 
M  rge

o

V
oreover, for cie , we have 

1( )kW P  1

1 1 1

( )

( ( ) ( ) )

k

k kM AD P lA D P



     

 ere ex-
ists a constant 

12 ( )M AQ lA Q   

This contradicts our assumption (6). Hence, th

k k

0   
 1 th

such that (5) holds. It then follows 
from Theorem at F  is a Homeomorphism from 

n  onto itself.
The above homeomorphism result means that if each 

element in is nonsingular, then the neural network 
de

 

V  
fined by (1) has a unique equilibrium point for any 

input vector nu . This result is the starting point of 
the next two sections where we will consider what prac-

ake the delay neural network stable. tical conditions m
 

nd 
niqueness of the equilibrium point of (1). As conse-

ssumption 
e existing 

s

3. Existence and Uniqueness of the  
Equilibrium Point 

 
In this section, based on Theorem 1 we present some 
new sufficient conditions which ensure the existence a
u
quences, we further show that the existence a
on nnecessary in somequilibrium point is u

ults for GAS. re
Theorem 2: Suppose one of the following assump-

tions holds: 

1) 1( ) 1A lA KM   ; 

2) 0( )A lA P    and each activation function is 

nondecreasing; 
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3) 2 ( ) /A lA m k    and each activation function is 
nondecreasing; 

Then for each input vector nu , the function ( )F   

is meomorphism from  
: 1) we first recall acts that for any matrix 

 a ho 
Proof the f

n  onto n .

n nB  ,  ( ) ( )B . And that if two nonnegative 
~

B 

 s

s from m 1 that we need 

n ere exist two 
di

matrices 

on

, n nB B 

t follow

atisfy B B , then we have 
~

( ) ( )B B  . I

~

 Theore
t in W ily to show that each elemen s nonsingular. 

Let W  be any element in V , the th
agonal matrices 1 2diag( , , , )nC c c c   and D  

1 d h i ic m  and [ ,i id k   ]ik  

for all i n uch that 

We have from the assumption i) of the theorem and 
the athe

2 , , )ndia d 
1, 2, ,  s

( ,g d  wit

W C AD lA D    

 m matical facts listed at the beginning of the 
proof that 

1 1(( ) ) ) )

((

A lA DC lA

1

((

) ) 1

A D C

A lA KM

 



 





 
 

This means that the matrix 



 



1( )I A lA DC    is non-

si

1

For the remaining two cases, we need only to show 
that each element in is nonsingular. We note the fact 

efining

ngular. Then the nonsingularity of W follows from the 
observation that 

W 1 1 1( ( ) )C I A lA DC      

V  

0i  for all ni ,,1  in dd  
~
V . 

the

 with 

positive diagonal,  an a nonnegative di-

agonal m

2) The proof is trivial by noticing  fact that for any 

three matrices ,, ,Q  in n  being 21 BB

2B 

trix

n

d Q  
1B

0P

atrix, then the matrix PQBB  21 , hence it is 

nonsingular. Any ma  we encountered in 
~

W  has the 
structure a QB2  and th efsame s non-

si
at 

s of B1 er ore it i
ngular. 
3) As in 2), it suffices to show th any element W in 

~
V is nonsingular. Th e exist two diagonal matrices 

1 2diag( , , , )nC c c c  , , )nD d d d
en ther

1 2diag( , ,   with 

ii mc  and ],0[ ii kd  for all  that 

DlAADCW

ni ,,1 such
 . Since C  is nonsingu , it suf-

fices to show the matr 1)(  DClAA   is non-
sin

lar

 INix 
gular. We prove it by a contradiction. Assume at 

 is singular, then there exists nx 0  such that 
0 , or equivalently 

 th

N
Nx

x
k

m
x

k

m
)()(( 1        (7) 

1
2diag( , , ),nq q q    then 0 1iq

DClAA )          

Let 1( / ) ,Q m k DC   , 

for all .,,2,1 ni   

Multiplying TQx)(  on both sides of (7), we have 

Qxx
k

m
QxlAAQx T )()(   T)(  

which yields that 

2
2 )( QxlAA  

22
)() Qxx

k

m
xQx

k

m
Qx

k

m TT




 

That is 

(

0))((
2

2k
 QxlAA

m   

Since 0Qx

0

 (otherwise it would follow from (7) 

that x ), we have 

)(2
 lAA

k

m
  

a contradiction to the assumption 

Hence any element 

kmlAA /)(2   . 
~
VW   is 

pletes our proof.

 Conditions for GAS 
 
In this section, we present new conditions for the GAS of 

me that all the acti
vation function are nondecreasing, i.e., the generalized 

nonsingular. This com-
 

 
4. New

the equilibrium point of (1). We assu -

Jacobian of F  at any point nx  is contained in 
~

. V
Theorem 3: In addition to assump

(A3), we assume that each activatio
tions (A1), (A2) and 
n function is nonde-

easing. Suppose cr

)(2)(2
2

2 k

m
IlAlAA    

Then for each nu  , (1) h ique equilibrium 
in

as a un
po t which is GAS. 

In particular, the DCNN where 1 km  has a 
unique equilibrium point for each input vector nu   
and this equilibrium point is GAS if the following condi-
tion holds: 

2)(2
2

2  IlAlAA               (8) 

Proof: Since )/(2)(2
2

2 , we 

obviously have )/()(2 kmlAA   . Then it f  

kmIlAlAA  

ollows

from Theorem 2 3) that（1）has a unique equilibrium 
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, is GAS. For simplicity, we shift  to 
this origin through the transformation 

en can be equivale

where  

the origin is GAS of (9). 
s ee 

point. Hence it remains to show that this equilibrium 

point, say *x

)(t 

) 

z(( 

i

((zii

y to s

*x

  

T  

*)( xtxz   

*)( xtx    )(tz 

Equation (1) th ntly written as the 
following system 

))(())((

))())((()( **

 


tzAtzA

xgxtzgtz
      (9) 

T
nzzzz ))(,(),((( 21    ),

nn zzz )))((,)),()),((()) 2211   (

T
nn zzzz )))((,)),(()),((())(( 2211     

and    ))((z  )())(( ** xfxzf iiii   

)())(()) ** xhxzh iii   

We now show that 
It is ea .,,2,1,0)0( nii   and 

))(())((

((




z

z

onsid

))(()())
2




zl

zkzT

             0) 

c er the Lyapunov function:

  (1

Let us  

 



 i t1 

i 1 0





n t

ii

n z

i

l

stzV
i

2

2

)))(
1

)(2)())





with 

d

 

z2 (( 

dstz((

0,  

  as

being chosen appr

fir ept at t ri-

opriately later on. We 

st point out that ))(( zV  is positive exc
n the sense that 

he o
gin, and it is radially unbounded i

))t((zV  )(tz . Next, evaluating the time 

along the trajectories of (9), b-
tain 
derivative of V )(z   we o

)))(())(()((
1

(

(
1
))

2

*

2







x
T ))(())((2

))(())((2))

((

2))((

)())((2)()(2((

22

*





















tztz
l

tzAtz

tzAtzg

z

z

tztztztztzV TT 

The Lebourg theorem for Lipshcitz functions means 
that 

           (12) 

for some 

))(())(2

))(()()(2

))())(()((2

)))(())(()(

*

*

22















xtzgt

tzAtztAtz

xgxtzgtz

tztz
l

T

T

TT

T

   (11) 

)()())(( ** tDzxgxtzg   

)(
)](,[ ** ygD

tzxxy
   

gFrom the definition of , matrix  is diago

we denote 

D nal, and 

1 2 ,diag( , , )nD d d d 
r ni ,,2,1 

. It is obvious to see 

 fomdi   . We then have 

2

1i
ii



2

**

)()(

))())(()((

tzmtzd

xgxtzgtz
n

T





  

2
))(())((( tz

k
tzmzT 

ies into (11) and

1

**

)

)))((

))())(())(((

m
t

ztzd

xgxtzgtz
n

i
iiii

T








  

Putting those inequalit  using (10), we 
have 

(t

)))(())(()((
1

))(())((2))(())((2

))((2))(()(2

))(()(2)(2))((

22

2

2

2



















tztz
l

tzAtztzAtz

tz
k

m
tzAtz

tzAtztzmtzV

TT

T

T

 (13) 

Noticing that 

))(())((
1

)((
1

2

)(

))(()(2)(
2

tzAAtz
m

tzA
m

tzm

tzAtztzm

TT

T







 

))(()))(((
1

)((
1

)(

))(()(2)(
2

2



















tzAAtz
m

tzA
m

tzm

tzAtztzm

TT

T

 

))(()())((

))(()())((
1

))((
1

))(())((2

2

2

2

2

tzAAtzl

tzAltz
l

tz
l

tzAtz

TT

T

T



















 

Rearranging terms in (19) and using above inequalities, 
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we obtain 

2

2

2

2

2

2
2

22
m

mm max
2

max

2

2

2

2

2

2
2

2

))((
1

))((
1

))((
1

))(()())((

))(())((2

))((2))((

))((
1

))(()(
1

))((
1

))((
1

))((
1

))(()())((

))(())((2))((2

))(()))(((
1

))(())((
1

))((















































tz
l

tz
l

tz
l

tzAAtzl

tzAtz

tz
k

tz

AAtzAA

tz
l

tz
l

tz
l

tzAAtzl

tzAtztz
k

m

tzAAtz
m

tzAAtz
m

tzV

TT

T

TT

TT

T

TT

TT

 

Let , we have ))(()/( max
2  AAml T

2
))

1 
2

2

2

2

2
2

2

2
2

2

2
max

2

max

((
1

))((

))((
1

))(()())((

))(())((2))(()))(((2

))(()))(((2

))((
1

))(()())((

))(())((2))((2

))(()))((

)((
1

))((









































tz
l

tz
l

tz
l

tzAAtzl

tzAtztzAtz

tzAtz

tz
l

tzAAtzl

tzAtztz
k

m

tzAAl

AA
m

tzV

TT

TTT

TT

TT

T

T

T

 

(14) 

Using the fact that 

)))(()))(((2

))(()())(((

))(()))(((2

))(()())((

2

2

tzAtz

tzAAtzl

tzAtz

tzAAtzl

TT

TT

TT

TT




















 

2

2

22

2

2

2

))((
1

)((

))((
1

))(())(()(

tz
l

tzIlA

tz
l

tztzAl T













 

22

2
2

2

2
max

2
max

2

2

2

2

2

222

max
2

max())((
m

tzV  

)((

))(()(2))((2

))(()))(()((
1

))(()))(((2

))((
1

))((
1

)((

())((2))((

)))(()(
1

tzIlA

tzlAAtz
k

m

tzAAlAA
m

tzlAlAAAtz

tz
l

tz
l

tz

IlAtz
k

m
tz

AAlAA

T

T

T









































 

22

2

2
max

2
max

))(())(22(

))(()))(()((
1

tzIlAlAA
k

m

tzAAlAA
m

T












 

(15) 

Now we consider the following three cases. 
1) 0))((  tz  and .It then follows from

and 

0)( tz  (15) 

)/(2
2

kmIlA    that the choice )(2 2 lAA  

))(2
2

(

))(()(
2

2

max
2

max

IlAlAA
k

m
m

AAlAA TT












  

ensures that  is negative. 

2) 

))(( tzV

0))((  tz  but . Then it follows om 

(13) that 

 0)( tz fr

))(()))(((
1

)))(())(()((
1

)(

)

 tzm  ))(()(2)(

))(()(2)(2))((

22

2

22

2

2

2























tzAAtz
m

tztz
l

tzAtztzm

l

tzAtztzmtzV

TT

T

T

))(())(()((
1 2   tztz

2

2
))(()))

1
(    tzA
l

T ）
 

max

2

(()(
1

))(()()(









A
m

tz

We recall that , which  

obviously implies 

3) 

2

2
)))(((

1   tz
l

))(()/( max
2  AAml T

0))(( tzV  for this case. 

,clearly, 0))((  tz  
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Since the matrix in (16) is assumed to be nega e 
definite, we can prove that the origin is GAS of (9)  
following the very similar way of 1)–3) in the last part of 
the proof of Theorem 3. This accomplishes our proof. 
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5. Illustrative Examples 

Example 1: Consider the following model: 

where g(x) = 0.3x, f(x) = 0.2x, h(x) = 0.1(x–sinx), obvi-
ously, satisfied the assumption ), 

(A2) and (A3), we obtain 

    

d the condi-
tion of Theorem 3. Using the Matlab, we have made 
graphics of the solution as the time in the system with 
initial conditions [-0.5 0.6 -0.8] and the delay 
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It is easy to check that the model satisfie

0 , as 
follow: (Figure 1) 

From the figure, we can easily see the system has a 
unique equilibrium point, and is GAS. 

Example 2: In order to demonstrate the validity of our 
criterion of the Theorem 4, we consider a delayed neural 
network in (5) with parameters as 

  

obviously, (A1), (A2) and (A3) hold. 
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Using the Matlab LMI toolbox, we prove that the ma- 
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Figure 1. State trajectories of 3

trix inequality (17) is feasible. Also, we obtain the matrix 

 

6. Conclusions 
 
In
un
Our study is based on a thorough nonsmooth analysis on 
functions defining DNNs. The general Theorem 1 on 
existence and uniqueness of the equilibrium point is 
proved easy to apply. This general result, allows us to 
study sufficient conditions for GAS in which the spectral 
properties of the matrix

 1 2x , x , x . 









000.0169.1

P  
 2765.1000.0

 this paper, we present new conditions for the existence, 
iqueness, and GAS of the equilibrium point of DNNs. 

 ( )A lA  play an important 

role. Advantages of our results are illustrated by exam-
ples and also given a graph of the GAS. It would be very 
interesting to see how our approach can be used to study 
conditions which do not enjoy symmetric properties. 
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