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Abstract 
The infinite dimensional partial delay differential equation is set forth and 
delay difference state feedback control is considered to describe the cell cycle 
growth in eukaryotic cell cycles. Hopf bifurcation occurs as varying free pa-
rameters and time delay continuously and the multi-layer oscillation pheno-
mena of the homogeneous steady state of a simple gene-protein network 
module is investigated. Normal form is derived based on normal formal 
analysis technique combined with center manifold theory, which is further to 
compute the bifurcating direction and the stability of bifurcation periodical 
solutions underlying Hopf bifurcation. Finally, the numerical simulation os-
cillation phenomena is in coincidence with the theoretical analysis results. 
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1. Introduction 

With the background knowledge of mathematical description of nonlinear dy-
namical model, people have endeavored to develop cell cycle growth model which 
manifests the mutual reaction among key components or its relationship with 
circumstance. Based on the fundamental tenets of cell biology that all the cells 
are derived from the preceding existing cells [1] [2], cells reproduce by duplicat-
ing their contents then divide into two daughter cells. During the cell cycle, two 
phases of inclusion should be emphasised: DNA synthesis stage (S phase), cell 
mitosis stage (M phase), and two “gaps” (G0/G1 phase) junction S phase and M 
phase. After chromosomes duplicate their contents, one mammaline cell divide 
into two daughter cells then the cell cycle completes its tasks to enter into the 
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new cell cycle. The devastating thing is the existing models of the yeast cell cycle 
build up by quite detailed blocks yet [3] [4] [5]. People translate their acquired 
biology knowledge to some differential equations to describe the cell cycle growth 
in eukaryotic cell cycles [6] [7]. 

Yet as for now, the research works mainly focus on the functional sub-systems 
governed by gene-protein network modules since phase transition within it dur-
ing cell cycle growth. Bifurcation analysis is helpful to identify the key compo-
nents and their interaction relationship in the complex dynamical network. For ex-
ample, refer to paper [8] [9], the authors put forward the double activator-inhibitor 
module to identify the positive feedback regulation in a mammalian gene-protein 
network to control G1/S transition. In their paper, the bistability feature of steady 
states is observed and the authors highlight the system transition between stable 
steady state and its instability due to saddle-node bifurcation and also the tran-
scritical bifurcation is considered. 

As is well known, Michaelis-Menten rate law describes the activation feedback 
regulation function of gene-protein with the action of protein factors [10]. In 
addition, to drive the downstream events to generate gene protein production, 
enzymins reaction formed by binding itself to Cdk2 monomer. Time delay is 
incorporated into the phosphate groups while binding to target proteins to ac-
tive protein phosphorylation process [11]. Therefore, the activation regulation 
with Cdk2 dimer dynamics is dominated by the hill function 
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With the simple mathematical description, we put forth the following single 

gene-protein model in G1/S phase transition, 
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wherein x denotes the gene-protein concentration, k1 represents the degradation 
rate, and the second term describe the activation regulation function which acts 
on functional module. In addition, the last term denotes the nonlinear feedback 
control which depends on the concentration difference during junction gaps 
with the consideration of time delay, herein 2τ  means the total time of the 
sum of necessary time during G0 and G1 phase of the cell cycle. 

The simulation work is finished by DDE-Biftool software which is applied to 
do dynamic analysis of delay differential equations with high technique. As shown 
in Figure 1(a), the bistability phenomena of the steady state of Equation (1.1) is 
observed. However, as varying free parameter k1 and time delay, Hopf bifurca-
tion further arise which change the stability property of the equilibrium solution. 
The bifurcating stable periodical solutions arising from the critical value of Hopf 
bifurcation point are continued as varying free parameter k1 continuously. With-
out reaction diffusion, the periodical solution dies out when collide with the in-
stable saddle and the homoclinic solution arise at the saddle with codimension 
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Figure 1. Form periodic solution to Homoclinic orbit arising in system (1.2) as varying free parameter k1. (a) Stability and bifur-
cation of equilibrium solution and stability of the bifurcating periodic solution. (b) The time period of bifurcating periodic solu-
tions are varied from finite period to infinity period. (c)The bifurcating homoclinic orbit when the periodic solution is collided 
with the unstable saddle. (d) The bifurcating homoclinic solution. 
 

singularity 2. As shown in Figure 1(b), the time period of the bifurcating peri-
odic solution is changed form finite time to infinity period. The bifurcating ho-
moclinic orbit ( )i tΓ  is exhibited in Figure 1(c) and Figure 1(d) when colli-
sion phenomena happened which is satisfied by 

( )lim i it
t S

→±∞
Γ =

 
with 1,2i = , and 1 2,S S  are unstable saddles. 
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In this paper, the multi-layer oscillation phenomena are explored underlying 
Hopf bifurcation with diffusion effects. With the Neumman boundary condi-
tion, the bifurcating periodical waves are observed via varying free parameter 
underlying supercritical Hopf bifurcation. The continuation of periodical wave 
solution is also carried out in small parameter region. 

Based on the fundamental theory of functional differential equation [12] [13] 
[14], people developed Lyapunov-Schmidt dimensional reduction scheme to com-
pute the bifurcating direction of periodical solutions underlying Hopf bifurca-
tion. Therefore, people applied center manifold theory in functional differential 
equation to compute the stability of bifurcating periodical solution [15] [16] [17] 
[18]. As for the partial functional differential equations, the well known center 
manifold theory has also been developed to further apply in normal form analy-
sis near equilibrium solution and herein we adopt Teresa Faria’s method [19]. In 
Faria’s paper, based on theory of the autonomous functional differential equa-
tions, the analysis technique is addressed for calculating coefficients of normal 
form on center manifold. 

The whole paper is organized as listed. In section 2, with homogenous Neu-
mann conditions, the mathematical model of cell cycle growth model is de-
scribed with reaction diffusion effects. In section 3, Hopf bifurcation is tracked 
as varying time delay and free parameter continuously. In section 4, based on the 
fundamental theory of partial functional differential equations, the normal form 
is computed with center manifold analytical technique, and finally the numerical 
simulation verifies the correctness of theoretical results. 

2. The Mathematical Description with Diffusion Effects 

With homogenous Neumann conditions, Equation (1.1) with free diffusion ef-
fect is modeled by 
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with the definition 
2

2a
∂

∆ =
∂

 is the Laplacian operator. Equation (2.1) is the  

infinite dimensional functional partial differential equation defined on state space 
X and its definition domain satisfies ( )dom X∆ ⊂ . Without loss of generality, 
we assume X is the Hilbert space with inner product ( ) ( )2

0
, dx x xφ ψ φ ψ

π
= ∫ . 

By setting ( ) ( )tx t s x s+ = , the differntial operator of Equation (2.1) is defined 
on the infinite dimensional Banach space [ ]( )2 ,0C Xτ− →  with the super 
norm ( )2 0sup τ θϕ ϕ θ− ≤ ≤=  for Cϕ ∈ . The boundary and initial condition of 
Equation (2.1) is described as 

( ) ( ) [ ]

( ) [ ]( )0

0, 2 , 0, 0, 2

, 2 ,0 ,

x xt t a
a a

u C Xφ θ φ τ

∂ ∂
= = ∈
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π π
∂ ∂               (2.2) 

Hopf bifurcation occurs as varying free parameter and time delay, and the bi-
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furcating periodical oscillating solutions are produced due to the instability 
phenomena. Hopf bifurcation occurs as the stability property of positive equili-
brium solution first time changed at some critical value at some diffusion layer, 
Specially or not, we discuss Hopf bifurcation of system (2.1). 

3. Hopf Bifurcation Analysis 

Assume *E x=  is the positive equilibrium solution of Equation (2.1) to satisfy 

( ) ( )* *2 *2
1 1 2 0 0k x x k s xθ− + + + =                 (3.1) 

Set [ ]( ): 2 ,0 ,L C R Xτ− →  is the linear part of mobility. The nonlinear part 

tFx  is the Taylor expansion beginning from quadratic term with  
[ )( ): 2 ,0 ,F C R Xτ− → . We define the complexification space 

{ }1 2 1 2: : ,CX X iX x ix x x X= ⊕ = + ∈               (3.2) 

The Taylor expansion of its truncation form of Equation (3.2) is written as 

( )d
d t t
x D x Lx Fx
t
= ∆ + +                     (3.3) 

It is verified that Equation (3.3) satisfies the following general condition: 
(H1) D∆  generates a 0C  semigroup ( ){ }T t  on X with ( ) ewtT t M≤  (for 

some 1M ≥  and w R∈ ) for all 0t ≥ ; 
(H2) the eigenfunctions { } 1k k

β ∞

=
 of D∆ , generates orthonormal basis for X, 

and the corresponding eigenvalues { } 1k k
µ ∞

=
 satisfy kµ → −∞ ; 

(H3) the subspaces { }: , |k kkB v v Cβ β ∈  of C satisfies  
( ) { }k kL B span β⊂ ; 
(H4) L can be extended to a bounded linear operator from BC to X wherein 

[ ) [ ) ( ){ }0
: 2 ,0 | is continuous on 2 ,0 , lim

t
BC C X Xψ τ ψ τ ψ θ−→

= − → − ∃ ∈
 

with sup norm form. 

Hopf Bifurcation 

Based on the fundamental theory of partial functional differential equations as 
stated by [19], the linear differential operator (3.3) exists the unique solution 
which satisfies initial condition. And the generated strong continuous semigroup 
composed of solution operators has infinitesimal generator A: 

( ) ( ) ( ) ( )( ) ( ) ( ){ }, , , 0 , 0 0A dom A C C dom D Lφ φ θ φ φ φ φ φ φ= = ∈ ∈ ∈ ∆ = ∆ +  

 
The operator A has only its point spectrum, with  
( ) ( ) ( ) ( ){ }| 0, with 0PA A C y y dom Aσ σ λ λ= = ∈ ∆ = ∈ −  and 

( ) ( ) ( )emy y L yλλ µ λ ⋅∆ = − + +                 (3.4) 

It is well known that the eigenvalue problem 

( ) ( ) ( ); 0, 2 , 0 2 0D aφ µφ φ φ′′ π ′ ′− = = π∈ =           (3.5) 

has eigenvalues 
2

, 0,1, 2,3,
4m

mD mµ = =  , with the corresponding eigenfunc-
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tions 

cos
2m
m xφ  =  

   
Let 0 m mi aφ φ∞

=
= ∑  be an eigenfunction of the eigenvalue problem (3.4), then 

we obtain a series of characteristic equation 

2e e 0, 0,1,2,3,m a b c mλτ λτµ λ − −− − + + + = =           (3.6) 

Set ( )0m miλ ω ω= > , then substitute it into Equation (3.6) and separate the 
real part from the imaginary part to get 
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Solving ( ) ( )sin ,cosωτ ωτ  from Equation (3.7) to get 
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Therefore, we have 

( )( ) ( )
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, then Equa-

tion (3.8) has one pair of imaginary roots miω±  given that 
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, then Equa-

tion (3.8) has two pair of imaginary roots 1 2,i iω ω± ±  given that 

2 2 2 2 2 2 4 2 2 2
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The critical time delay τ  for Hopf bifurcation is 

1 arctan m
m

m m

k
a c

ω
τ

ω µ
 

= + π + − 
               (3.12) 

for 0,1, 2,k =  . With the aids of the above analysis, stability property for the 
positive equilibrium solution is plotted as shown in Figure 2(a), with the related 
parameter value 2 1k = , 2θ = , 0.029s = , 3 0.6k = − , 1.2τ = . By varying free 
parameter 1k  and time delay τ  continuously, Hopf lines are also pictured for 

0,1, 2,m = 
. It exhibits that the critical value of free parameter for Hopf bifur-

cation satisfies 1,0 1,1 1,2k k k> > 
, hence Hopf bifurcation occurs at  

1 1,0 0.4976k k= =  while 0m = . 
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Figure 2. Hopf bifurcation of the homogeneous equilibrium solution of system (3.3). (a) Stability property of equilibrium solution 
for 0,1,2m = , wherein 1.2τ = ; (b) Hopf lines on ( )1,k τ  plane for 0,1,2m = . 

4. Normal Form Computation 

The periodical solution arise near Hopf point. Based on the known center mani-
fold theory, people have applied dimensional reduction technique to analyze the 
bifurcating direction of periodical solution. Via the computation of the coeffi-
cients of norm form, we also explore the stability of periodical solutions. As is 
well known, the parameter perturbation scheme is useful in carrying out the 
computation of norm form coefficient to show the bifurcating direction of Hopf 
bifurcation. 

Set *x x x= −  with *x  is the unique positive equilibrium solution, we adopt 
the parameter perturbation method further to analyze Hopf bifurcation direc-
tion. With the assumption of 0 1ε<  , near Hopf point ( )* *

1 ,k τ , set 
*

1 1 ek k kε= + , *
eτ τ ετ= +  then do dimensionless transformation x xε→ , one 

gets the abstract form of Equation (2.2) as 

( ) ( )t t tx t D x Lx L x F xε= ∆ + + +                 (4.1) 

wherein for Cφ ∈ , there exists bounded variation function [ ]: 2 ,0 Xη τ− →  
which satisfy 

( ) ( )*

0

2
dL

τ
φ η θ φ θ

−
= ∫                     (4.2) 

with 

( ) ( ) ( ) ( )d 2a b cη θ δ θ δ θ τ δ θ τ= + + + +              (4.3) 

and 

( ) ( ) ( ) ( )*

0 0
d deL kε τ τ

φ ε φ η θ φ θ η θ φ θ
− −

= − + −∫ ∫          (4.4) 
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In addition, we expand nonlinear part ( )F ⋅  to be its Taylor form with 3rd 
trunction as 

( )
( )( ) ( )
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            (4.5) 

The linear version of Equation (4.1) is rewritten as 

( ) tx t D x Lx= ∆ +                       (4.6) 

And the generated strong continuous semigroup composed of solution oper-
ators has infinitesimal generator A: 

( ) ( ) ( ) ( )( ) ( ) ( ){ }, , , 0 , 0 0A dom A C C dom D Lφ φ θ φ φ φ φ φ φ= = ∈ ∈ ∈ ∆ = ∆ +   (4.7) 

The corresponding adjoint operator *A  defined on the conjugate space 
[ ]( )* 0, 2 ,C C Xτ=  is written as 

( )
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*
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,
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A s
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with 

( ) ( )*

0* dL s s
τ

ψ η ψ
−

= −∫                     (4.9) 

Suppose { },k ki iω ωΛ = −  is the set of eigenvalue with zero real parts for some 
k N∈ , and other eigenvalues have negative real parts. Then set :k kB spanβ= , 
we define ( ) ( )k kL Lφ β φβ=  and write Equation (4.6) as its equivalent form 

( ) ( )k k tz t z t L zµ= − +                     (4.10) 

The adjoint bilinear form ( ) ( ),φ ψ⋅ ⋅  on *C C× , *,C Cφ ψ∈ ∈  is defined 
as 

( ) ( ) ( ) ( ) ( ) ( )0 0

2
, 0 0 d 2 db c

τ τ
ψ φ ψ φ ψ ξ τ φ ξ ξ ψ ξ τ φ ξ ξ

− −
= + + + +∫ ∫    (4.11) 

Suppose kP  is the eigensubspace corresponding to Λ , then the phase space 
C can be decomposed into 

{ } { }
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*

*

, ,

2, , ,
k k k k k k

k k k k k k k
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dim P dim P I B

= ⊕ = Φ = Ψ
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       (4.12) 
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0

0
k

k
k

i
B

i
ω

ω
 

=  − 
. Define the projection operator : kC PΠ →  with 

( ) ( ),k kP Im C Im Q= Π = Π ⊕                (4.13) 

herein, kQ  is the complement subspace of KP . For any BCφ ∈ , we can write 

0 0Xφ φ α= +  with definition 

0

0, 2 0,
1, 0

X
τ θ
θ

− ≤ <
=  =  

For 0 Cφ ∈ , We also define : kC PΠ →  
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( ), ,k k k kφ φ β βΠ = Φ Ψ                   (4.14) 

and 

( ) ( )T
0 00 ,k k k kX Xα α β βΠ = Φ Ψ                (4.15) 

Alike FDE reduction method, we want to enlarge the phase space in such a way 
that Equation (4.1) can be written as an anstract form of ODE on Banach space 
BC. For any BCφ ∈ , we write 0 0Xφ φ α= +  with definition BC C X= × . BC 
is a Banach space with super norm 0 XCφ φ α= + . 

With the infinitesimal generator Aφ  given in Equation (4.7), the extension 
of :A C BC BC⊂ →  is written as 

( ) ( )( )0 0 0A X D Lφ φ φ φ φ= + ∆ + −                (4.16) 

with ( ), ,C C dom Xφ φ∈ ∈ ∆ ∈ , wherein  
( ) [ ) ( ){ }0
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θ

φ φ θ τ φ θ−→
= − ∃ ∈ . Similarly, the infi-

nitesimal generator *A  defined by Equation (4.8) can be extended on  
* *BC C X= × , but which is omitted here. 

The projection leads to the decomposition of the extended phase space as 

( )BC P Ker= ⊕ Π                      (4.17) 

with the property ( )Q Ker Π , and linear operator A commutes with operator 
Π . 

Set ( )tx u t= , Equation (4.1) can be written as its abstract ODE form on the 
extended phase space BC, 
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Set ( ) ( ), ,k kz t φ β= Ψ  and ( ) ( )k k t kz t z t yβ β= Φ + , then the linear part is 
transformed into the following form, 
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     (4.19) 

Further, considering the nonlinear part ( )F ⋅ , the dimensional reduction sys-
tem of Equation (4.1) is written as 
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Suppose 
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Furthermore, we set 

( ) ( ) ( ) ( )2 2
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Substitute it into Equation (4.17), one obtains 
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with the initial value condition 

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( )

21
20 20 20 200 200

1 2
11 11 110 110

1 2
02 02 02 020 020

2 0 0 ,

0 ,

2 0 0 ,

k k

k k

k k

DH LH i H f f

DH LH f q

DH LH i H f f

µ ω

µ

µ ω

− + = −Φ +

− + = Φ +

− + = − −Φ +

       (4.24) 

with 

( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )

32 *
200 1 1

32 * *
110 1 1 2

32 *
020 1 2

1 1 1 2 ,

2 1 1 2 ,

1 1 1 2

m m
k

m m
k k

m m
k

f s

f s

f s

τ

τ τ

τ

= Φ
π π

π

− − + − −

= Φ − Φ − − + − −

= Φ − − + −

π

π
−

π  
By the near identity transformation, we obtain that 

( ) ( ) ( ) 2
kz t B z t bz t dz zε′ = + + 

                     (4.25) 

with 

( ) ( ) ( )( )
( )

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

*

1 1 1 1
1 1 1* *200 110 110 020

210 101 11 011 20

0 0

2
3

k e k k k e

k k

b k bB

f f f f
d f f H f H

i i i

τ τ

τ τ
ω ω ω

= Ψ − Φ − Φ −

= + − + + − + −





   (4.26) 
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Note that herein, we suppose that the multiplication of the vector 1
1

1

a
v

b
 

=  
 

 

and 2
2

2

a
v

b
 

=  
 

 means the multiplication between row elements, that is 

1 2
1 2

1 2

a a
v v

b b
 

=  
 

. 

Based on the above analysis, we have the following theorem, 
Theorem 3.1. The norm form of Equation (3.1) near Hopf point ( )* *

1 ,k τ  
can be written as 

( ) ( ) ( ) 2
11 1z t i z t b z t d z zω ε= + +                 (4.27) 

Hence, the periodical solutions with small amplitude arise underlying Hopf 

bifurcation if 
( )
( )

1

11

0
Re d

Re b
µ = <





, and the bifurcating solution is stable if 
 

( )1 0Re d < , and unstable on reverse. 

For example, it is calculated that Hopf bifurcation occurs at Hopf point 
( ) ( )1 1, 0.258,1E k τ= =  and ( ) ( )2 1, 0.2168,1E k τ= =  while 0k = . Respective-

ly, the stable bifurcating periodical solution arise at Hopf point 1 2,E E  which is 
supercritical. Near 1E , periodical oscillating solutions are computed respectively 
with 0.00001D =  and 0.00002D = . As shown in Figure 3(b), the periodical 
solution with maximal and minimal amplitudes are simulated by chosing 100n =  
to denote diffusion layer, time step 0.01h = . In Figure 3(a), the bistable  

 

 
Figure 3. The equilibrium solutions and the amplitude of bifurcating periodical solutions at Hopf point E1. (a) The equilibrium 
solution continuously with free parameter k1 and Hopf bifurcation occurs at ( ) ( )1 1, 0.258,1E k τ= =  and  

( ) ( )2 1, 0.2168,1E k τ= = . (b) The maximal and minimal amplitudes of the bifurcating periodical solutions with free parameter k1 

varying continuously, while the diffusion coefficient is 0.00001D =  and 0.00002D =  respectively. 
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Figure 4. The bifurcating periodical solution of Hopf singularity. (a) The equilibrium is asymptotically stable; (b) The observed 
periodical solution induced by Hopf bifurcation; (c) The time series solutions with diffusion coefficient 0.00001D =  and 

0.00002D = ; (d) The phase portraits with diffusion coefficient 0.00001D =  and 0.00002D = . 
 

coexistence of equilibrium solutions are observed and Hopf bifurcation occurs at 

1 2,E E . In Figure 4, the observed oscillating periodical solutions are induced due 
to the instability transition of equilibrium solution. As shown in Figure 4(a) and 
Figure 4(b), the equilibrium solution is asymptotically stable with 1 0.2758k = , 
however Hopf bifurcation at 1E  leads to the stable oscillating periodical solu-
tion bifurcation. The periodical solution is observed on some diffusion layer, 
and the time series solution and the corresponding solution are shown in Figure 
4(c) and Figure 4(d) respectively. Near 2E , the periodical solution is also ob-
served as shown in Figure 5(b) which is bifurcated from the corresponding 
equilibrium solution. The equilibrium solution is asymptotically stable as ob-
served in Figure 5(b). The interesting phenomena of continuous periodical 
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Figure 5. The bifurcating periodical solution arise from Hopf bifurcation point. (a) The equilibrium is asymptotically stable; (b) 
The observed periodical solution induced by Hopf bifurcation; (c) The time series solutions of two different diffusion layers; (d) 
The phase portraits of two different diffusion layers. 
 

oscillation with different initial phase is observed in Figure 5(a). By chosen 
10n =  and 50n = , the phase portraits and time series solutions are observed 

on two diffusion layers, as shown in Figure 5(c) and Figure 5(d). 

5. Conclusion 

The partial delay differential equation of gene reaction protein equation was set 
forth. The stability dynamics and Hopf bifurcation was analyzed underlying the 
feedback control of state difference between present state and its past time state. 
Without diffusion effects, using DDE-Biftool software, the bifurcating homoclinc  
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Figure 6. The continuation of homoclinic orbit as varying free parameter and time delay. (a) The bifurcating homoclinc solutions 
due to collison phenomena of continuation periodic solutions form Hopf point E1 with the unstable saddle; (b) The bifurcating 
homoclinc solutions by collision of continuation of periodical solution bifurcated from Hopf point E2 with the saddle. 
 

solution was derived as the time period tends to infinity with continuation of 
periodic solution as varying free parameter. The continuation of homoclinc orbit 
becomes a possible job with application of DDE-Biftool software, as shown in 
Figure 6(a) and Figure 6(b). With diffusion effects, Hopf bifurcation pheno-
mena were further analyzed and the multi-layer periodical oscillation pheno-
mena were discovered. Combined with center manifold technique, the bifurcat-
ing direction of periodical solution was analyzed with norm form analysis me-
thod. 
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