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ABSTRACT 
Rationale and Objectives: Accurate diagnosis and staging of cervical precancers is essential 
for practical medicine in determining the extent of the lesion extension and determines the 
most correct and effective therapeutic approach. For accurate diagnosis and staging of cer-
vical precancers, we aim to create a diagnostic method optimized by artificial intelligence 
(AI) algorithms and validated by achieving accurate and favorable results by conducting a 
clinical trial, during which we will use the diagnostic method optimized by artificial intelli-
gence (AI) algorithms, to avoid errors, to increase the understanding on interpretation of 
colposcopy images and improve therapeutic planning. Materials and Methods: The optimi-
zation of the method will consist in the development and formation of artificial intelligence 
models, using complicated convolutional neural networks (CNN) to identify precancers and 
cancers on colposcopic images. We will use topologies that have performed well in similar 
image recognition projects, such as Visual Geometry Group Network (VGG16), Inception 
deep neural network with an architectural design that consists of repeating components re-
ferred to as Inception modules (Inception), deeply separable convolutions that significantly 
reduce the number of parameters (MobileNet) that is a class of Convolutional Neural Net-
work (CNN), Return of investment for machine Learning (ROI), Fully Convolutional Net-
work (U-Net) and Overcomplete Convolutional Network Kite-Net (KiU-Net). Validation of 
the diagnostic method, optimized by algorithm of artificial intelligence will consist of 
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achieving accurate results on diagnosis and staging of cervical precancers by conducting a 
randomized, controlled clinical trial, for a period of 17 months. Results: We will validate the 
computer assisted diagnostic (CAD) method through a clinical study and, secondly, we use 
various network topologies specified above, which have produced promising results in the 
tasks of image model recognition and by using this mixture. By using this method in medi-
cal practice, we aim to avoid errors, provide precision in diagnosing, staging and establish-
ing the therapeutic plan in cervical precancers using AI. Conclusion: This diagnostic me-
thod, optimized by artificial intelligence algorithms and validated by the clinical trial, which 
we consider “second opinion”, improves the quality standard in diagnosing, staging and es-
tablishing therapeutic conduct in cervical precancer. 

 

1. INTRODUCTION 
Colposcopy is a procedure for validating cervical lesions. Classification systems would be the Bethesda 

2002 system [1] used for the classification of low-grade squamous intraepithelial lesions (LSIL) or high-grade 
squamous intraepithelial lesions (HSIL), formerly referred to as cervical intraepithelial neoplasia 1 (CIN1) 
and CIN2/CIN3 respectively. In clinical practice, the difference between LSIL and HSIL in biopsy samples is 
important, because in the case of high-grade lesions, the therapeutic indication is conization. 

Deep learning has shown considerable potential and importance in computer diagnostics. As a gold 
standard for the pathological diagnosis of cervical intraepithelial lesions and invasive cervical cancer, col-
poscopy-guided biopsy faces challenges in improving overall accuracy and efficiency [2]. The novelty of 
our research consists of two elements: firstly, by the fact that we validate the computer-assisted diagnostic 
method through a clinical study and, secondly, we use various network topologies specified above, which 
have produced promising results in the tasks of image model recognition and by using this mixture we will 
specialize this network mix by requalifying the last layers with field-specific images—digital colposcopy. 
We aim to create a computer assisted diagnosis (CAD) method optimized by the algorithms of artificial 
intelligence and validated by accurate results on diagnosis and staging of cervical precancers and by con-
ducting a randomized, controlled clinical trial. In our research, we will use various network topologies that 
have produced promising results in image model recognition tasks, such as: Visual Geometry Group Net-
work (VGG16), Inception deep neural network with an architectural design that consists of repeating 
components referred to as Inception modules (Inception), deeply separable convolutions that significantly 
reduce the number of parameters (MobileNet) that is a class of Convolutional Neural Network (CNN), 
Return of investment for machine Learning (ROI), Fully Convolutional Network (U-Net) and Overcom-
plete Convolutional Network Kite-Net (KiU-Net) [2-4]. We will specialize these networks by requalifying 
the last layers with images specific to the field—digital colposcopy. We will validate the computer aided di-
agnosis method by the results of the clinical trial, randomized, controlled, carried out over the 17-month 
period. This computer assisted method not only provides automation and objectivity, but also provides a 
substantial benefit for women by reducing unnecessary colposcopies, in order to increase the quality stan-
dard in diagnosing, staging and establishing therapeutic conduct in cervical precancer, with defined appli-
cation in gynecology [5]. 

2. MATERIAL AND METHOD 
We aim to create a computer assisted diagnosis (CAD) method, optimized by the algorithms of artifi-

cial intelligence and validated by accurate results on diagnosis and staging of cervical precancers and by 
conducting a randomized, controlled clinical trial. 

The optimization of the method will consist in development and development and pre-training of ar-
tificial intelligence algorithms for optimization the diagnosis and staging of cervical precancers through 
optical and imaging investigations, digital colposcopy. 
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In this project we propose to tackle the problem of image pattern recognition by using a Convolu-
tional Neural Network (CNN), as this approach has already been proved a viable instrument for this kind 
of tasks [2]. Being part of the larger domain of deep learning, CNN is a deep neural network, meaning that 
it contains multiple layers of neurons and is often used in the analysis of images. CNN is a regularized ver-
sion of the classical Multilayer Perceptron (MPL), but it performs better [4]. Many times, MPL is produc-
ing a phenomenon called overfitting, meaning that it performs really well in training, but when new data is 
being fed to the network in the prediction phase, the results are under the desired thresholds. 

By simply using a CNN for the analysis of colposcopy images with the goal of obtaining a binary 
(normal/abnormal) or multiclass (healthy/cervical cancer of type 1/2/3) classification is not sufficient, 
given the particularities of the problem at hand. A naive approach could be to utilize a pre-trained CNN 
using a generic dataset of images such as ImageNet, Google Open Images etc., hoping that it will correctly 
classify the cancers. This kind of neural network, pretrained using hundreds of thousands of images, given 
its multilayer structure, has a very powerful of knowledge abstraction, and the naive approach must not be 
discarded an dis many times used as a baseline for further optimizations. We plan to use this important 
source of knowledge, the pretrained CNN, although not simplistic as described above, but by applying a 
technique called transfer knowledge between the pretrained network and the final model. 

In order to pursue this goal, in our research we will utilize various network topologies that produced 
promising results in image pattern recognition tasks such as VGG16, Inception or Mobilnet [4]. We will 
specialize the network by retraining the last few layers with domain specific images – the digital colposco-
py. By using this mixed approach we will benefit of both the generic knowledge given by the pretraining of 
the top layers of the network against the very large image datasets and the domain specific training of the 
final layers, given the smaller datasets of colposcopy that we have available from our own research as well 
as public databases of colposcopy [6]. 

Moreover, in order to obtain a better score, we will apply a preprocessing method to remove specular 
reflection [7] and a segmentation technique to obtain a Region of Interest (ROI) to help our model to focus 
only on the relevant areas of the images. U-Net will be utilized, an algorithm that proved efficient [8, 9]. 

Validation of the method will consist in achieving accurate and favorable results by conducting a 
randomized, controlled, clinical trial, for a period of 17 months, during which we will use the diagnostic 
method optimized by artificial intelligence (AI) algorithms in the diagnosis and staging of cervical pre-
cancers. 

Patients with cervical precancer will be included in the clinical trial. Patients will be informed and re-
cruited through random presentation at the specialized medical centers nominated in the clinical trial and 
through a web platform created for this purpose. We propose the inclusion of 60 patients in the clinical 
trial. We’ll create a control lot (G1) and a study lot (G2).  

The control group (G1) will consist of patients who will be diagnosed and staging colposcopic with-
out the use of the diagnostic method by artificial intelligence algorithms. The study group (G2) will consist 
of patients who will be diagnosed using the AI method and without the use of the AI method by the inves-
tigator. 

Key control of diagnostic veracity staging of patients in the control group and study group will consist 
of the pathological anatomical outcome of the patient (biopsy/endocervical curettage, conization.  

Criteria for inclusion: in the control and study groups (G1 and G2) patients with diagnosis - precan-
cerous staging stages 0 – IB, Bethesda system [1, 6]. Exclusion criteria: in the G1 and G2 groups we ex-
clude patients with total patient’s personal pathological history (A.P.) hysterectomy, A.P. trachelectomy, 
pregnancy, virgo intacta, patients with Papanicolaou (Pap) smear test and negative genotyping, with com-
orbidities incompatible with the clinical trial. 

We will use the Bethesda system [1] for the classification of cervical precancer. Colposcopic images 
represent by their interpretation, diagnosis and staging of precancerous cervix. We will use the binary 
model 0/1, to note with “0”, lack of correspondence and “1” respectively correspondence, between diagno-
sis and staging performed by the investigator compared to the diagnosis and staging performed with the 
support of artificial intelligence, for cervical precancer. 
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We will also use the same binary model to assess diagnostic correspondence staging of the investiga-
tor and the AI diagnostic method with anatomopathological diagnosis (biopsy/endocervical curettage, 
conization) and will represent the key to diagnostic control staging for the practitioner and for the AI di-
agnostic method. Diagnostic and staging accuracy of the AI method will result from its diagnostic corres-
pondence with the investigator’s and the anatomopathological diagnosis. Patients will be invited to sign 
informed standard consent to participate in the clinical trial and will be able to leave the clinical trial at 
any time without providing an explanation and without repercussions on treatment. 

3. RESULTS 
We will validate the computer-assisted diagnostic method through a clinical study and, secondly, we 

use various network topologies specified above, which have produced promising results in the tasks of 
image model recognition and by using this mixture we will specialize this network mix by requalifying the 
last layers with field-specific images, digital colposcopy. By using this method in medical practice, we aim 
to can avoid errors, provide precision in diagnosing, staging and establishing the therapeutic plan in cer-
vical precancers using AI.  

4. DISCUSION 
Most computer-assisted diagnostic methods are not validated by clinical trials, and researchers have 

recently turned their attention to this issue. Also, the mix of deep learning architectures we use for the 
CAD method is a novelty. Compared to previous studies, the novelty in our research includes: creating the 
computer-assisted diagnostic method using network topologies mix and validate the computer-assisted 
diagnostic method through a clinical study. Patients will be informed, recruited through random presenta-
tion at the specialized medical centers nominated in the clinical trial and through a web platform created 
for this purpose. Patients will be selected on the basis of the inclusion and exclusion criteria defined in the 
clinical trial. The data will be processed statistically. The collection and use of patient data will be ap-
proved by the Ethics Committee on the basis of written and informed consent. By using this optimized 
and validated method, we aim to increase the quality standard in diagnosing, staging and establishing the 
therapeutic plan in precancers and cervical cancers using AI. 

5. CONCLUSION 
This diagnostic method, optimized by artificial intelligence algorithms and validated by the clinical 

trial, which we consider “second opinion”, improves the quality standard in diagnosing, staging and estab-
lishing therapeutic conduct in cervical precancer. This CAD method develops benefits for patients reflect-
ed in improving the quality of life by maintaining sexual life, fertility, psychosomatic status and social in-
tegration induced by avoidance under or over diagnosis that can lead to delayed operational moment and 
implicitly to radical, disabling interventions.  
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