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Abstract 
The mean value theorem for derivatives says that for a given function over a 
closed and bounded interval, there is a point P on the graph such that the 
tangent at P is parallel to the secant through the two endpoints. The mean 
value theorem for definite integrals says that the area under the function is 
equal to the area of a rectangle whose base is the length of the interval and 
height of some point Q on the graph. These two theorems have been studied 
and utilized extensively and they form the backbone of many important 
theorems in different branches of mathematics. In this note, we pose the 
question: for what functions do the two points P and Q always coincide? We 
find that the only analytic functions satisfying this condition are linear or ex-
ponential functions. 
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1. Introduction 

Let a b< . If f is continuous on [ ],a b  and differentiable on ( ),a b , then the 
mean value theorem for derivatives states that [1] [2], there is ( ),c a b∈  such that  

( ) ( ) ( )
.

f b f a
f c
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−

′ =
−

 

If f is continuous on [ ],a b , the mean value theorem for definite integrals 
states that there is [ ]* ,c a b∈  such that  

( ) ( )( )*d .
b

a
f t t f c b a= −∫  

Generally speaking, the c in the mean value theorem for the derivative need 
not equal the *c  in the mean value theorem for the definite integral. It is possi-

ble that *c c= , for example, ( ) exf x = . In this case, * e eln
b a

c c
b a

 −
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this note, we determine all functions for which the two mean value theorems 
give the same c. 

Our results rely heavily on the following identity theorem for real analytic 
functions, its proof can be found in [3]. 

Theorem If f and g are real analytic functions on an open interval U and there 
is an open set W U⊂  such that  

( ) ( ) , ,f x g x x W= ∀ ∈  

then  

( ) ( ) , .f x g x x U= ∀ ∈  

2. Main Result 

Lemma 1 Suppose f is analytic on an open interval U, f and f ′  have inverses 
and for any ,a b U∈  with a b< , there is ( ),c a b∈  such that  

( ) ( ) ( ) ( ) ( )( )and d
b

a

f b f a
f c f t t f c b a
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−

′ = = −
− ∫  

then ( ) e xf x βα γ= + , where α , β  and γ  are arbitrary real numbers.  
Proof. By the hypothesis,  
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Fix a U∈ . If we denote ( ) 1
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the above relation becomes  

( ) ( ).f fx x′=   

Taking the derivative of both sides, we obtain  

( ) ( ).f fx x′′ ′=   

To compute ( )f x′ , we use the derivative of an inverse function and the 
chain rule, 
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Replacing f  by f ′  gives,  
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( ) ( ) ( )

( ) ( )
.f

f x f a
f x

x ax
f x f a′

−
′ −

−′ =
′ ′−

  

We obtain 
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                (1) 

We need to find f satisfying the above relation. Let W be an open neighbor-
hood of a such that 

( ) ( )
0

.n
n

n
f x c x a x W
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Then (1) becomes 
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Combining like terms and cross multiplying, we obtain 
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 (2) 

If 1 0c = , then it is easy to see that 2 3 0c c= = = . In this case, ( ) 0f x c= , 
which cannot happen because we assume that f is invertible. Thus, 1 0c ≠ . 
Equating the respective coefficients of x a−  and ( )2x a−  on both sides of (2), 
we obtain  
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In general, for 3n ≥ , 
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−= , for some λ . To find λ , we observe that 

( ) exf x =  satisfies (1). Hence the power series of ( ) exf x =  should satisfy (2). 

But in the power series expansion of ( ) exf x =  at x a= , the coefficient 
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11

2
2

1

2
!

nn

n n

cc
n c

−−

−= ⋅ . In other words, for f to satisfy (1), the power series 
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expansion of f  at x a=  must be  
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where 0 1 2, ,c c c  are real numbers. If 2 0c = , then ( ) ( )0 1f x c c x a= + − , vi-
olating the fact that f ′  has an inverse. Thus, 
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By the identity theorem, ( ) e xf x βα γ= +  on U.  
Finally, we can relax the requirement that both f and f ′  have inverse. 
Theorem 1 If f is analytic on an open interval U, and ,a b U∈  with a b< , 

then the two mean value theorems give the same c if and only if ( )f x xα β= +  
or ( ) e xf x βα γ= + , where α , β  and γ  are any real numbers.  

Proof. The necessary condition is obvious. We only prove the sufficient con-
dition. If f is constant on U, then we are done. Suppose f is not constant on U, 
then there is some 0x U∈  such that ( )0 0f x′ ≠ . Since f ′  is continuous at 

0x , there is an open interval I of 0x  with I U⊂  such that 0f ′ ≠  on I. 
Hence, 1f −  exists on I. 

Case 1. f ′  is constant on I, then on I, ( )f x xα β= +  for some ,α β ∈  
with 0α ≠ . By the identity theorem, ( )f x xα β= +  on U. 

Case 2 f ′  is not constant on I, i.e. ( )1 0f x′′ ≠  for some 1x I∈ . But f ′′  is 
continuous at 1x , so there is an open interval J containing 1x  with J I⊂  such 
that 0f ′′ ≠  on J. Then, both f and f ′  have inverses on J, and by the Lemma 
above, ( ) e xf x βα γ= +  on J, for some ,α β , and γ ∈ . But the identity theo-
rem implies that, ( ) e xf x βα γ= +  on U.   

3. Conclusion 

In this work, we find that if a b<  and f is an analytic function, there is  
( ),c a b∈  satisfies both  

( ) ( )( ) ( ) ( ) ( )d and
b

a

f b f a
f x x f c b a f c

b a
−

′= − =
−∫  

then f must be a linear function or an exponential function. The proof relies 
heavily on the fact that f is analytic, we don’t know if this condition can be wea-
kened.  
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