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Abstract 

Time-delay effects on synchronization features of delay-coupled slow-fast van 
der Pol systems are investigated in the present paper. The synchronization 
mechanism of “slow-manifold adjustment” is firstly described on the basis of 
geometric singular perturbation theory. Then, the impact of time delay on the 
structure of the slow manifold of synchronized system is obtained by using 
the method of stability switch, and thus, time-delay effects on synchroniza-
tion features are stated. It is shown the time delay cannot qualitatively affect 
the synchronization mechanism, however, it can result in the drift of the op-
timal coupling strength.  
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1. Introduction 

Real system is often with two kinds of different dynamical variables, evolving on 
very different timescales [1] [2], this system is called slow-fast system, and the 
rapid evolving and slowly evolving variables are called fast and slow variables 
respectively. van der Pol system with one slow variable and one fast variable is 
one of the typical slow-fast system [3]. Though simple enough for analytical in-
vestigation, that system can exhibit various dynamical behaviors due to the inte-
raction of the fast and slow variables, such as relaxation oscillation, nonsmooth 
limit cycle, French duck solution, etc. [3] [4] [5] [6]. Relaxation oscillation is 
universal in real systems, such as electrical circuits [3], ecosystems [7], chemical 
systems [8], and biological neural systems [9] [10] [11]. Relaxation oscillation is 
characterized by the rapid movement process alternating with the slow move-
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ment process, which is different from harmonic oscillation [12]. Geometric sin-
gular perturbation theory [13] [14] [15] [16] is an efficient tool to describe the 
generation of relaxation oscillation. This theory defines a slow manifold of 
slow-fast system, which is an approximation of the invariant manifold, and it in-
dicates the evolution of solution trajectory is governed by the structure of the 
slow manifold including the shape, stability and bifurcation points of the slow 
manifold, and the solution trajectory will be attracted by stable slow manifold 
and repelled by unstable slow manifold. 

Coupled systems will adjust their behaviors with each other, such that there 
are some relations between their dynamical behaviors, this phenomenon is 
called synchronization. Since synchronization was first reported in the study of 
two coupled pendulums [17], this phenomenon has got much attention and has 
been intensively studied in literature. Studies indicate there are various kinds of 
synchronization, such as phase synchronization, complete synchronization, an-
ti-synchronization, generalized synchronization, lag synchronization, and so on 
[18] [19] [20]. Complete synchronization is one of the strongest synchronization, 
which means all the coupled systems do the same things at the same time. A 
striking finding is that complete synchronization can occur in coupled chaotic 
systems [21] [22], and this phenomenon has found wide applications in engi-
neering [19]. To describe the stability of synchronization manifold, condition 
Lyapunov exponent is introduced in [23], and the synchronization manifold is 
stable if the largest condition Lyapunov exponent is negative, and thus, the 
coupled systems get synchronization. To study network-structure effects on 
synchronization, an universal master stability function was introduced by sepa-
rating the synchronization manifold direction from other transverse directions 
[24]. 

Coupled slow-fast systems have different synchronization features to that of 
the coupled systems with uniform timescale. Coupled relaxation oscillators with 
heaviside coupling can get synchronization through the mechanism of “fast 
threshold modulation” [25], which is different from the phase-pulling mechan-
ism of coupled harmonic oscillators. For weakly connected relaxation oscillators, 
the phase equation was derived in [26], and the mechanism of “fast threshold 
modulation” is conformed. The synchronization rate of coupled relaxation os-
cillators in one-dimensional chains with heaviside step function interaction was 
numerically calculated in [27], and it is shown chain-coupled relaxation oscilla-
tors can get synchronization much more rapidly than that of coupled harmonic 
oscillators. The chains of relaxation-type neural oscillators with local excitatory 
coupling is studied by using the phase reduction and fast threshold modulation 
theories [28], it is shown the chains undergo the transition from waves to syn-
chronization when the system approaches the relaxation limit. Diffusive coupl-
ing relaxation oscillators in chain can exhibit a variety of complex spatial pat-
terns, and the basins of attraction for various patterns were obtained in [29]. 

Time delay should be considered in coupled systems due to finite information 
transmission and processing speed [30] [31] [32] [33] [34]. Studies indicate time 

https://doi.org/10.4236/jamp.2021.94046


Y. G. Zheng, J. J. Zeng 
 

 

DOI: 10.4236/jamp.2021.94046 637 Journal of Applied Mathematics and Physics 
 

delay has significant effect on characteristic of synchronization. Time-delay can 
lead to amplitude death of two coupled limit cycle oscillators even if they have 
the same frequency, this is in sharp contrast to the situation without time-delay, 
where the amplitude death can only happened when their frequency is sufficiently 
disparate [30]. Cluster synchronization in nearest-neighbor delay-coupled lim-
it-cycle oscillators was considered in [31], it is shown time delay has an impor-
tant effect on the stability of various cluster states, and the mean frequency is 
decreasing with increase of the time-delay. Time-delay is also included in the 
synchronized system which describes the dynamics of synchronized state on the 
synchronization manifold, thus, time-delay can change the dynamics of syn-
chronized state, and lead to complex synchronized dynamics [35] [36]. De-
lay-induced various transitions of synchronization are observed [37] [38]. 
Though time delay frequently induces complex synchronized dynamics and 
synchronization transitions in coupled systems, under certain conditions, 
time-delay can be a positive factor for synchronization [39]. Based on the plot of 
maximum transverse Lyapunov exponents obtained in [32], it is shown the 
complete synchronization occurs with very low coupling strength when connec-
tion delay is involved. 

Synchronization of delay-coupled slow-fast systems has also been studied in 
literature [40] [41], an important finding is that the delay-coupled slow-fast sys-
tems can get synchronization in large range of connection delay, which is helpful 
to understand the real Neural synchrony with long connection delay [40] [41]. 
However, to the best of our knowledge, time-delay effect on synchronization 
features of delay-coupled slow-fast systems is still not fully clarified. This paper 
is devoted to further investigate time-delay effect on synchronization features of 
delay-coupled slow-fast van der Pol systems on behalf of the method of stability 
switch [42] and Geometric singular perturbation theory [13] [14] [15] [16]. A 
synchronization mechanism of “slow-manifold adjustment” is described in next 
section. In Section 3, time-delay influence on the structure of the slow manifold 
of synchronized system is firstly obtained, and then, time-delay effect on the 
synchronization features of coupled slow-fast van der Pol systems is stated. 
Some conclusions are given in the last section. 

2. Synchronization of Coupled Slow-Fast van der Pol  
Systems 

Two identical delay-coupled slow-fast van der Pol systems are described as  

( )( )3
1

1
3

.

i i i i j i

i i

x y x x I x t x

y x

τ

ε

 = − + − + − −

 =





                (1) 

where 1,2i =  and 2,1j = , a dot represents derivative with respect to time t, 
0 1ε< 

 such that ix  is the fast variable and iy  is the slow variable, 

( ) ( )1 j i j iI x x c x x− = −  is the linearly coupled term with coupling strength 
0c ≥ , and ( )1Oτ =  represents the connection delay. 
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To study time-delay effect on synchronization features of coupled systems (1), 
the synchronization mechanism of coupled slow-fast van der Pol systems with-
out connection delay should be clarified firstly. Without connection delay, Equ-
ation (1) read  

( )3
1

1
3

.

i i i i j i

i i

x y x x I x x

y xε

 = − + − + −

 =





                (2) 

In the synchronization manifold of coupled systems (2), the dynamics of syn-
chronized state ( ) ( ) ( )1 1 2 2, , ,x y x y x y= =  is described by  

31
3

.

x y x x

y xε

 = − + −

 =





                       (3) 

Equation (3) is actually the single slow-fast van der Pol system with one slow 
and one fast variables. Let 0ε →  in Equation (3), one has the fast subsystem  

31 ,
3

x y x x= − + −  

where y is taken as a system parameter, thus, the fast subsystem governs the fast 
variable x only. Geometric singular perturbation theory defines the slow mani-
fold of Equation (3) as the set of equilibrium points of the fast subsystem  

( ) 3
1 11 12 13

1, | 0 .
3

M M M M x y y x x = = − + − = 
 

   

The structure of slow manifold, including the stability and bifurcation points, 
can be determined through the stability analysis of the fast subsystem, as shown 
in Figure 1(a). According to geometric singular perturbation theory, the dy-
namics of Equation (3) is governed by the structure of slow manifold 1M , and 
the solution trajectory is attracted by the stable slow manifold and repelled by 
the unstable slow manifold, thus, the synchronized state of Equation (3) under-
goes relaxation oscillation, as shown in Figure 1(a) and Figure 1(b). 
 

   
(a)                                       (b) 

Figure 1. The structure of the slow manifold 1 11 12 13M M M M=    of Equation (3), 
where 12M  is unstable, 11M  and 13M  are stable, 1S  and 2S  are the saddle-note bi-
furcation points, and the solution trajectory is attracted by the stable slow manifold and 
repelled by the unstable slow manifold, thus, Equation (3) undergoes relaxation oscilla-
tion. (a) Slow manifold 1 11 12 13M M M M=    and solution trajectory; (b) Time series. 
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To describe the synchronization mechanism of Equations (2) analytically, 
simplify the coupling term as follows 

( ) ( ) ( )1 2 30 0
cw w c w

I w cw I w w I w w
cw w c w

δ δ
δ δ
δ δ

> > 
 = ⇒ = ≤ ⇒ = ≤ 
 < − − < − 

 

where j iw x x= −  ( )i j≠  and δ  is a small positive constant, and this process 
of simplification is illustrated in Figure 2. 

With the simplified coupling ( )3I w , Equations (2) read 

( )3
1 1 1 1 3 2 1

1 1

1
3

.

x y x x I x x

y xε

 = − + − + −

 =





                 (4) 

and 

( )3
2 2 2 2 3 1 2

2 2

1
3

.

x y x x I x x

y xε

 = − + − + −

 =





               (5) 

Though the coupling term of Equations (4) - (5) is the simplified version of 
that of Equations (2), the synchronization mechanism of Equations (4) - (5) is 
qualitatively the same as that of Equations (2), which will be illustrated in fol-
lowing discussion, and will also be confirmed by numerical results. 

To describe the synchronization features of Equations (4) - (5), the phase and 
phase difference for relaxation oscillation is firstly introduced. As shown in  

Figure 3, let T denotes the period of the relaxation oscillation, and 
2 ,1
3

O  
 
 

  

denotes the point with zero phase, and 
i jP PT →  denotes the time required for 

point iP  evolving to point jP . Regard anti-clockwise direction as the forward 
direction, and the phase difference from point iP  to point jP , denoted with 

i jP PT , is defined as 
i j i jP P P PT T →=  if 1

2i jP PT T→ ≤  or 
i j j iP P P PT T →= −  if  

1
2i jP PT T→ > , and the phase of point iP  is defined as the phase difference from 

point iP  to point O, denoted as 
iPOT . And one has 

1 3 1 3P P P PT T →= ,  

3 1 1 3 1 3P P P P P PT T T→= − = − , 1

1 2 1 2 2

1 2

1 2

1 d
2

x
P P P O P O x

y y
T T T x x

x x x
− = − ≈ − ≈  + ∫ . Further-

more, one has 
1 2 3 4P P P PT T>  due to 1 2 3 4x x x x+ < + , and let 3 4

1 2

1P P

P P

T
l

T
= <  de-

note the contraction ratio. 
 

 

Figure 2. The simplification of the coupling terms in Equation (2). 
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Figure 3. The phase and phase difference for relaxation oscillation of Equation (3). 
 

Denote the initial points of Equations (4) and (5) with ( )10 10 10,A x y  and 
( )20 20 20,B x y  respectively, and the analysis of the synchronization features is 

divided into cases depending on the initial values of the two coupled system. 
Case 1: When 20 10x x δ− > , as shown in Figure 4(a) with 0c > , without 

the coupling term, both systems (4) and (5) are with the same slow manifold  

( ) 31, |
3

M x y y x x = = − + 
 

, and the initial phase difference is  

20 10 20 10B A B O A OT T T= − . When those two systems couple with each other, the slow 
manifolds of systems (4) and (5) will adjust from M to  

( ) 3
1

1, |
3

M x y y x x c = = − + + 
 

 and ( ) 3
2

1, |
3

M x y y x x c = = − + − 
 

 respec-

tively due to 20 10x x δ− > . And thus, according to the geometric singular  

perturbation theory, the initial point 10A  will jump to 11A , and 20B  will jump 
to 21B , and the phase difference becomes 

21 11 21 11B A B O A OT T T= − , one has  

21 11 20 10B A B AT T< . As a result, the phase difference is contracted when systems (4) 
and (5) adjust their slow manifolds. 

Case 2: When 20 10x x δ− <  and 20 10y y c− < , as shown in Figure 4(b) with 
0c > , the initial phase difference is 

20 10 20 10B A B O A OT T T= − . At the beginning 
when system (4) couples with system (5), both systems will not adjust their slow 
manifold due to 20 10x x δ− < . And the slow manifold of Equation (5) will adjust 
from M to 2M  when point 10A  jumps to 11A  due to 20 11x x δ− > , and thus, 
at almost the same time, point 20B  will jump to 21B  following the jump of 
point 10A , and the phase difference becomes 

21 11 21 11B A B O A OT T T= − , one has 

21 11 20 10B A B AT T< . As a result, the phase difference is contracted with the ratio of l 
when systems (4) and (5) adjust their slow manifolds. 

Case 3: When 20 10x x δ− <  and 20 10y y c− > , as shown in Figure 5(a), the 
initial phase difference is 

20 10 20 10B A B O A OT T T= − . At the beginning when systems 
(4) and (5) couple with each other, both systems will not adjust their slow mani-
fold due to 20 10x x δ− < . And the slow manifold of systems (4) and (5) will ad-
just from M to 1M  and 2M  respectively when point 10A  jumps to 11A  due 
to 20 11x x δ− > , and at almost the same time, point 20B  will jump to 21B . 
Then point 21B  will evolve to 22B  and 11A  will evolve to 12A , and the slow 
manifold of systems (4) and (5) will both adjust from 1M  and 2M  to M again  
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(a)                                     (b) 

Figure 4. Equations (4) and (5) get synchronization by adjusting their slow manifolds 
with each other. (a) Case 1; (b) Case 2. 
 

  
(a)                                     (b) 

Figure 5. Equations (4) and (5) get synchronization by adjusting their slow manifolds 
with each other. (a) Case 3; (b) Case 3 with optimal coupling strength c∗ . 

 
when point 22B  jumps to 23B  due to 23 12x x δ− < , and at almost the same 
time, point 12A  will jump to 13A , and one has 

20 10 13 23B A A BT T T< < . As a result, 
the phase difference is contracted when systems (4) and (5) adjust their slow 
manifolds. Furthermore, as shown in Figure 5(b), there is a optimal coupling 
strength c∗ , such that 23 13y y= , and systems (4) and (5) get synchronization 
quickly when systems (4) and (5) adjust their slow manifolds only for one time. 

The analysis of cases 1 - 3 indicates the coupled slow-fast van der Pol systems 
can get synchronization by adjusting their slow-manifolds with each other, and 
this synchronization mechanism of “slow-manifold adjustment” is more com-
plex than the mechanism of “fast threshold modulation” proposed in [25]. 
Moreover, one has the following results.  

Results 1: When 0c > , the coupled slow-fast van der Pol systems (2) can get 
synchronization through the mechanism of “slow-manifold adjustment”. And 
there is an optimal coupling strength c∗ , such that the coupled systems (2) can 
get synchronization quickly.  

To illustrate the validity of analytical results 1, the largest condition Lyapunov 
exponent of the following master stability function is calculated numerically in 
Figure 6(a),  

( )2
1 2 1 1

2 1

1 2

.

x cζ ζ ζ ζ

ζ εζ

 = − + − −


=





                   (6) 
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(a)                                        (b) 

Figure 6. The largest condition Lyapunov exponent and synchtonization of coupled sys-
tems (2). (a) Largest condition Lyapunov exponent as a function of c; (b) Synchronization 
with optimal coupling strength c∗ . 

 
where x is one of the variable of synchronized system (3). The coupled slow-fast 
van der Pol systems (2) can get synchronization when the largest condition 
Lyapunov exponent mL  is negative. And there is a optimal coupling strength 
c∗ , such that the coupled systems can get synchronization quickly, as shown in 
Figure 6(b). The numerical results agree with the analytical results 1. 

3. Time-Delay Effects 

Once the synchronization mechanism of coupled slow-fast van der Pol systems 
(2) without connection delay is clarified, time-delay effect on synchronization 
features can be discussed, the key step is to clarify the time-delay influence on 
the structure of the slow manifold due to the coupled systems (2) get synchroni-
zation by adjusting their slow-manifolds with each other, as shown in previous 
section. 

In the synchronization manifold of coupled systems (1), the synchronized 
state ( ) ( ) ( )1 1 2 2, , ,x y x y x y= =  is governed by  

( )( )31
3

.

x y x x c x t x

y x

τ

ε

 = − + − + − −

 =





                  (7) 

Let 0ε →  in Equation (7), one has the fast subsystem  

( )( )31 .
3

x y x x c x t xτ= − + − + − −                   (8) 

where y is taken as a system parameter. 
Geometric singular perturbation theory defines the slow manifold of Equation 

(7) as the set of the equilibrium points of the fast subsystem, denoted as  

( ) 3
2 21 22 23

1, | 0 .
3

M M M M x y y x x = = − + − = 
 

   

Note that the set 2M  is the same as 1M , thus, the time delay has no influ-
ence on the shape of the slow manifold, as shown in Figure 7(a). 

To decide time-delay influence on the stability and bifurcation of the slow 
manifold 2M , consider the local stability of the fast subsystem (8) around the  
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(a)                                      (b) 

Figure 7. Slow manifold, solution trajectory and time series of Equation (7) with 
( )1 0Oτ = > . (a) 21M  and 23M  are stable, and 22M  is unstable for any positive 

( )1Oτ = . (b) Equation (7) undergoes relaxation oscillation with ( )1 0Oτ = > . (a) Slow 

manifold and solution trajectory; (b) Time series. 
 
equilibrium point ( )0 0 2,x y M∈ , which is governed by the characteristic equa-
tion 

( ) ( )2
01 e .D x c c λτλ λ −= − − + −  

When 0 1x ≤  and 0τ = , ( ) 0D λ =  has one nonnegative real eigenvalue 
2
01 0xλ = − ≥ . According to the theory of stability switch [42], there is no stabil-

ity switch as τ  increases from zero to infinity. So, the second part of slow ma-
nifold 22M  is always unstable for any time delay τ , as shown in Figure 7(a). 

When 0 1x >  and 0τ = , ( ) 0D λ =  has one negative real eigenvalue 
2
01 0xλ = − < , and ( )0 0D ≠  for any τ . Thus, as τ  increases, stability may 

switch only when a couple of eigenvalues arrive in the right half plane through 
crossing the imaginary axis. Let iλ ω= ±  ( 0ω > ), and separating the real and 
imaginary parts of ( ) 0D λ =  leads to  

( )
( ) ( )( )2

0

sin 0,

1 1 cos 0.

c

x c

ω ωτ

ωτ

+ =


− + − =
                  (9) 

The second equation of Equation (9) cannot hold for any τ  due to 
2
0 1 0x − > . Thus, there is no stability switch as τ  increases from zero to infini-

ty. So, time-delay τ  cannot change the stability of the parts of the slow-manifold 

21M  and 23M , and the parts of the slow manifold 21M  and 23M  are stable 
for any time delay τ , as shown in Figure 7(a). 

The analysis above indicates time delay cannot qualitatively influence the 
structure of the slow manifold 2M , and thus cannot qualitatively influence the 
dynamics of Equation (7), as shown in Figure 7(a) and Figure 7(b). 

Since coupled slow-fast van der Pol systems get synchronization through the 
mechanism of “slow-manifold adjustment”, one can conjecture that the connec-
tion delay τ  cannot qualitatively affect the synchronization features of de-
lay-coupled slow-fast van der Pol systems (1) because the time delay cannot qua-
litatively influence the structure of the slow manifold. To verify this conjecture 
numerically, the largest condition Lyapunov exponent, which governs the stability  
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(a)                                     (b) 

  
(c)                                     (d) 

Figure 8. The largest condition Lyapunov exponents and synchronization of coupled 
systems (1). (a) The largest condition Lyapunov exponents mL  as a function of c and τ ; 
(b) The drift of optimal coupling strength c∗  with the increase of time delay τ ; (c) 
Synchronization of coupled systems (1) with 2τ =  and optimal coupling strength 

0.16c∗ = ; (d) Synchronization of coupled systems (1) with 4τ =  and optimal coupling 
strength 0.2c∗ = . 

 
of synchronization manifold of coupled systems (1), is calculated from the fol-
lowing master stability function  

( ) ( )( )2
1 2 1 1 1

2 1

1 ,

,

x c tζ ζ ζ ζ τ ζ

ζ εζ

 = − + − − − +


=





             (10) 

where x is the variable of Equation (7). 
The largest condition Lyapunov exponents as a function of c and τ  are illu-

strated in Figure 8(a), which verifies the analytical conjecture that the time delay 
τ  cannot qualitatively affect the synchronization mechanism of “slow-manifold 
adjustment”, and furthermore, it is shown that the time delay can result to the 
drift of the optimal coupling strength c∗ , as shown in Figures 8(b)-(d). 

Summarize the analytical and numerical results, one has: 
Results 2: The time delay τ  cannot qualitatively affect the synchronization 

mechanism of “slow-manifold adjustment”, however, it can result to the drift of 
the optimal coupling strength c∗ . 

4. Conclusion 

Coupled slow-fast van der Pol systems can describe the dynamics of various real 
systems in physics, electronic, and biology. And connection delay should be 
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considered due to limit of information transmission and processing speed. It is 
well known time-delay that is often a negative factor to the stability of synchro-
nization, and deteriorates the synchronizability of coupled systems with uniform 
timescale. The studies in this paper indicate even large time-delay cannot de-
stroy the synchronization mechanism of “slow-manifold adjustment” of coupled 
slow-fast systems. The finding is helpful to understand the universal synchroni-
zation in real systems with long connection delay. 
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