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Abstract 
The purpose of this study is to measure the adoption of mobile banking sys-
tems among the citizens of Uganda by analyzing the effect of perceived use-
fulness, perceived ease of use, and perceived risk on actual usage of mobile 
banking, with intention to use as a mediating variable. A closed-ended ques-
tionnaire was employed to be filled by Uganda citizens. A total of 275 ques-
tionnaires were sent out, among which only 245 were useable. A factor analy-
sis test was run in order to establish the construct validity of the question-
naire. After that, Cronbach’s alpha was used to measure the reliability of the 
study, and multiple linear regression analysis, Pearson’s correlation, ANOVA 
table, and process analysis was used to analyze the association between the 
variables. The findings of our study showed a good and acceptable model fit. 
Perceived usefulness and perceived ease of use were significantly correlated to 
actual usage, with intention to use as a positive mediator. Perceived risk had a 
negative relationship with actual usage of mobile banking where intention to 
use negatively mediates the relationship. This study can be used by the bank-
ing industry of Uganda as well as clients of banks. It poses in detail the ad-
vantages and the risks of using mobile banking system. The banking industry 
can use it to maximize on the advantages while minimizing the risks, and the 
clients can make use of this study to further gain knowledge about the bene-
fits and risks and make an informed decision on whether to use the mobile 
banking system or not. The respondents’ pool of this study was constricted, 
employing only the citizens of Uganda. Moreover, this research was con-
ducted on a cross-sectional basis with quantitative and closed-ended ques-
tionnaire. Future researchers can employ a diverse pool of respondents to get 
variable responses. Moreover, the study can be conducted on a longitudinal 
basis, while also employing the use of open-ended questionnaire to get a bet-
ter insight regarding mobile banking systems. 
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1. Introduction 

The days when people had to rely on electricity engaged personal computers to 
get access to the internet and their financial information are long gone. In to-
day’s era, everything is made easier through the use of mobile phones whose 
reach is far and wide. People rely on their hand-held devices for almost every-
thing and claim that their phone has all the essentials that they need.  

Due to the rapid technological changes in the past decade, many banks, have 
switched their traditional brick-and-mortar workplaces into online workplaces 
for themselves as well as their clients. This facilitates them in a number of ways 
such as declined costs, sustainable competitive advantage, convenience for em-
ployees as well as clients, and reaching a wide range of customers (Peevers, 
Douglas and Jack, 2008; Porteous, 2006; Koenig-Lewis, Palmer, & Moll, 2010).  

Mobile banking is described as a platform through which customers can get in 
touch with their banks by the use of a mobile device i.e. a smartphone, a touch 
phone or a Personal Digital Assistant (PDA) (Barnes and Corbitt, 2003). Other 
researchers have also identified different advantages of mobile banking such as 
accessibility, flexibility, ubiquity, interactivity and coverage (Sulaiman, Jaafar 
and Mohezar, 2007; Turban et al., 2006). 

Uganda is characterized as the least developed country of all the developing 
countries. In the developing countries, a lot of its residents have mobiles but do 
not have bank accounts (Nassiwa, 2019). Therefore, having the banks shift to 
mobile banking will make it easier for the residents of Uganda to enable and 
manage their bank accounts that will further facilitate them in various ways such 
as checking the bank balance at home, savings, transfer of funds, payment of 
their bills, and downloading the receipts and deposit slips with ease and through 
the comfort of their home. In order to do this, the banks, as well as, the clients 
must find the value in mobile banking and be comfortable in using it. This in-
cludes a cost-benefit of analysis of the risks posed by the technology and the 
usefulness of the technology. This reason led us to use the Technology Accep-
tance Model 2 (TAM2) posited by Venkatesh and Davis (2000). 

Hence, this research aims to examine the trend of adoption of mobile banking 
in Uganda through the use of Technology Acceptance Model 2 (TAM2) with an 
additional variable of perceived risk. Specifically, this study will aim at discover-
ing the correlation among perceived usefulness, perceived ease of use, and per-
ceived risk with intention to use and finally actually using the mobile banking 
technology. This paper will follow a structural flow of literature review, after 
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with research methodology will be discussed, which will take us to results and 
discussion and finally conclusion and confines of the study. 

2. Literature Review 

In this section we introduce our variables and provide literature on them from 
previous researches that have been conducted with these variables. Our model 
includes the Technology Acceptance Model (TAM2) with an additional variable 
of perceived risk to analyze the adoption of mobile banking in Uganda. We have 
added perceived risk with the TAM2 model because we believe it will strengthen 
the relationship and provide a more meaningful and deeper insight into the res-
pondents’ intention and actual use of the mobile banking system. 

2.1. Technology Acceptance Model 

Fishbein and Ajzen (1975) posited a Theory of Reasoned Action (TRA) that has 
been used and tested by multiple scholars and serves as a basis for understanding 
the behavior of humans in different domains (Chen et al., 2002). Inspired by this 
theory, another theory was posited by Davis (1989) which came to be known as 
Technology Acceptance Model (TAM), which has been experimented with and 
later extended (Davis, 1989; Igbaria et al., 1997; Venkatesh and Morris, 2000). 
The original theory articulated by Davis (1989) consisted of five variables in a 
model which include perceived usefulness (PU), perceived ease of use (PEOU), 
attitude, behavioral intention to use (ITU) and actual usage (AU). The two vital 
determinants to predict the usage of any system are PU and PEOU.  

After countless researches related to this model, some researchers stated that 
there was a need for supplementary variables that must be attached with the 
original TAM model to strengthen it (Legris, Ingham and Collerette, 2003). In 
response to this, another extended version of this theory was introduced by 
Venkatesh and Davis (2000) which further consisted of social influence processes 
(subjective norm, voluntarism, image), and cognitive instrumental processes 
(job relevance, result demonstrability), and which left out attitude towards using. 
Taylor and Todd’s (1995) research was consistent with this finding as they stated 
that social influence and cognitive instrumental processes had an effect on actual 
usage and PU and PEOU also affected usage behavior through ITU.  

2.1.1. Perceived Usefulness (PU) 
Perceived usefulness is described by Davis (1989) and Mathwick, Malhotra and 
Rigdon (2001) as the degree to which a person trusts that making use of a certain 
technological and innovative system would enhance his productivity and output. 
Lopez-Nicolas, Molina-Castillo and Bouwman (2008) similarly describe PU as 
the extent to which humans trust that a certain electronic system will aid them to 
perform their work in an easier manner, efficiently and with good quality. It can 
be considered as a key variable that helps bank employees, as well as their clients 
to accept new technologies as they emerge as they help in providing them a 
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greater degree of freedom when engaging in banking-related tasks such as 
transactions, expenditures etc. (Pikkarainen et al., 2004). Hanafizadeh et al. 
(2014) said that if an individual thinks that a certain technology will provide him 
with more advantages than its alternative being used before its invention, then 
he/she would find it more valuable and convenient. Due to efficiency, effective-
ness, and benefits, the technology will be perceived as relatively more useful than 
that of its predecessor (Nassiwa, 2019). 

2.1.2. Perceived Ease of Use (PEOU) 
Davis (1989) describes perceived ease of use as the level to which a human trusts 
that making use of a certain system will be effortless to practice and consume. 
Davis (1993) describes it as the level to which an individual feels as if practicing 
that technological system will reduce one’s stress, be it physical or mental. PEOU 
is an important determinant for acceptability of innovative and IT related devic-
es and different researchers have supported this role of PEOU in relation to mo-
bile commerce (Lin and Wang, 2005; Luarn and Lin, 2005; Teo et al., 2012), on-
line banking (Lu et al., 2003; Tan et al., 2010; Wang, Wang, Lin and Tang, 2003), 
and wireless internet (Lu et al., 2003; Shih and Fang, 2004). Ease of use, in term 
of IT, is generally related to its complex inner workings that result in an easy-to- 
use graphic user interface, easy surfing, effortless usage, and limited mental and 
physical effort. Hence, the more effortless a system is to practice and consume, 
the more usage of it will escalate performance (Venkatesh and Davis, 2000). 

2.1.3. Intention to Use (ITU) 
In the technology acceptance model, the intent towards usage of any specific 
technological system is directly related to the attitude that any individual shows 
towards the system and their perception that practicing the said system will ben-
efit them and enhance their work productivity and output (Jackson, Chow, & 
Leitch, 1997). Fishbein and Ajzen (1975) describe ITU as a measurement of the 
rigidity of one’s intention to accomplish a certain task, i.e. using mobile banking 
system. Hogarth (1991) stated that an approach that can be used to understand 
the processes and constructs that lead an individual to either accept or reject a 
certain system is to focus attention to their attitudes towards it. Hence, Fishbein 
and Ajzen (1975) used this statement to develop their own theory that states that 
the best predictor of behavior (such as to use mobile banking) are intentions, 
and that these plans are influenced through a person’s own attitudes and norm 
regarding the manners.  

2.2. Perceived Risk (PR) 

Pavlou (2001) describes perceived risk as an individual’s belief that he is suffer-
ing a loss when chasing a favored goal. Gerrard and Barton Cunningham (2003) 
describe it as an uncertainty regarding the result of employing innovative devic-
es. Püschel, Mazzon, & Hernandez (2010) are of the opinion that customers 
normally think of risk because of the uncertainty regarding the degree of incon-
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sistency between what the customer judges about the technology and the real 
time behavior of the technology which is often not up to the customers’ expecta-
tions. Consumers and service providers are both concerned about the quality of 
services being offered, online fraud and possible danger of criminal activities (Ba 
and Pavlou, 2002). When talking specifically about mobile banking, considerable 
risk is involved which includes financial risk, public risk, time risk, risk asso-
ciated with the provision of service, mental and emotional risk, and physical risk 
(Forsythe and Shi, 2003). In mobile banking, the risk is relatively greater than 
that of traditional banking due to the reason that most, if not all, of the transac-
tion is being held online which makes it more susceptible to hacking and identi-
ty theft, which ultimately results in a considerable monetary and private loss of 
data (Yousafzai et al., 2003). It is the opinion of Laforet and Li (2005) that per-
ceived risk is an important factor when it comes to the acquisition and use of 
new and innovative technology and devices. Riquelme and Rios (2010) also 
supported this fact stating that consideration of security is an important obstacle 
when thinking of adopting such platforms. The risks associated with using a 
mobile banking system is the same as those involved in internet banking since 
mobile banking is an enhanced version of it (Lee, Kozar and Larsen, 2003). Even 
though many risks involved mirror that of internet banking, there is considera-
bly more risk involved in mobile banking when thinking in terms of personal 
loss, identity theft and loss of daily transactions (Riquelme and Rios, 2010). 
Therefore, all these risks eventually dissuade a person from using mobile bank-
ing system for their day-to-day transactions (Meuter et al., 2005). Luo et al. 
(2010) are of the opinion that such high risks and high stakes involved in trans-
actions lead a person to develop negative notions regarding using and adopting 
the mobile banking system. 

3. Research Methodology 
3.1. Conceptual Framework 

In an attempt to measure the effect of perceived usefulness, perceived ease of 
use, perceived risk and intention to use on the actual usage of mobile banking 
system, we propose the conceptual model below Figure 1. This model also 
shows the mediating role of ITU. 
 

 
Figure 1. Hypothetical framework. 
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The TAM2 model consists of four variables i.e. PU, PEOU, ITU and AU. In 
this model, intention to use acts as a mediating variable between perceived use-
fulness, perceived ease of use and actual usage. We have also added perceived 
risk to the model in order to better analyze the risks associated with the digital 
platforms. This will help us in understanding the behavior or individuals and 
how it affects their intention to use digital platforms for their banking. 

3.1.1. Perceived Usefulness and Intention to Use 
Venkatesh and Davis (2000) are of the opinion that PU is a key determinant for 
intention to use any technological system. A number of researches have been 
conducted that show that PU led to the usage of computer systems (Ha and 
Stoel, 2009; Huang, 2008; Singh et al., 2010). Hanafizadeh et al. (2014) are of the 
opinion that the planning of making use of a certain system for transactional 
purposes is directly related to how an individual perceives its use. If a consumer 
thinks that using a certain technology will provide him with more benefits than 
the cost to use it, they intend to use that system. In a study conducted by Aktu-
ran and Tezcan (2012), the researchers stated that perceived usefulness had an 
effect upon the attitude of the consumer regarding mobile banking and that this 
attitude further affected the plan to accept and embrace the mobile banking sys-
tem in the consumers. Another researcher in his study said that perceived use-
fulness was accepted as the primary precursor for the intention to start using the 
services of mobile banking in Malaysia (Amin, Baba and Muhammad, 2007). 
Hence the more useful mobile banking is perceived by consumers, the more 
their intention will be to use it. This leads us to our first hypothesis: 

H1: Perceived usefulness is a significant determinant of intention to use. 

3.1.2. Perceived Ease of Use and Intention to Use 
The PEOU of a certain technology does not make it necessarily easy to use but it 
is only a perception that favors adoption of that technology (Tan et al., 2014). 
Multiple studies have shown that if a perception of an individual regarding a 
certain system is that it is easy to use, then it promotes their intention to use said 
system. This research aims to study this relationship in terms of mobile banking. 
Another research that was conducted by Chitungo and Munongo (2013), they 
agreed that PEOU had an effect on the attitude of the users which led to their 
intention to make use of the services of mobile banking platforms. Cheah et al. 
(2011) agreed as well that there was a significant correlation among PEOU and 
ITU of mobile banking in Malaysia. Other studies performed in different coun-
tries also reinforced this relationship (Lule, Omwansa and Waema, 2012; Curran 
and Meuter, 2005). This leads to our second hypothesis: 

H2: Perceived ease of use is a significant determinant of intention to use. 

3.1.3. Perceived Risk and Intention to Use 
Whether an individual uses a certain technological system or not can be influ-
enced by security and privacy i.e. the degree of risks that is involved in using the 
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system (Nassiwa, 2019). When it comes to mobile banking, PR was the key dif-
ficulty found to affect the intention of an individual to use this system (Ramd-
hony and Munien, 2013; Cho, 2004). The theory of perceived risk has been the 
topic of discussion since the 1980’s to determine the behavior of the consumer 
when it comes to decision making (Taylor, 1974). PR is an important variable 
due to its relation with security and privacy concerns, which include loss of fi-
nancial data, identity theft, stolen PIN codes etc. (Poon, 2008). Moreover, this 
also correlates with a stolen mobile phone that has access to an individual’s fi-
nancial data (Coursaris, Hassanein and Head, 2003). Hence, this leads to our 
third hypothesis: 

H3: Perceived risk is negatively related to intention to use. 

3.1.4. Intention to Use as a Mediating Variable 
A research undertaken by Davis (1989) stated that if any individual had the be-
havioral intention to use a certain system, then it would be positively significant 
with actually using it; and found that plan to use a certain system is a vital de-
terminant of the consumer’s behavior and that other variables tend to influence 
the actual usage indirectly through the lens of behavioral intention. Another 
study conducted by Hill, Smith and Mann (1987) also supported this claim stat-
ing that intentions are positively related to actions. Sheppard, Hartwick and 
Warshaw (1988) conducted many researches whose foundation was the theory 
of reasoned action (TRA) model and found an average correlation of 0.54 among 
intention to use and acting on that intention. DeSanctis (1983), using an expec-
tancy theory framework, also stated that the motivation of an individual to use a 
certain system is correlated with that individual actually using the system later 
on. Therefore, the literature suggests that ITU is a key element in implementing 
an actual system usage. This brings to our fourth, fifth, sixth, and seventh hypo-
thesis: 

H4: Intention to use is a significant determinant of actual usage. 
When an individual believes that mobile banking system is useful and will 

help them in being efficient and productive, and then they are more likely to 
make an intention of using it, thereby increasing their chances of actually 
adopting the said system and using it in their daily lives. This relationship is 
shown in Figure 2. 
 

 
Figure 2. ITU as a mediating variable between PU and AU. 
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H5: Intention to use acts as a significant mediator between perceived 
usefulness and actual usage. 

The more an individual believes that a system is easy to use and perceives it in 
that fashion, the more they are likely to intend to use it and the more it will af-
fect their actual adoption of the mobile banking system. This relationship is 
shown in Figure 3. 

H6: Intention to use acts as a significant mediator between perceived ease 
of use and actual usage. 

Considerable risk is involved in any kind of digital platform. The more the 
risk is involved in mobile banking, the more a person becomes reluctant in using 
that system; thereby leading to not using the system at all. This relationship is 
shown in Figure 4. 

H7: Intention to use acts as a negative mediator between perceived risk 
and actual usage. 

3.1.5. Questionnaire Design and Measures 
1) Perceived Usefulness 
The scale for PU was drawn from Venkatesh and Davis (2000). This scale en-

compassed four items for perceived usefulness. These items were analyzed 
through a 7-point Likert scale that had response anchors from 1 = Highly Dis-
agree to 7 = Highly Agree. Individuals rating a higher number on this scale in-
dicated that they perceive the mobile banking system to be of use to them and 
help them in improving their performance whether s an employee or as a con-
sumer.  

 

 
Figure 3. ITU as a mediating variable between PEOU and AU. 

 

 
Figure 4. ITU as a mediating variable between PR and AU. 
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2) Perceived Ease of Use 
The scale for PEOU was drawn from Venkatesh and Davis (2000). This scale 

encompassed four items for perceived ease of use. These items were analyzed 
though a 7-point Likert scale with response anchors from 1 = Highly Disagree to 
7 = Highly Agree. Individuals rating a higher number on this scale indicated that 
they feel that using services of mobile banking application will reduce their 
physical and mental stress, and will be effortless to use. 

3) Perceived Risk 
The scale for PR was drawn from Wu and Wang (2005). This scale encom-

passed four items for perceived risk. These items were analyzed through a 
7-point Likert scale with response anchors from 1 = Highly Disagree to 7 = 
Highly Agree. Individuals rating a higher number on this scale indicated that 
using mobile banking system is particularly risky and are afraid of their personal 
and financial loss. 

4) Intention to Use 
The scale for ITU was drawn from Venkatesh and Davis (2000). This scale 

consisted of two items for intention to use. These items were analyzed through a 
7-point Likert scale with response from 1 = Highly Disagree to 7 = Highly Agree. 
Individuals rating a higher number on this scale indicated that they had a strong 
motivation to use the mobile banking system. 

5) Actual Usage 
The scale for actual usage was drawn from Wu and Wang (2005). This scale 

consisted of one item for actual usage. This item was measured on a 7-point Li-
kert scale with response anchors from 1 = Not Very Often to 7 = Very Often. In-
dividuals rating a higher number on this scale indicated that they are habitual 
and consistent users of mobile banking software. 

4. Results and Discussion 

The demographic characteristics of the respondents are given below in Table 1. 

4.1. Reliability of Study 

The reliability of study is shown in Table 2. 
For a questionnaire to be reliable, all items indicated in the questionnaire 

should be able to consistently measure their respective attribute (Hinton, 2014). 
Several researchers such as (Adamson & Prion, 2013; Devon et al., 2007) have 
indicated that Cronbach’s alpha is the most common reliability measure used by 
many researchers to estimate internal consistency reliability. Therefore we used 
Cronbach’s alpha measure to estimate the reliability of the questionnaire used 
for this study. According to Bland & Altman (1997), a Cronbach’s α coefficient 
of 0.70 and above indicates a good and acceptable reliability measure. Results 
shown in Table 2 reveal that the estimated Cronbach’s alpha measures are ac-
cepted, indicating the reliability of the questionnaire used for our study. 
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Table 1. Demographic characteristics of respondents. 

Attribute Frequency Percent Valid Percent Cumulative Percent 

Gender     

Male 143 58.40 58.40 58.40 

Female 102 41.60 41.60 100.00 

Total 245 100.00 100.00  

Academic Qualification     

No college degree 27 11.00 11.00 11.00 

Diploma 64 26.10 26.10 37.10 

Bachelor’s degree 118 48.20 48.20 85.30 

Master’s degree 28 11.40 11.40 96.70 

Ph.D. 8 3.30 3.30 100.00 

Total 245 100.00 100.00  

Age     

16 - 20 7 2.90 2.90 2.90 

21 - 25 48 19.60 19.60 22.40 

26 - 30 114 46.50 46.50 69.00 

31 - 35 51 20.80 20.80 89.80 

36 - 40 14 5.70 5.70 95.50 

>40 11 4.50 4.50 100.00 

Total 245 100.00 100.00  

Adopted Item     

Basic Phone 9 3.70 3.70 3.70 

Smart Phone 190 77.60 77.60 81.20 

3G Phone 38 15.50 15.50 96.70 

PDA 8 3.30 3.30 100.00 

Total 245 100.00 100.00  

Mobile Banking Experience     

Yes 158 64.50 64.50 64.50 

No 87 35.50 35.50 100.00 

Total 245 100.00 100.00  

 
Table 2. Reliability table. 

Variable No of Items measured Cronbach’s Alpha 

Perceived Usefulness (PU) 4 0.919 

Perceived Ease of Use (PEOU) 4 0.935 

Perceived Risk (PR) 4 0.902 

Intention to Use (IU) 2 0.892 
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4.2. Construct Validity 

Table 3 shows the construct validity test. 
We performed a factor analysis test to establish the construct validity of our 

questionnaire. The estimates of the Kaiser-Meyer-Olkin (KMO) and Bartlett’s 
Test of Sphericity were used to determine if the validity of our construct was 
achieved. The KMO measures the adequacy of the responses from the survey. 
Kaiser (1974) proposed a minimum acceptable KMO value of 0.5 to be achieved 
before a satisfactory factor analysis can be performed. The Bartlett’s Test of 
Sphericity measures the strength of the relationship among the variables. A 
non-significant P-value means that “The correlation matrix is an identity ma-
trix”. Results in Table 3 show that the minimum KMO value was achieved 
(KMO = 0.833) and a statistical significance was also achieved for the Bartlett’s 
Test of Sphericity (P-value = 0.00) indicating that the correlation matrix is not 
and identity matrix. This is an indication that all conditions for factor analysis 
have been achieved. The factor analysis results show that a total of 3 factors were 
extracted and the variance proportions of each of the factors were satisfactory. 
The 3 factors extracted explained 74.52% of the variance (or Variations). 

4.3. Pearson’s Correlation 

Pearson’s correlation is shown in Table 4 below. 
According to Rodgers & Nicewander (1988) the statistical association that ex-

ists between two continuous or quantitative variables can be measured by using 
Pearson’s correlation coefficient statistic (ρ). This test statistic uses the method 
of covariance to measure the relationship between two continuous variables of 
interest by providing the magnitude and the direction of the relationship 
(Wackerly et al., 2008). Mukaka (2012) and Overholser & Sowinski (2008) pro-
posed general cut-off values for judging the magnitude and direction of the cor-
relation coefficients as: a correlation coefficient between 0.00 - 0.10 and between 
0.10 - 0.39 indicates negligible correlation and a weak correlation respectively. A 
correlation coefficient between 0.40 - 0.69 is an indication of a moderate associa-
tion whereas a correlation coefficient between 0.70 - 0.89 indicates a strong cor-
relation and a correlation coefficient between 0.90 - 1.00 indicates a very strong 
correlation. Table 4 shows that most of the variables are significantly correlated 
with each other while some relations are non-significant. 
 
Table 3. Construct validity test. 

Test Measure Estimate 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy  0.833 

 Approx. Chi-square 3262.447 

Bartlett’s Test of Sphericity df 105 

 Sig. 0.00 
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Table 4. Correlation matrix. 

Variable 
Correlation Matrix 

Mean Std. Dev 1 2 3 4 5 

Actual usage (AU) 4.62 2.20 1     

Intention to use (IU) 23.10 5.59 
0.389** 
(0.000) 

1    

Perceived Usefulness  
(PU) 

21.76 6.66 
0.351** 
(0.000) 

0.605** 
(0.000) 

1   

Perceived Ease of Use  
(PEOU) 

16.71 7.55 
0.615** 
(0.000) 

0.534** 
(0.000) 

0.560** 
(0.000) 

1  

Perceived Risk (PR) 12.00 2.96 
0.020 

(0.753) 
−0.105* 
(0.013) 

−0.147* 
(0.022) 

0.087 
(0.173) 

1 

**Correlation is significant at the 0.01 level (2-tailed). P-values in parenthesis; *Correlation is significant at 
the 0.05 level (2-tailed). 

4.4. Regression Analysis 

The result for model summary of the multiple linear regression analysis is pre-
sented in Table 5. The multiple coefficient (R) and coefficient of determination 
(R2) were estimated to be 0.653 and 0.426 respectively. The R2 indicates the ex-
tent of variation in the dependent variable caused by the independent variables. 
This indicates that about 42.6% of the difference in the dependent variable is at-
tributed to the independent variables while the rest of the variations are attri-
buted to the error term. The F-test, which is an indication of model fit, was 
found to be significant at the 95% confidence level with an estimate and P-value 
of 59.607 and 0.000 respectively. This indicates a good and acceptable model fit. 
The autocorrelation in our model was found to be relatively normal and accept-
able with a Durbin-Watson value of 1.840 (Field, 2009). 

Table 6 depicts the ANOVA table and explains the sources and degree of var-
iations in our model. It also provides information about the tests of significance 
and model fit. Result in Table 6 reveals that the P-value for the ANOVA test was 
less than 0.05 at the 95% confidence level, hence statistically significant. This 
further indicates a good and acceptable model fit. 

The β-estimates or coefficient of our regression analysis are presented in Ta-
ble 7. The result shows that Perceived Usefulness (PU) and Perceived Ease of 
Use (PEOU) were statistically significant at the 95% confidence level; and impact 
positively on Intention to Use (IU) with β-estimates of 0.226 and 0.133 respec-
tively. Perceived Risk (PR) was found to impact negatively on Intention to Use 
(IU) with a β-estimate of −0.027, however, this association was also found to be 
significant at the 95% confidence level (P < 0.05). 
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Table 5. Model summary. 

Measure Estimate 

R 0.653 

R-square 0.426 

Adjusted R-square 0.419 

Standard Error of estimate 2.25616 

F-change 59.607 

Sig. F 0.000 

Durbin-Watson 1.840 

Dependent variable: IU; Predictors: Constant, PU, PEOU, and PR. 

 
Table 6. ANOVA table. 

Model Sum of squares df Mean square F Sig 

Regression 910.247 3 303.416 59.607 0.000 

Residual 1226.749 241 5.090   

Total 2136.996 244    

Dependent variable: IU; Predictors: Constant, PU, PEOU, PR. 

 
Table 7. Table of coefficient. 

Variables Estimate T Value Sig. Value Tolerance VIF 

Constant 4.320 5.811 0.000   

Perceived Usefulness 0.226 7.044 0.000 0.647 1.545 

Perceived Ease of Use 0.133 4.982 0.000 0.657 1.523 

Perceived Risk −0.027 −1.985 0.048 0.937 1.068 

Dependent variable: Intention to use (IU). 

 
Following the recommendations of Daoud (2017) and Ringle et al. (2015), we 

found no presence of multicollinearity in our data. These researchers proposed a 
minimum acceptable value of VIF to be 5 and a tolerance value of above 0.10 to 
have no multicollinearity in data set. The fitted model based on the estimated 
β-estimates in Table 7 is presented below: 

( ) ( ) ( )+ + −IU = 4.320 0.226 PU 0.133 PEOU 0.027 PR           (1) 

where: 
Dependent variable: Intention to use (IU). 
Predictor variables: Perceived Usefulness. 
Perceived Ease of Use (PEOU). 
Perceived Risk (PR). 
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4.5. Process Analysis 

We performed a multiple linear regression analysis using Andrews F. Hayes 
process macro (version 3.5) to examine the mediating effect of Intention to use 
(IU) on Perceived Usefulness (PU), Perceived Ease of Use (PEOU), Perceived 
Risk (PR), and Actual Usage (AU). The results for the process analysis are pre-
sented in Table 8 and Table 9. 

Table 8 shows the direct effect of PU, PEOU, and PR on AU. The result re-
vealed a significant positive direct relationship between PU, PEOU and actual 
Usage (AU) and a non-significant positive relationship between PR and AU 
(P-value > 0.05) at the 95% confidence level. The corresponding T-values for 
PU, PEOU are above the acceptable value of 1.96 while that of PR is less than the 
acceptable value (T-value = 1.0359). 

Table 9 presents the indirect effects or relationships between PU, PEOU, PR 
and AU as mediated by Intention to Use (IU). The result revealed a significant 
association between the dependent variable (AU) and the independent variables 
(PU, PEOU, PR) since zero (0) lies outside the respective confidence intervals. 
We found out that, the direct effect of PR on AU was positive and non-significant, 
however when Intention to Use (IU) mediated the relationship between PR and 
AU, the effect becomes negative and significant at the 95% confidence interval 
because zero lies outside the confidence region of the effect (0.1019, 0.0108). 

4.6. Hypothesis Testing 

H1: Perceived usefulness is a significant determinant of intention to use. 
 
Table 8. Direct effect of PU, PEOU, PR on AU. 

Dependent  
variable (Y) 

Independent  
variable (X) 

Direct  
Effect 

SE t-value P-value 

AU 

PU 0.0718 0.0289 2.4833 0.0137 

PEOU 0.1882 0.0197 9.5387 0.0000 

PR 0.0179 0.0173 1.0359 0.3013 

 
Table 9. Indirect Effects of IU on PU, PEOU, PR and AU. 

Mediator 
(M) 

Independent 
variable (X) 

Dependent 
variable (Y) 

Standardized 
indirect  
Effect 

BootSE BootLLCI BootULCI 

IU 

PU 

AU 

0.1687 0.0447 0.0766 0.2521 

PEOU 0.0455 0.0305 0.0112 0.1097 

PR −0.0413 0.0286 0.0108 0.1019 
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Perceived usefulness (PU) was estimated to have a β-estimate of 0.226. This 
means that, the impact of PU on predicting Intention to Use (IU) is about 23% 
and this impact is statistically significant with a P-value of 0.000 (P < 0.05). The 
corresponding T-value is also statistically significant at the 95% confidence level 
(T-value > 1.96). Result in Table 4 also indicates a strong positive correlation 
between Perceived Usefulness (PU) and Intention to Use (IU) with a correlation 
coefficient (ρ) of 0.605. This relationship is also significant at the 99% confi-
dence interval with a P-value of 0.000. This means that, when people perceived 
that a certain electronic system or technology can aid them to perform their 
tasks in an easier and efficient process, they will make use of that technology, 
Hanafizadeh et al. (2014) asserts that if an individual perceives that the use of a 
certain technology or system can enhance his performance and an increase in 
competitive advantage than its alternative being used, the individual will go for 
the new technology. How an individual or an organization perceives the useful-
ness of a technology can influence their intention to use that technology. There-
fore we accept our hypothesis based on our analysis above and conclude that, 
Perceived Usefulness is a significant determinant of Intention to Use a mobile 
banking technology. 

H2: Perceived Ease of Use (PEOU) is a significant determinant of Inten-
tion to Use (IU). 

How easy it is to use a certain technology can influence consumers or organi-
zations intentions to use that technology. Result in Table 7 shows that PEOU 
has a significant positive impact on Intention to Use (β = 0.133, P-value = 
0.000). The estimated T-value is 4.982, which is greater than the critical value of 
1.96 indicating statistical significance at the 95% confidence interval. Table 4 
shows a moderate correlation between PEOU and IU with an estimated correla-
tion coefficient (ρ) of 0.534. This relationship was statistically significant at the 
99% confidence level with a P-value of 0.000. PEOU has the tendency to influ-
ence an individual’s intention to use a certain technology. Several researchers 
such as (Tan et al., 2014; Curran & Menter, 2005; Cheah et al., 2011) have re-
vealed the significant association between PEOU and organization’s or consum-
er’s intention to use or to adopt a certain technology. Consequently, we accept 
our hypothesis and conclude that PEOU is a significant determinant of Intention 
to Use. 

H3: Perceived Risk (PR) is negatively related to Intention to Use (IU). 
Perceived risk is estimated to have a negative impact on Intention to Use as 

shown in Table 7. The effect of Perceived risk on Intention to use is estimated to 
be β = −0.027 with a corresponding P-value of 0.048 indicating statistical signi-
ficance at the 95% confidence interval. The corresponding T-value is also signif-
icant with a value of −1.985 (T-value > −1.96). The correlation matrix in Table 4 
indicates a weak negative relationship between PR and IU. This association is 
significant at the 95% confidence level with a P-value of 0.013. The degree of 
risks that is involved in using a certain technology can actually influence con-
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sumers or organizations intention to use that particular technology (Ramdhony 
& Munien, 2013; Cho, 2004). As a result, we accept our hypothesis and conclude 
that Perceived Risk is negatively related to Intention to Use. 

H4: Intention to Use (IU) is a significant determinant of Actual Usage 
(AU). 

The correlation strength (ρ) between Intention to Use and Actual Usage is es-
timated to be 0.389 indicating a nearly moderate positive relationship between 
the two variables. The relationship between IU and AU was statistically signifi-
cant at the 99% confidence interval with a P-value of 0.000. This means that, in-
dividuals with high level of intention to use a certain technology will actually use 
that technology. Hill et al. (1987) corroborated this result and assert that Inten-
tions are positively related to actions. As a result, we accept our hypothesis and 
conclude that, Intention to Use is a significant determinant of Actual Usage. 

H5: Intention to Use (IU) acts a significant mediator between Perceived 
usefulness (PU) and Actual Usage (AU). 

Results in Table 9 indicate a significant mediating effect of Intention to Use 
between PU and AU. The direct effect of PU on AU is estimated to be 0.0718. 
This effect was statistically significant with a P-value of 0.0137 and a corres-
ponding T-value of 2.4833. The indirect effect; which represents the mediating 
effect of IU between PU and AUI is estimated to be 0.1687 as shown in Table 9. 
The indirect effect is estimated to have a Boot standard error (BootSE) value of 
0.0447, Boot Lower Level Confidence Interval (BootLLCI) value of 0.0766 and 
Boot Upper Level Confidence Interval (BootULCI) value of 0.2521. This effect is 
statistically significant since zero (0) lies outside the estimated confidence inter-
val (0.0766, 0.2521). Consequently, we accept our hypothesis and conclude that, 
Intention to Use acts as a significant mediator between Perceived Usefulness 
(PU) and Actual usage (AU). 

H6: Intention to Use (IU) acts a significant mediator between Perceived 
Ease of Use (PEOU) and Actual Usage (AU). 

The direct effect of PEOU on Actual Usage is estimated to be positive and sta-
tistically significant with a P-value of 0.0000. The estimated effect size of PEOU 
on AU is estimated to be 0.1882 with a standard error of 0.0197 and a corres-
ponding significant T-value of 9.5387 as shown in Table 9. The mediating effect 
of IU between PEOU and AU reveals a standardized indirect effect of 0.0455 
with a Boot standard error (BootSE) value of 0.0305, Boot Lower Level Confi-
dence Interval (BootLLCI) and Boot Upper Level confidence Interval (BootUL-
CI) values of 0.0112 and 0.1097 respectively. Zero (0) lies outside the estimated 
confidence intervals (0.0112, 0.1097) indicating that, the mediating effect of IU 
between PEOU and AU is statistically significant at the 95% confidence interval. 
Hence we support our hypothesis and conclude that, intention to use acts as a 
significant mediator between Perceived Ease of Use (PEOU) and Actual Usage 
(AU).  

H7: Intention to use acts as a negative mediator between Perceived Risk 
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(PR) and Actual Usage (AU). 
The estimated direct effect of Perceived risk (PR) on Actual Usage (AU) is 

0.0179 and a standard error of 0.0173. This effect was not significant at the 95% 
confidence interval with the P-value greater than the accepted value of 0.05 and 
T-value less than the accepted value of 1.96. The mediating effect of IU between 
PR and AU reveals a significant negative association between PR and AU. This 
negative standardized indirect effect is estimated to be −0.0413 with a Boot 
standard error (BootSE) of 0.0286. The Boot Lower Level Confidence Interval 
(BootLLCI) and Boot Upper Level Confidence Interval (BootULCI) are esti-
mated to be 0.0108 and 0.1019 respectively. Since zero (0) lies outside the esti-
mated confidence region, the indirect or mediating effect of IU between PR and 
AU is statistically significant. Therefore we support our hypothesis and conclude 
that Intention to Use (IU) acts as a negative mediator between Perceived Risk 
(PR) and Actual Usage (AU). 

5. Conclusion 

This study was conducted to analyze the effect of perceived usefulness, perceived 
ease of use, perceived risk, and intention to use on actual usage of mobile bank-
ing adoption. We made use of the technology acceptance model (TAM2) for re-
search purposes with an additional variable of perceived risk. This research was 
specifically conducted in Uganda to study the banking behavior of bank em-
ployees as well as their clients. This study corroborates the entire hypothesis de-
veloped and we found no conflict of interest. 

Our study proves that if an individual perceives that using a mobile banking 
system will be useful, and help them in their productivity and outcome, then 
they will be more motivated to use it. This motivation will eventually lead to 
their actual usage of the mobile banking system. Moreover, the perceived ease of 
use also plays an important part in adoption of mobile banking. This study con-
cluded that if people think that mobile banking system is easy to use and it will 
save them the mental as well as the physical effort of going to the bank in person, 
then they will definitely think of using it. These benefits will also lead to actual 
usage of the system. Along with a lot of its benefits, mobile banking is not per-
fect. It comes with a number of disadvantages as well such as identity theft, fi-
nancial loss, losing credentials etc. Therefore, there is considerable risk involved 
in using this application. Our research found that this risk poses a threat in the 
mind of the consumers and has a negative effect upon their intention of using 
the said application, hence deterring them from using it. It is only when the ad-
vantages outweigh the disadvantages that the consumers decide to use the mo-
bile banking system. Furthermore, our research found that the intention to use 
was a significant mediator between perceived usefulness, perceived ease of use, 
and actual usage of mobile banking, where it acted as a negative mediator be-
tween perceived risk and actual usage. 

Therefore, our research can aid the banking industry of Uganda if they decide 
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to launch a mobile banking application. This study can provide them insights on 
what characteristics would make the usage of the system more attractive and 
what things to avoid to increase its marketability, such as the banking industry 
could make its user interface easier to use and put up as many safety features as 
they can to ensure that the risk of using such system would be minimal. Moreo-
ver, this research also provides guidance to the clients of the banks and would 
help them in deciding whether they want to use the application or not. It clearly 
shows its risks as well as its advantages for easy decision making. 

This study, like any other, is not without its limitations. This study was con-
ducted in a cross-sectional manner and did not make use of the most recent 
technology acceptance model. Moreover, all the questions that the candidates 
were asked to respond to were closed-ended. Moreover, the respondents’ pool 
was relatively narrow since it was focused on Uganda. Future researchers can 
add to this research by choosing to conduct a longitudinal research and using a 
qualitative method to get further insights from the clients. Moreover, future 
study could be conducted on an international basis to get a more diverse pool of 
respondents. Furthermore, recent models of technology acceptance models can 
be used and can be paired with additional variables to get a deeper understand-
ing about the mobile banking adoption. 
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