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Abstract 
In this paper, we considered a homogeneous reaction-diffusion predator-prey 
system with Holling type II functional response subject to Neumann boun-
dary conditions. Some new sufficient conditions were analytically established 
to ensure that this system has globally asymptotically stable equilibria and 
Hopf bifurcation surrounding interior equilibrium. In the analysis of Hopf 
bifurcation, based on the phenomenon of Turing instability and well-done 
conditions, the system undergoes a Hopf bifurcation and an example incor-
porating with numerical simulations to support the existence of Hopf bifur-
cation is presented. We also derived a useful algorithm for determining direc-
tion of Hopf bifurcation and stability of bifurcating periodic solutions cor-
respond to 0j ≠  and 0j = , respectively. Finally, all these theoretical re-
sults are expected to be useful in the future study of dynamical complexity of 
ecological environment. 
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1. Introduction 

Since C.S. Holling proposed several kinds of functional responses (Holling func-
tional responses) to model the phenomena of predation in 1965; the classical 
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Lotka-Volterra predator-prey system was extended and more realistic [1] [2] [3] 
[4] in biomathematics. These functional responses describe how predators 
transform the harvested prey into the growth of itself and were discussed by 
numbers of researchers [5]-[10]. When the spatial distributions of the two pop-
ulations are also of interest, the passive dispersal of the populations can be mod-
eled and simulated by diffusive operators [11]. Complicated diffusive preda-
tor-prey systems in the form of partial differential equations (PDEs) with Hol-
ling type II functional response have been constructed and analyzed in several 
previous literatures [12]-[18]. 

For instance, in [12], a continuous diffusive predator-prey model incorporat-
ing Holling type II functional response of the predator and a logistic growth of 
the prey was shown to exhibit temporal chaos at a fixed point in space. Numeri-
cal results demonstrated that low diffusion values drive a periodic system into 
aperiodic behavior with sensitivity to initial conditions. [13] considered the case 
where densities of predator and prey are both spatially inhomogeneous in a 
bounded domain subject to homogeneous Neumann boundary condition, and 
they also studied qualitative properties of solutions to this reaction-diffusion 
system. They showed that even though positive constant steady state is globally 
asymptotically stable for the ordinary differential equation (ODE) dynamics, 
non-constant positive steady states can coexist in a PDE system. 

With regard to Hopf bifurcation analysis, [18] carried out Hopf and steady 
state bifurcation, and the existence of multiple spatially non-homogeneous pe-
riodic orbits are showed in particular, while the system parameters are all spa-
tially homogeneous. The global bifurcation theory also suggested the existence of 
loops of spatially non-homogeneous periodic orbits and steady state solutions. 
Based on this reference, [19] considered the possibility of the occurrence of 
Turing patterns and performed detailed Hopf bifurcation analysis in a diffusive 
predator-prey system with Holling type III functional response. They showed 
that the system has multiple oscillatory patterns. 

Motivated by the reference [18], in this paper, we mainly consider a homoge-
neous reaction-diffusion predator-prey system with Holling type II functional 
response with density-dependent predator specific death rate and predator mu-
tual interference: 

1 1 1
1

1 , 0, ,t
u uvu d u r u m u t x
K a u

α 
− ∆ = − − − > ∈Ω  + 

           (1a) 

2
2 2 , 0, ,t

euvv d v m v dv t x
a u
α

− ∆ = − − > ∈Ω
+

                 (1b) 

( )0, 0, ,u v t xν ν∂ = ∂ = ≥ ∈∂ Ω                           (1c) 

( ) ( ) ( ) ( )0 00, 0, 0, 0, .u x u x v x v x x= ≥ = ≥ ∈Ω              (1d) 

Here functions ( ), 0u u t x= ≥  and ( ), 0v v t x= ≥  are prey and predator 
densities, respectively. The one dimensional spatial domain Ω  is ( )( )0, 0l lπ > . 
All above positive constants have practically biological considerations. Parame-
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ter 1r  is the intrinsic growth rate of prey; 1K  represents the carrying capacity 
of environment; a is the half-saturation constant; α  is the search efficiency of 
predator for prey; 1m  and 2m  are the mortality rate of prey and predator spe-
cies, respectively; e is the biomass conversion; d is the intra-specific competition 
coefficient of predator; 1d  and 2d  are two positive diffusive rates of prey and  

predator, respectively. The specific growth term 1
1

1 xr x
K

 
− 

 
 governs the in-

crease of prey in the lack of predator. The coupled term xy
a x+

, named Holling  

type II functional response, describes the functional response of predator, which 
also refers to the change in the density of prey attached per unit time per preda-
tor as prey density changes. The square term 2dy  denotes intrinsic decrease 
and mutual interference of predator. In the absence of diffusion, its correspond-
ing ODEs system is familiar to the Lotka-Volterra system in which populations 
have the addition of damping terms(or self inhabit) [9]. To describe an envi-
ronment surrounded by dispersal barriers, we take zero flux at such boundary 
( )∂ Ω  [12]. The symbol ν∂  is the outer flux, and no flux boundary condition 

is imposed, thus the system is closed [18] and we have above Neumann boun-
dary conditions (1c). Bazykin [20] once looked at the ODEs version of above 
system, and it is also researched by some authors ([9] and [21], etc.). 

For simplicity and convenience in the later, we introduce a new dimensionless 
change of variables and parameters: 

1
1 1

1

1 1 1

, , , , ,

, , , 1, 2,i i
i i

Ku v es r t u v K
a ae a r

d mdaed d m i
r r r

αα= = = = =

= = = =
                 (2) 

and still denote 1, , , , , , is u v K d dα  and im  as 1, , , , , , it u v K d dα  and im , 
1,2i = . Thus we have following simplified dimensionless system in the form of 

PDEs: 

( ) ( )1 1, : 1 , 0, ,
1t

uvu d u f u v u u m u t x
u

αη− ∆ = = − − − > ∈Ω
+

        (3a) 

( ) 2
2 2, : , 0, ,

1t
uvv d v g u v m v dv t x
u

α
− ∆ = = − − > ∈Ω

+
             (3b) 

( )0, 0, ,u v t xν ν∂ = ∂ = ≥ ∈∂ Ω                               (3c) 

( ) ( ) ( ) ( )0 00, 0, 0, 0, .u x u x v x v x x= ≥ = ≥ ∈Ω                  (3d) 

where 
1

1:
K

η = . 

Our main contribution in this paper is detailed global asymptotic stability 
proof and Hopf bifurcation analysis of the system (3). The rest of this paper is 
organized as follows. In Section 2, we will analyze global stability of trivial equi-
libria 0E , 2E  and interior equilibrium *E  by using the comparison principle. 
In Section 3, we firstly give standard stability analysis to show the nonexistence 
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of Turing patterns of this system, then we conduct the Hopf bifurcation analysis 
to show the existence of oscillatory patterns. The directions of Hopf bifurcation 
are also performed analytically. Finally, a short summary and some remarks are 
in Section 4. 

2. Global Asymptotic Stability 

In this section, we devote to give priori foundations for our system. Firstly, we 
discuss non-negative equilibria of the system (3) with their sufficient existence 
conditions. It is obvious to see that this system has following trivial equilibria:  

( )0 0,0E =  and ( )2 2 ,0E u= , where 2u  is defined as 1
2

1
:

mu
η
−

= . For prac-

tical considerations, we omit a singular point 2
1 0,

mE
d

 = − 
 

. The point 2E  is  

a desired equilibrium only if 11 m> . Then we make a special effort to derive the 
existence conditions of an interior equilibrium *E  which is denoted by ( )* *,u v  
or ( )1 2,s s . If 0 20 u u< < , an interior equilibrium *E  exists. Meanwhile, we  

have 0 * 2u u u< <  and ( )2
* 20 1

4
v uη

α
< < + , where 2

0
2

:
mu

mα
=

−
 [21]. 

Then we will give analysis of global asymptotic stability at the equilibria 0E , 

2E  and *E . These conclusions can also be extended to a generalized bounded 
domain 1Ω ⊂   with smooth boundary. Here ( ) ( ) ( )1

0 0,u x v x C∈ Ω  and pos-
itive solutions ( )( ) [ )( )2,1 1,0, , ,u v C T C T∈ ∞ ×Ω ∞ ×Ω , where 0T ≥  [22]. 

2.1. Equilibria E0 and E2 

Firstly, we consider global asymptotic stability of the trivial equilibrium 0E  by 
using the comparison principle [22] or [23]. 

Theorem 1 (Global asymptotic stability at E0) If 11 m≤ , then the equili-
brium 0E  is globally asymptotically stable. 

Proof. With respect to the Equation (1a), it is obvious to get an inequality 

( )1 2 .tu d u u u uη− ∆ ≤ −                          (4) 

By using lemmas in [22] or [23], we have limsup max 0
t

u
Ω→∞

= . Thus for any suf-

ficiently small 0ε > , there must exist 1T , such that x∀ ∈Ω , 1t T∀ ≥ , we have 

( )2 2
2 .

1t

m m
v d v v dv

α ε
ε

− − 
− ∆ ≤ − + 

                 (5) 

This implies limsup max 0
t

v
Ω→∞

= . Thus we complete the proof.              

With the same technique at hand, we have following theorem about the axis 
equilibrium 2E . 

Theorem 2 (Global asymptotic stability at E2) If 11 m>  and  

2
2

11m
u

α
 

< + 
 

, then the equilibrium 2E  is globally asymptotically stable. 

Proof. For the Equation (3a), from the inequality (4) we have  
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2limsup max
t

u u
Ω→∞

≤ . That is to say, for any sufficiently small 0ε > , we have  

2u u ε≤ + . Thus from the Equation (3b), a similar inequality 

( )2
2 2

2

.
1t

u
v d v v m dv

u
α ε

ε
+ 

− ∆ ≤ − − + + 
                 (6) 

is derived. By using the lemmas illustrated above, we have limsup max 0
t

v
Ω→∞

= , i.e.  

an inequality v ε≤  holds. Substitute it into the Equation (3a), we have a new 
inequality 

1 2 .tu d u u u uαεη
η

 
− ∆ ≥ − − 

 
                    (7) 

This implies 2liminf min
t

u u
→∞ Ω

≥  and positive solutions u converge uniformly  

to 2u  in Ω . Thus we complete the proof.                              

2.2. Equilibrium E∗ 

Here we consider the global stability of the equilibrium *E . Firstly, we define 
two functions 

( ) ( )
( ) ( ) ( )2 2

1
1: , : 1 , 0

1 2 s

m s m
s s m s

d s
α

ϕ ψ η
η

− −
= = − − + ∆ ≥

+
      (8) 

and a discriminant 

( ) ( )2
1 11 4 1 0.s m m sη η α∆ = − − + − − ≥  

Notice that ( )sϕ  is a monotonic increasing function but ( )sψ  is a monoton-
ic decreasing function. 

From the existence conditions of point *E  and inequality (10), for suffi-
ciently small 0ε > , we have 1u u ε≤ + , where 1 2:u u= . Substitute it into the 
Equation (3b), we obtain an inequality 

( ) ( ) ( ){ }2 1 2 1 1
1

1 1 .
1t

vv d v u m u d u v
u

α ε ε ε
ε

 − ∆ ≤ + − + + − + + + +
    (9) 

This implies 

( )1 1limsup max :
t

v v uϕ
Ω→∞

≤ =                    (10) 

and 

( ) ( ) ( )2
1 1 1

1

1 1
.

1t

u u m m v
u d u u

u

η η α ε− + − − + − − +
− ∆ ≥

+
        (11) 

For any sufficiently small 0ε > , suppose now that the numerator in the right 
hand side of the inequality (11) has two different real roots 

1 , 0vuε
+
>  and 

1 , 0vuε
−
< , i.e. 

1 11 0,m vα− − >                            (12) 
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where ( )
1 1,vu vε ψ ε
+
= + . Hence we have a positive lower bound 

( )1 1liminf min : .
t

u u vψ
→∞ Ω

≥ =                       (13) 

Similarly, we have ( )1 1liminf min :
t

v v uϕ
→∞ Ω

≥ = . This positive lower bound en-

quires that 

{ }
1 0 1max 0,2 1 .v u mη η∆ > − + +                   (14) 

With the same procedure at hand, we have new bounds ( )2 1:u vψ= ,  . 
Without loss of generality, for these positive lower and upper bound se-

quences, we have following iteration relations 

( ) ( ) ( ) ( )1, , ,i i i i i i i iv u v u u v u vϕ ϕ ψ ψ+= = = =              (15) 

and comparison relations 

1 1 1 10 ,0 .i i i i i i i iu u u u v v v v+ + + +< ≤ ≤ ≤ < ≤ ≤ ≤  

It is obvious to see that four limitations lim ii
v

→∞
, lim ii

v
→∞

, lim ii
u

→∞
 and lim ii

u
→∞

  

are all exist with the help of mathematical analysis. But we denote them as v , 
v , u  and u , respectively. Notice that they satisfy following equations: 

( ) ( ) ( ) ( ), , , ,v u v u u v u vϕ ϕ ψ ψ= = = =               (16) 

or 

( ) ( ) ( ) ( ), 0, , 0, , 0, , 0,f u v f u v g u v g u v= = = =           (17) 

thus u u=  is equivalent to v v=  from above last two equations. If u u=  
holds or v v=  holds, we know that *u u u= =  and *v v v= =  due to the ex-
istence condition of point *E . 

Case 1. If condition ( ) ( )2
1 21d m mη α− + ≥ −  holds, substitute the equation 

( )v uϕ=  into the equation ( )u vψ= , then we have 

( )( ) ( ) ( )2
1 2 2 21 0.m m dv m dv v m dvα η α− − − − + − − − =  

Similarly, we have 

( )( ) ( ) ( )2
1 2 2 21 0.m m dv m dv v m dvα η α− − − − + − − − =  

Let the two equations to subtract each other, we derive a contradiction! Thus 
we have a theorem. 

Theorem 3 (Global asymptotic stability at E∗) Suppose 0 20 u u< < , if con-
ditions (12), (14) and ( ) ( )2

1 21d m mη α− + ≥ −  hold, then *E  is globally asymp-
totically stable. 

Case 2. Substitute the equation ( )v uϕ=  into the equation ( )i iu vψ= , then 
we have 

( )( )1 21 1 .
1

ud u m u m
u

αη α  − − + = − + 
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Similarly, we have 

( )( )1 21 1 .
1

ud u m u m
u

αη α
 

− − + = − + 
 

Let the above two equations to divide each other, we derive ( ) ( )p u p u= , 
where ( ) ( )( )( )2 2 0p s m u s s uη α= − − −  is a quadratic function. If there exist 
an index 0i , such that 

0 0

0 2 0 2
0 2, , or , ,

2 2i i
u u u u

u u u u
+ +     ⊂         

 

for instance, 0 1i = , i.e. 0 2
1 2

u u
u

+
≥  or 

1
2

,v m
αη

α
∆ ≥

−
                        (18) 

then the equilibrium *E  is also globally asymptotically stable. 
Theorem 4 (Global asymptotic stability at E∗) Suppose 0 20 u u< < , if con-

ditions (12) and (18) hold, then *E  is globally asymptotically stable. 

3. Hopf Bifurcation 

In this section, we concentrate on the Hopf bifurcation analysis. Firstly, we de-
fine a real-valued Sobolev space 

( ) ( ) ( ){ }2: , | , ; 0,X u v u v H u v xν ν= ∈ Ω ∂ = ∂ = ∈∂ Ω  

and the complexification of X [18] as 

{ }1 2 1 2: | , .CX X iX x ix x x X= ⊕ = + ∈  

Denote the complex-valued ( )2L Ω  inner product ,⋅ ⋅  on space CX  as 
†, : dU V U V x

Ω
= ∫ , where column vectors , CU V X∈ , and † T:U U=  is the 

Hermitian conjugate (or adjoint) vector of U, thus we notice that the space CX  
equipped with inner product ,⋅ ⋅  is a Hilbert space. It is easy to verify the “li-
near” relation , ,U V U Vλ λ= . 

3.1. Nonexistence of Turing Instability 

In this section, we consider the nonexistence of Turing instability of above posi-
tive constant steady state *E . Firstly, we recall the corresponding ODEs system 
of (3) again: 

( ) ( ), , , ,t tu f u v v g u v= =                      (19) 

and the Jacobian matrix of the system (19) at *E  reads 

( )
( )

( )

* * * *
2

1 **
*

*
*2

*

11
: .

1

u v u u
K uu A B

J E
v C Ddv
u

α α

α

 − − ++   = =     − 
+  

          (20) 
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Then we denote some notations *: uδ = , ( )1 *:A tr J E A D= = +    and 
( )2 *: detA J E AD BC= = −   , where 1A  and 2A  are the trace and determi-

nant of the matrix ( )*J E , respectively. If the parameter δ  satisfies 

( )2 *1 ,
vα

δ
η

+ ≥                            (21) 

conditions 1 0A <  and 2 0A >  hold, we know that *E  is asymptotically stable 
in the ODEs system (19). 

The linearized operator of the system (3) at steady state *E  is 

( ) 1
*

2

ˆ .
A d B

L E
C D d
+ ∆ 

=  + ∆ 
                   (22) 

Suppose now that 
φ
ψ
 

Φ =  
 

 is an eigenvector of operator ( )*L̂ E  corres-

ponding to an eigenvalue µ , i.e. ( )*L̂ E µΦ = Φ  or equations 

( ) ( )1 20, 0,A d B C D dµ φ φ ψ φ µ ψ ψ− + ∆ + = + − + ∆ =          (23) 

{ }0 ,1 i
ij i j m
ε

≤ <∞ ≤ ≤
 is a basis and φ , ψ  have following expressions [19]: 

0 1 0 1
, .

i im m

ij ij ij ij
i j i j

a bφ ε ψ ε
∞ ∞

= = = =

= =∑∑ ∑∑                    (24) 

Substitute them into above Equation (23), we have following algebraic linear 
equations 

1

2

0.iji

iji

aA d B
bC D d

µ λ
µ λ

− −   
=  − −   

              (25) 

Set 0 0

0 0

,

,

0
i j

i j

a

b
 

≠  
 

 or above linear equations have nonzero solutions for index  

0 0,i j , then the determinant of the equation must be zero, i.e. we have a charac-
teristic equation 

0 0

2 0,i iP Qµ µ− + =                         (26) 

where 

( ) ( )( )0 0 0 0 01 1 2 1 20, .i i i i iP A d d Q A d D d BCλ λ λ= − + < = − − −  

With the condition (21) at hand, we know 
0

0iQ > , i.e. ( ) 0Re µ < , then the 
steady state *E  is asymptotically stable in PDEs system (3). Turing instability 
will not occur. See following theorem to summarize above analysis. 

Theorem 5 (Turing instability) Suppose that conditions 0 20 u u< <  and 
(21) hold, then *E  is asymptotically stable in the PDEs system (3) and Turing 
instability phenomenon will not occur. 

3.2. Existence of Hopf Bifurcation and Spatial Periodic Patterns 

In this section, with the help of standard Hopf bifurcation theory, we will prove 

https://doi.org/10.4236/am.2020.115028


S. T. Wang et al. 
 

 

DOI: 10.4236/am.2020.115028 397 Applied Mathematics 
 

the existence of spatially homogeneous and non-homogeneous periodic patterns 
of the system (3). Here we choose *uδ =  as a bifurcation parameter (or equi-
valently d as a bifurcation parameter). Firstly, take the linear transformation for 
later use: û u δ= − , *v̂ v v= − , and still denote û , v̂  as u, v, we have a new 
system 

( ) ( )
( ) ( )

1 *

2 *

, : , ,

, : , ,
t

t

u d u F u v f u v v

v d v G u v g u v v

δ

δ

− ∆ = = + +

− ∆ = = + +
               (27) 

where smooth functions are 

( ) ( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )

*
1

2*
2 * *

, 1 ,
1

, .
1

u v v
F u v u u m u

u
u v v

G u v m v v d v v
u

α δ
δ η δ δ

δ
α δ

δ

+ +
= + − + − − +   + +

+ +
= − + − +

+ +

 

Take the operator of (27) near ( )0,0  which determines the eigenvalues of li-
nearized operator ( ) ( )*

ˆ ˆ:L L Eδ = : 

( )
( ) ( )

( ) ( )

2
1

2

2
2

2

ˆ ,n

d nA B
lL

d nC D
l

δ δ
δ

δ δ

 
− 

 =
 

− 
 

            (28) 

where 

( ) ( ) ( )

( ) ( )

1

1
2

1 2
, ,

1 1
1

, ,
1 1

m
A B

mC D m

δ δη η αδδ δ
δ δ

δη αδδ δ
δ δ

− − −
= = −

+ +
− −

= = −
+ +

 

then we derive its characteristic equation ( )ˆdet 0nL Iδ β − =   or an algebraic 
equation 

( ) ( )2 0,n nT Dβ β δ δ− + =                    (29) 

where coefficients are: 

( ) ( )

( ) ( ) ( ) ( )

2
1 2

1 2

4 2 2
1 2 2 1

2 4 2 2

( )
,

.

n

n

d d nT A
l

d d n d n d nD A A D
l l l

δ δ

δ δ δ δ

+
= −

= + − −

 

From the theorem 5, we know that any potential Hopf bifurcation occurs  

when ( )2 *1
vα

δ
η

+ <  or 

11
.

2
mη

δ
η

− −
<                         (30) 

We shall identify possible Hopf bifurcation values 0Hδ >  under this condi-
tion accompanied by 11 0mη− − > . 

Suppose now that the bifurcation parameter δ  satisfies the condition (30), 
and ( ) ( )iwδ δ±  are a pair of conjugate eigenvalues of ( )ˆ

nL δ , i.e.  
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( ) ( )
2

nT δ
δ =  or 

( ) ( )
( ) 22

1 21 2
22 1 2 2 2

d d nm m
l

δ ηδ δ αδ δηδ
δ

+− − −
= − + −

+
          (31) 

with 

( )
( )

2
1

2

1 4 2
.

2 1
mηδ ηδ α η

δ
δ

− − − − −′ =
+

                 (32) 

Hence the transversality condition is satisfied as long as *δ δ≠  (if * 0δ >  
exist) or * 0δ >  can not holds, where 

1
*

1
1.

2
mη α

δ
η

+ − −
= −  

Let ( ) 0δ = , we obtain potential Hopf bifurcation points 

( ) 2
1 2

1 2 2

,

1
, 0,1, 2,

4

j
H
j

d d j
m m

l j
η α

δ
η±

+
− − − + − ± ∆

= =          (33) 

with a discriminant 

( ) ( )
22 2

1 2 1 2
1 2 22 21 8 .j

d d j d d j
m m m

l l
η α η

   + +
∆ = − − − + − − −   

      
 

Note that the Hopf bifurcation at 0,
Hδ ±  occurs without any restriction on l 

and 0,
Hδ −  is always non-positive. Now we only need to verify that ( ), 0H

n jD δ ± ≠ , 
for instance, ( ), 0H

n jD δ ± >  holds forever. 
Recall the condition (30) again, we have ( ) 0A δ > , ( ) ( ),A A Aδ ∈ ; ( ) 0B δ < , 
( ) ( ),B B Bδ ∈ ; ( ) 0C δ > , ( ) ( ),C C Cδ ∈  and ( ) 0D δ < , ( ) ( ),D D Dδ ∈ . If 

there is a positive lower bound (or a local positive minimum) 0L >  such that 
( )2 0A Lδ ≥ > , for instance, ( )2 0A AD BCδ > − > , then 

( )
2

2
, 1 2 1 2 1 1 2, : .H

n j
nD L d d t Ad t t
l

δ ± ≥ + − =                (34) 

Suppose further that the discriminant of above quadratic function in righ-
thand side satisfies following condition 

2
1

2

,
4

dA
L d
<                           (35) 

then ( ), 0H
n jD δ ± >  since the quadratic function is always positive. Summarizing 

discussions above, we obtain following theorem. 
Theorem 6 (Hopf bifurcation) Suppose that 0 20 u u< <  and points , 0H

jδ ± >  
exist with 11 mη> + , the parameters satisfy 0L >  and (35), then the system (3) 
undergoes a Hopf bifurcation at ( ), *

H
jδ δ δ±= ≠ , and the bifurcating periodic 

solutions can be parameterized (see the Formula (2.32) in [18]). Furthermore, 
we have: 

(1) The bifurcation periodic solutions from 0,
Hδ δ +=  are spatially homoge-
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neous, which coincides with the periodic solutions of the corresponding ODEs 
system; 

(2) The bifurcation periodic solutions from ( ), 0H
j jδ δ ±= ≠  are spatially 

non-homogeneous. 
Example From the existence condition of point *E  and the condition (30), 

we have 

( ) ( ) ( ) ( ) ( )2
1 2 2: 1 , , , ,

mA A m B m C D mδ η δ δ η δ α
α

< = − − < − > > −    (36) 

then the positive lower bound is 

( )( )2 1 2
2

1
.

m m m
L m

η α
η

α
− − −

= +  

Here we let 50l = , 1 5d = , 2 1d = , 1 17K = , 1 15 17m = , 2 1m =  and 
15α = , from some complicated calculations, the Hopf bifurcation values are 

0, 0.07168660Hδ + ≈  and 1, 0.07150236Hδ + ≈ . 

3.3. Direction of Hopf Bifurcation 

Under the given conditions in above subsection, by the center manifold theorem and 
the normal form theory [24], the system (3) has a series of periodic solutions. In this 
subsection, we consider the direction and stability of spatially non-homogeneous 
periodic solutions at ,

H
jδ δ ±=  corresponding to 0j =  and 0j ≠ , respectively. 

Here we obey the framework in references [24] (Chapter 5), [18] and [19], and 
only need to calculate ( )1 ,

H
jRe c δ ±

 
  . For convenience, we denote ,

H
j jδ δ ±= , 

( )j jw w δ= , ( )jA A δ= , ( )jB B δ= , ( )jC C δ=  and ( )jD D δ= , where 

( )
( )

2
2

12 2
22 2

1
.

11

j j j
j

jj

m d jw m
l

αδ δ η αδ
δδ

− −  
= − − −  ++  

            (37) 

To summarize above discussions, we firstly give following Hopf bifurcation 
theorem for our diffusive predator-prey system. 

Theorem 7 (Direction of Hopf bifurcation) For the diffusive system (3), 
suppose that the theorem 6 holds, then Hopf bifurcation at point jδ δ=  is su-
percritical (subcritical) if following number 

( ) ( )
( ) ( )1

: 0 0 .
j

j
j

Re c δ
σ δ

δ

  = < >
′

                 (38) 

Moreover, we have: 
(1) The bifurcating (spatially homogeneous) periodic solutions are stable (un-

stable) at 0δ  if ( ) ( )1 0 0 0Re c δ  < >  ; 
(2) The bifurcating periodic solutions are all unstable at ( )0j jδ ≠ . 

3.3.1. The General Case: j ≠ 0  

For the operators ( )ˆ
j jL δ , we take an eigenvector ( )j

j
j

a
q x

b
ϕ

 
=  
 

 and a “con-

https://doi.org/10.4236/am.2020.115028


S. T. Wang et al. 
 

 

DOI: 10.4236/am.2020.115028 400 Applied Mathematics 
 

jugate” vector ( )
*

*
*
j

j
j

a
q x

b
ϕ

 
=   
 

, such that * , 1q q =  and * , 0q q = , where 

( ) : cosj
jxx
l

ϕ =  and 

2
1

2
* *1, , , .

j
j

j j j j
j j

d jA iw iBb iBla b a b
B w l w l

− − −
= = = =

− π π
 

For later use, from functions ( ),F u v  and ( ),G u v , we obtain partial deriva-
tives evaluated at ( )0,0; jδ  as follows: 

( )
( ) ( )

( ) ( )

3
2

3 2

2
4 3

2 1 2
, 0, ;

1 1

6 2, 0, , 0;
1 1

2 , 2 , ;
, 0, , 0,

j
uu vv uv

j j

uuu vvv uuv uvv

j j

uu uu vv uv uv

uuu uuu vvv uuv uuv uvv

s
F F F

sF F F F

G F G d G F
G F G G F G

η δ α α

δ δ

α α

δ δ

η

− + +
= = = −

+ +

= − = = =
+ +

= − − = − = −

= − = = − =

 

and vectors in the form of symmetric B, C functions (see [25]):  

( ) 2, j
j

j

c
B q q

d
ϕ

 
=  
 

, ( ) 2, j
j

j

e
B q q

f
ϕ

 
=  
 

 and ( ) 3, , j
j

j

g
C q q q

h
ϕ

 
=  
 

, where coeffi-

cients are 

( ) ( )
( )

2

2

2 , 2 ,

, ,

2 , .

j uu uv j j uu uv j vv j

j uu uv j j j uu uv j j vv j

j uuu uuv j j j j

c F F b d G G b G b

e F F b b f G G b b G b

g F F b b h g

= + = + +

= + + = + + +

= + + = −

 

Notice that the integrals 3d 0j xϕ
Ω

=∫ , it is straightforward to drive relations 

( ) ( ) ( ) ( )* * * *, , , , , , , , 0.q B q q q B q q q B q q q B q q= = = =       (39) 

So far, we have ( )20 ,H B q q=  and ( )11 ,H B q q= . From following inverse 
operators 

( )

2
2
21

2 2
1 2 1

2

4
2

1ˆ2 ,
4

2

j

j j j

j

d jiw D B
liw I L

i d jC iw A
l

δ
α α

−

 
− + 

  − =  +  
− + 

 

   (40a) 

( ) 1

0
3 4

21ˆ2 ,
2

j
j j

j

iw D B
iw I L

C iw Ai
δ

α α
− −  − =    −+  

          (40b) 

( )

2
2
21

2 2
5 1

2

4
1ˆ ,

4j j

d jD B
lL

d jC A
l

δ
α

−

 
− − 

 =
 

− − 
 

                (40c) 
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( ) 1
0

6

1ˆ ,j

D B
L

C A
δ

α
− − 
=  − 

                       (40d) 

where 

( ) ( )

( )

24
1 21 2

1 24 2

2
3 4

2 2
1 2

5 62 2

412
3 , 2 ,

4 , 2 ,

4 4
, ,

j

j j

d d jd d jAD BC w A D
l l

w AD BC w A D

d j d jA D BC AD BC
l l

α α

α α

α α

 +
= − − + = − − + 

  
= − + − = − +

  
= − − − = −  
  

 

then we have 

( ) ( ){ }
( ) ( )

1 1

20 2 2 0 2

1 1
11 2 2 0 2

1 ˆ ˆ2 2 : ,
2

1 ˆ ˆ : .
2

j
j j j j j j j

j

j
j j j j j

j

c
W iw I L iw I L

d

e
W L L

f

λ τ
δ ϕ δ ϕ

µ χ

τλ
δ ϕ δ ϕ

χµ

− −

− −

        = − + − = +             
      = − + = +            









(41) 

These calculations of inverse operators in 20W  and 11W  are restricted to the 
subspaces spanned by the eigen-modes 1 and 2 jϕ . Precisely, we have 

( )

( )

( ) ( )

( ) ( )

2
2
2

1 2

2
1
2

1 2

3 4

3 4

41 2 ,
2

41 2 ,
2

1 2 ,
2

1 2 ,
2

j j j

j j j

j j j

j j j

d jiw D c Bd
i l

d jCc iw A d
i l

iw D c Bd
i

Cc iw A d
i

λ
α α

µ
α α

τ
α α

χ
α α

  
= − + +  +    

  
= + − +  +    

 = − + +

 = + − +

 

( )

( )

2
2
2

5

2
1
2

5

6

6

41 ,
2

41 ,
2

1 ,
2

1 ,
2

j j

j j

j j

j j

d jBf D e
l

d jCe A f
l

Bf De

Ce Af

λ
α

µ
α

τ
α

χ
α

  
= − −  

   
  

= − −  
   

= −

= −









 

and (41) yield 

( )
( )

( )
( )

( )
( ) ( ){ }

20 2

11 20

,

,

, , , , , , .

uu j uv

j j

uu j uv j vv

uu j uv

j

uu j uv j vv

j j

F b F
B W q

G b G b G

F b F

G b G b G

B W q B W q b b

λ λ µ
ϕ ϕ

λ λ µ µ

λ λ µ
ϕ

τ τ χ χ

λ λ µ µ τ τ χ χ

 + +
 =   + + + 
 + +
 +  + + + 

= → → → → →

 

        (42) 

Since the integrals of jϕ  are 

https://doi.org/10.4236/am.2020.115028


S. T. Wang et al. 
 

 

DOI: 10.4236/am.2020.115028 402 Applied Mathematics 
 

2 2 4
2

1 1 3d , d , d ,
2 4 8j j j jx l x l x lϕ ϕ ϕ ϕ

Ω Ω Ω
= π = π = π∫ ∫ ∫               (43) 

by some calculations, we obtain 

( )

( ) ( ){ }

( ) ( ){ }

*
20

* *

* *

, ,

4

2

j uu j uv j uu j uv j vv

j uu j uv j uu j uv j vv

q B W q

l a F b F b G b G b G

l a F b F b G b G b G

λ λ µ λ λ µ µ

τ τ χ τ τ χ χ

π    = + + + + + +   

π    + + + + + + +   

   (44) 

and 

( ) ( ) { }

( ) ( )

* *
11 20

* * *

, , , , , , , , ,

3, , , .
8

j j

j j j

q B W q q B W q b b

q C q q q l a b g

λ λ µ µ τ τ χ χ= → → → → →

= π −



 

  (45) 

Finally, from the Formula (2.31) in [18] or page 47 in [24], we have 

( )

( ) ( ) ( )

( )

1

* * *
11 20

, ,

1 1, , , , , , ,
2 2

,

j

pq pq pq pq uuu uuu uuv uuv
p q u v

Re c

Re q B W q Re q B W q Re q C q q q

F f G g F f F f

δ

=

  

     = + +     

= + + +∑

   (46) 

where coefficients uuf ,  , uvg ,   are 

( ) ( )( ) ( )( ){ }

( ) ( ) ( )( )( )({

( )( ) ( )( )( )) ( )( )(

( ) ( )( ) ( )( )) ( )( ) }

2 2
12

2
4

4 2
1

2 4 2
1

1 2 2 4 2 1 2 2 1 2 ,
8

0,

1 2 2 4 2 4 1 2
8

2 1 2 1 2 4 1 2

1 4 1 2 1 2 2 1 2 ,

uu R R j I I I I
j

vv

uv I I j R R R R j
j

I I I I R R j

I I I I I I

f w A l j d
l w

f

f w B A w
l w B

A B A l j d w

B A l j d

λ τ τ λ τ λ τ λ

τ λ µ χ µ χ τ λ

µ χ τ λ τ λ

µ χ τ λ τ λ

 = + + + + + − + 

=

= + + + + + − +

− − − + + + +

+ − − + + − +





  

( )

( ) ( )( ) ( ){ }

( ) ( )( ) ( ){ }

( )

2 2
12

2 2
12

2 2
12

2
,

8

1 4 2 2 2 2 ,
8

1 4 2 2 2 2 2 ,
8

3 ,
16

1 6 3 6 ;
16

I I
uu

j

vv R R j I I I I
j

uv R R j I I I I I I
j

uuu

uuv

B
g

w

g w A l j d
w l

g w A A B l j d
w l

f

f A B l d j
l B

τ λ

χ µ χ µ µ χ µ χ

τ λ λ τ λ τ µ χ τ λ

+
=

= − − + − + + +

= − + − − − + + + +

=

 = − − + 

 



  
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and decompositions of real part and imaginary part are: ( )R ReΓ = Γ ,  
( )I ImΓ = Γ , λΓ = , µ , τ  and χ , where 

( )( )
( )

( )( )
( )

( )( )
( )

( )( )
( )

2 2 2
2 1 2

2 2 2
1 2

2 2 2
2 2 1

2 2 2
1 2

2 2 2
1 1 2

2 2 2
1 2

2 2 2
1 2 1

2 2 2
1 2

4 2
,

2

4 2
,

2

4 2
,

2

4 2
,

2

j j j j j
R

j j j j j
I

j j j j j
R

j j j j j
I

Bd Dc l j c d l c w

l

Bd Dc l j c d l c w

l

Ad Cc l j d d l d w

l

Ad Cc l j d d l d w

l

α α
λ

α α

α α
λ

α α

α α
µ

α α

α α
µ

α α

− + +
=

+

− + − +
=

+

− + + +
=

+

− − +
=

+

 

( )

( )

( )

( )

3 3 4
2 2
3 4

4 4 3
2 2
3 4

3 3 4
2 2
3 4

4 4 3
2 2
3 4

2
,

2

2
,

2

2
,

2

2
.

2

j j j j
R

j j j j
I

j j j j
R

j j j j
I

B d D c c w

B d D c c w

A d C c d w

A d C c d w

α α α
τ

α α

α α α
τ

α α

α α α
χ

α α

α α α
χ

α α

− +
=

+

− + +
=

+

− + +
=

+

− +
=

+

 

3.3.2. The Special Case: j = 0  

In this subsection, we consider the special case: 0j = . Similarly, we take two  

vectors 0

0

a
q

b
 

=  
 

 and 
*

* 0
*
0

a
q

b
 

=  
 

, where 

* *0 0
0 0 0 0

0 0

1, , , .
2 2

iw A w iA iBa b a b
B w l w l
− +

= = = =
π π

 

Suppose that ( ) 0

0

,
c

B q q
d
 

=  
 

, ( ) 0

0

,
e

B q q
f

 
=  
 

 and ( ) 0

0

, ,
g

C q q q
h

 
=  
 

, 

where 

( )
( )

2
0 0 0 0 0

2
0 0 0 0 0

0 0 0 0 0

2 , 2 ,
2 , ,

2 , ,

uu uv uu uv vv

uu uv uu uv vv

uuu uuv

c F F b d G G b G b
Ae F F f G G b b G b

B
g F F b b h g

= + = + +

= − = + + +

= + + = −

 

it is straightforward to see 20 11 0H H= =  and 20 11 0W W= = , thus we have 

( ) ( )* *
11 20, , , , 0q B W q q B W q= =                  (47) 

and (see the Formula (2.31) in [18]) 

( ) ( ) ( ) ( )* * *
1 0

0

1, , , , , , , .
2 2

ic q B q q q B q q q C q q q
w

δ = ⋅ +        (48) 
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From following calculations of inner product: 

( ) ( )
( ) ( )
( ) ( )

* * *
0 0 0 0

* * *
0 0 0 0

* * *
0 0 0

, , ,

, , ,

, , , ,

q B q q l a c b d

q B q q l a e b f

q C q q q l a b g

= π +

= π +

= π −

                     (49) 

we have the real part 

( )1 0 2 2
1 30

1 ,
4

i j
ij

i j
Re c f A B

w B
δ

≤ + ≤

  =  ∑                    (50) 

where some coefficients ijf  are 
2 2

30 21
2 2

12
2 2 2 2 2 2

11 0 10 0 0 0
2 2

03 02 0 0
2 2

01 0 0

2 , 3 3 ,

2 ,

2 , 2 ,

, ,

,

uv uv vv vv uu uv uv vv

uu uu uv uv uu uu vv uv

uuv uv uv vv vv

uu uu uu uv uuu uuv

uu uv uv vv

f F F G G f F F G G

f F F G F G G G G

f F w f F w F G w G w

f F G G G f F w F w

f F F w G G w

= + − = − +

= − − − −

= − = + −

= + = −

= − +

 

and coefficients ijf  unlisted here are zero. 

4. Summary and Remarks 

In summary, with the framework of homogeneous reaction-diffusion systems, 
we have considered global asymptotic stability and Hopf bifurcation in a homo-
geneous diffusive predator-prey system with Holling type II functional response 
subject to Neumann boundary conditions, which is also an extended version of 
the predator-prey system in [18]. Some sufficient results were obtained to ensure 
that the equilibria of this system were globally asymptotically stable and Hopf 
bifurcation could occur. In the Example ( )1 ,

H
jRe c δ +

 
   is negative while ( ),

H
jσ δ +  

is positive due to the non-existence of *δ , 0,1j = . That is to say, the bifurca-
tion directions are subcritical at ( ), 0,1H

j jδ + = ; the bifurcating periodic solutions 
are stable at 0,

Hδ + . 
In Section 2, we induced global asymptotic stability theorems but neglected 

critical cases due to the used lemmas, which need to be considered further. In 
Subsections 3.1 and 3.2, combing the phenomenon that Turing instability will 
not occur, more sufficient conditions could be used to ensure asymptotic stabil-
ity and existence of Hopf bifurcation, such as the conditions of Theorem 7 in ref-
erence [21], but the condition (36) is well-done for the Hopf bifurcation analysis. 
In Subsection 3.3, similar to the references listed above, we derived a useful algo-
rithm for determining direction of Hopf bifurcation and stability of bifurcating 
periodic solutions. Furthermore, in [18] and [19], interior equilibria *E  are all 
analytically and easily solvable, but the interior equilibrium *E  in our system 
can not be solved easily. The methods in this paper are forward guidance for 
other complicated reaction-diffusion consumer-resource (predator-prey) sys-
tems, even some general reaction-diffusion systems in other fields. Finally, in some 
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extent, it is our expectancy that these conclusions can provide theoretical sup-
port for more complex problems in biomathematics. 
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