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ABSTRACT 

Amazon and Taobao publish product introduction online for customers’ personal choice and become the successful 
examples of modern service based on information and communication technologies. However, if they want to achieve a 
complex service through composing some simple services, the research of service composition platform is still rudi-
mental. In order to achieve this goal, a virtualization-based service system development method is proposed. The ser-
vice elements are described standardized as service component at first. Then the service component is virtualized to be 
a web service and is deployed on a service platform, which is similar to Amazon. Customers put forward their demands 
on this platform and the platform will auto-match and dispatch task to the component to build a real-world service sys-
tem. Finally, an application in ocean logistics service is briefly introduced. 

Keywords: service description, service system development, service composition, service component, online publish-choice, 
ocean logistics 

1. Introduction 

The services industry has increasingly grown over the 
last 50 years to dominate economic activity in most ad-
vanced industrial economies. According to relating statis-
tics, in some developed countries above 90%’s labor 
force are working for service industry and it occupies 
over 70% of the Gross Domestic Product (GDP) [1]. The 
era of service economy has arrived. 

Assisted by development of information and commu-
nication technologies, service pattern has been trans-
formed from provider-customer traditional mode into a 
complex social technical ecosystem [2]. More and more 
service links and participators increase the cost of service 
interoperation significantly. In order to reduce the cost, a 
popular way of these new service systems is using a vir-
tualization-based service for composition. Providers dis-
play what they can provide through virtualized informa-
tion on the web, such as pictures and some textual de-
scriptions, to replace the physical display. And customers 
can select and get what they want (or inversed) [3]. The 
virtualization-based service can ignore the space-time 
distance and make information transformation, service 
composition and data collection more conveniently. On 
one hand, it can reduce service cost such as time, money, 
energy, etc; on the other hand, the original data that is 
saved automatically provide strong support for analysis 
and management. Some successful examples are Amazon 
[4], Taobao [5], etc. 

Though there are such a lot of effective applications, 
most of them are “composition for physical services”. 

What are published by provider or customer are physical 
things, such as books, commodities, etc. The services, for 
example, transportation, healthcare, consultation, etc., are 
also remained in state of single publish-choice. But with 
increasingly fining of social division, service has become 
more and more complex and cross-domain. If customers 
want to get a complex service that is composed by a lot 
of service elements that are provided by multi-providers, 
this kind of composition is always done by manpower. 
But on the internet, the number of providers is much lar-
ger than the number in local range. So we need a com-
puter-assistant method that can develop a complex ser-
vice system by service composition. 

The complex service system in this paper is not only 
an information system, but also includes non-software 
elements such as people and hardware. But the main idea 
of the method is similar with that we use software ser-
vices building business information system based on the 
idea of Software as a service (SaaS) in software engi-
neering [6]. Travel service gives us a good reference in 
this domain. A travel program can be seen as a composi-
tion of the single service elements such as showplace, 
catering, accommodation, transport, etc, and they are still 
often composed by the travel agents or tourists them-
selves. 

·The benefits of these new service system develop-
ment methods are as follows: 

·Fast service query on-line and selection. 
·Computer-assistant composition based on customers’ 
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Figure 1. Big picture of building complex service based on virtualized service elements 
 
voice and individual adaptation. 

·Assign the service element in real world with the 
invoking and controlling service on web. 

The rest of this paper is organized as follows. The 
big picture of the method is shown in Section 2. In Sec-
tion 3, how to describe service elements is discussed 
and the virtualization method is proposed in Section 4. 
In Section 5, the arithmetic of service matching is 
briefly introduced and an application prospect is dis-
cussed based on a case of ocean logistic in Section 6. 
Finally the paper comes to the conclusions. 

2. Big Picture: Virtualization-Based Service 
System Development 

The big picture of building a complex service based on 
virtualized service elements is shown in Figure 1. 

The process of this method includes three main phases 
and can be divided into eight steps. 

Deployment phase: 
Step1. The key elements of service such as behavior, 

actor, and resources are packaged as service components. 
Step2. The service components are virtualized as soft-

ware. 
Step3. The virtualized service components are de-

ployed onto the service platform. 

Matching phase: 
Step4. Customers log in the platform and input their 

individual demands through the interfaces that fits the 
habits of people. These demands are transformed into a 
standards XML format file. 

Step5. According to the customer’s demand on specific 
steps of service, platform will filter the relevant compo-
nents, and get a smaller set of candidates. If some of the 
demands can find eligible components, the components 
closest to the demand will be reserved as a substitute. 

Step6. According to the partial and overall demand of 
service, platform will match the candidate’s components 

and feedback all the results in line with the demand. The 
result will be ranked with customer-defined policies to 
facilitate customer’s choice. 

Step7. Customer can self-edit the service based on the 
results, and submit a satisfactory outcome of the choice. 
Scheduling phase: 

Step8. Platform will assign the work to the software 
component that is selected by customer. And the tasklist 
of the component will add a record. Then the actor will 
execute service interaction following the tasklist with 
customer. 

The key techniques and challenges in three phases are 
as follows: 

·Standardized expression of the elements 
In order to find what the customer want easily, the 

published things should comply with certain standards. 
The providers and customers often have different under-
standing and description with the same service element 
based on their own backgrounds and angles of view. This 
gap can be merged easily by similarity judgment and 
further communication likes a phone call or face to face 
talk in single-service-choice. But in complex service 
composition, cumulative effect of these gaps may make 
the result meaningless. Both of the above two successful 
composition platforms have a standard mode for each 
owner to show their goods and payment. But in this 
situation, a standardized expression for service is more 
complex than for physical goods. It not only contains the 
functional contents (input, output, precondition, quality 
index, etc), but also some other related elements. For 
example, the actor may be a very important factor that 
affects the customer satisfaction, and what they use is 
also need to be shown. 

·Invoking service on web and assign the service ele-
ment in real world 

The service that published on web is not just a literal 
description of a variety of formats. It also can be called 
just as we operate software. A similar scene is that if we 
use telephone to appoint a service, there must be a call 
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center (front) as a kind of interface. So for each service 
behavior, it also needs a software interface which is de-
ployed on web for us to call. Though we publish and 
choose our service on web; it finally should be mapped 
and implemented in the real world. In Amazon, the book 
that a customer selects and chooses is just a virtualized 
image of real book on-line, but what the customer finally 
gets is that real book. 

· Matching service based on customers’ voice 

Based on customers’ voice, the most suited groups of 
services should be selected automatically. These results 
are collated by the integral sufficiency and key Quality of 
Service (QoS) parameters. 

These three techniques and challenges will be dis-
cussed in the following sections. 

3. Service Component: A Uniform Descrip-
tion of Service Elements 

3.1 Information that Needs to be Described 

Because there is still lacking a recognized definition for 
behavior that applies to all service fields, it is very hard 
to give a complete description of it. However, we de-
scribe it in order to establish a unified environment for 
customer and provider to choose and publish. So we only 
need to focus on the information that is used frequently in 
establishing the relationship between service demand and 
supply. A comparison with product behavior will help us 
to understand it more clearly. 

The most important information is the function of be-
havior. It means what this behavior can do and what is 
the result of it. Though we can still use a binary group ＜ 
input, output ＞ as we describe the function of produc-
tion behavior, the input and output of service behavior 
are mostly not physical things. For example, transforma-
tion behavior changes customers’ position, so the input 
and output are the start points and end points respectively. 

In addition to input and output, quality index is another 
important part of service behavior function. Sometimes, 
for the same input and output, different performance of 
quality may means different services. In precedent, for 
the same transformation, the service may either be a 
normal one or an express one according to different time 
that should be spent on it. 

Though we talk about service behavior and emphasize 
the difference from production, resource is also an im-
portant factor that impacts customers’ choice. This re-
source is a kind of support for service behavior rather 
than the result. That means this resource is the thing that 
will be used during the service and impact customer’s 
service experience. 

In the field of manufacturing, customers just concern 
about the final product while don’t care who made it. But 
because interaction is a major feature of service behavior, 
there could be some special request on the behavior actor. 
For example, a pretty miss front may reduce customers’ 
complaints and an automatic response system could offer 
make them angry. Customers often put forward a number 
of requests to the actor to guarantee the behavior can be 
implemented smoothly. 

3.2 Definition of Service Component 

Based on the above analysis, we have gotten all the 
key elements that are needed for the establishment of 
the relationship between service demand and supply, 
and we use service component to depict it. Service 
component is a package of service actor and a behavior 
performed by this actor including all the supportive 
elements in conceptual level. It is the basic unit of ser-
vice system offering a predefined functionality and 
able to communicate with other components. Reus-
ability and independent execution are two important 
characteristics of service component and it can be 
plugged into different service systems. The structure is 
shown in Figure 2. 
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Figure 2. The structure of service component 
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As it is shown in Figure 2, service component gives us 

a unified format to describe the behavior that is needed in 
service by both customer and provider. It can be easily 
described by formal description language and here we 
use XML as a description language. The details are 
shown as follows: 

·Basic Information: It involves the most basic infor-
mation of a component, such as identification, annotation 
and version. Identification includes ID No. and name. 
Annotation is a text of narration. Version often includes 
Version No., creator and creating date. 

·Actor Information: Actor is one of the two cores of 
service component. It describes the main body that pro-
vides service function in this component. In software 
domain, the main body of a traditional web service is a 
section of code and don’t need to be further introduced. 
In service domain, the main may be human, software, 
hardware or a group of these things. It includes the fol-
lowing ingredients: 

★ Basic Information. Such as ID No., name, etc. 
★ Internal Structure Information. Sometimes, the actor 

of a behavior may be not executed by one entity but by a 
team or a group of entities. So the composition of actors 

is shown in this subsection. 
★ Provider Information. Provider is the organization 

that the actor belongs to. 
★ Usability Information. It shows the time when the 

actor can be used. 
★ SupportResource Information. SupportResource is 

the thing that is needed and used by actor during the 
execution of service behavior. Sometimes, it is a little 
hard to distinguish a resource to be a SupportResource or 
a part of actor. Here we use an example to illustrate the 
nuance. In logistics service, a transport function is pro-
vided by a component. In this component, there is a truck 
driver and a truck that belongs to a cargo. In this cargo, if 
the truck driver just drives that truck, then they can be 
looked as a group, the truck is a part of actor. If the truck 
driver and truck don’t have a binding relation and just 
many-to-many, the truck can be seen as a SupportRe-
source for the truck driver. 

·Behavior Information: Behavior is the other core of 
service component. As the same with traditional software 
behavior description; it also focus on the function de-
scription but adds one unique service character-service 
level. 

 
Table 1. A case of service component package real service element 

Natural language description of service element Service component description 

The name of truck driver is ZhangSan. He is a self-employed truck driver. 
His cell phone No. is 13936831568. 

<tns:actor> 
 <tns:provider> 
 <tns:orgnizationName>ZhangSan</tns:orgnizationName> 
  <tns:description>Self employed</tns:description> 
  <tns:telephone>13936831568</tns:telephone> 
  <tns:contactPerson>ZhangSan</tns:contactPerson> 
 </tns:provider> 
</tns:actor> 

He works from 9:00 AM to 7:00 PM everyday. 

<tns:actor> 
 <tns:availableTime> 
  <tns:type>Everyday</tns:type> 
  <tns:startTime>9:00</tns:startTime> 
  <tns:endTime>19:00</tns:endTime> 
 </tns:availableTime> 
</tns:actor> 

His business is truck transformation 
<tns:behavior> 
 <tns:functionType>transormation_truck</tns:functionType> 
</tns:behavior> 

The normal speed of delivery is an average of 80km/h and carrying capac-
ity is 5t. 

<tns:behavior> 
 <tns:levels> 
  <tns:levelInfo> 
   <tns:levelName>normal</tns:levelName> 
   <tns:levelDescription/> 
  </tns:levelInfo> 
  <tns:QoSMetrics> 
  
 <tns:parameterName>speed</tns:parameterName> 
   <tns:minimumValue/> 
   <tns:maximumValue>80</tns:maximumValue> 
   <tns:parameterUnit>km/h</tns:parameterUnit> 
  </tns:QoSMetrics> 
  <tns:QoSMetrics> 
 <tns:parameterName>carrying_capacity</tns:parameterName> 
   <tns:minimumValue/> 
   <tns:maximumValue>5</tns:maximumValue> 
   <tns:parameterUnit>t</tns:parameterUnit> 
  </tns:QoSMetrics> 
 </tns:levels> 
</tns:behavior>    
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★ Function Explanation. 

◎ Type. It is a quote to a concept of service domain 
ontology. The subjectivity of service naming has 
brought a lot of inconvenience to service query. So the 
ontology will give us a standardized solution. Unfortu-
nately, it is very hard to build industry recognized do-
main ontology, so we often use a conventional concept 
for substitution. 

◎ Input & output (I/O). The same with software, the 
I/O is the main reflection of function. Sometimes, the I/O 
is information, but the type may not only be an electronic 
data, but also some papery stuff such as documents, 
graph, table, etc. In most cases of service behaviors, re-
source is another kind of I/O. For example, patients may 
get some drugs from a medical care; a repair service is 
another typical case. 

◎ QoS Metrics. A set of quality parameters are used 
to evaluate the result of service behavior. Some of them 
can be obtained directly from the basis data. Some of 
them are gained via further computing, statistics or 
analysis. Some typical parameters are time, cost, cus-
tomer satisfaction, etc. For each parameter, it needs to 
show the related data, data’s acquiring method and the 
formula. 

★ Level Explanation. In traditional web service, each 
function of a software component has only one perform- 
ance. But in service domain, with the same terms of be 
havior and the actor, the service component may have 
different performance. This distinction is reflected by 
different SupportResource and the value of QoS parame-
ters. For example, in logistics service, a transport com-
ponent’s actor is a person and the behavior is transport. 
For the same task, if the actor does it by a car, the time 
will be less than an hour and the cost will be 100 RMB; 
on the contrast, if the actor does it on foot, the time will 
be more but the cost will be less. So we use service level 
with different SupportResource and QoS metrics value 
range to make a distinction. It is a unique character of 
service component and what makes it most different from 
software component. 

◎ Level Description. Including identifying informa-
tion and a text of narration. 

◎  SupportResource. The SupportResource will be 
used in this level. It is a subset of the SupportResource in 
actor information. 

◎ QoS Metrics Value Range. This is the value bound 
of quality parameters. 

A case of service component is shown in table 1, and it 
shows a service component of transformation. The natu-
ral language description of service is in the left and the 
right is the XML based service component description 
follows the above structure. For example, the normal 
speed of delivery is an average of 80km/h and weight is 
5t. So it has a service level named normal and has two 
QoS parameters: speed and weight. Of course, it may 
have other levels, such as a high-speed which may load 
less. As a complete service component description is too 

long to show, we just excerpt some critical segments to 
this paper. 

4. Virtualization Method of Service Component 
Service component is only a standard document for pro-
vider to publish his service and for customer to query eas-
ily. In contrast, the software virtualized version provides a 
user interface to show how to use the real service element 
packaged by component and record the running informa-
tion. It is similar as the relationship between web service 
and the functional software system. According to the dif-
ference of actor and business level, the service component 
can be divided into human component, software compo-
nent, hardware component and composite component. 

4.1 Virtualization Method for Human Component 

Human component represents the behavior that is exe-
cuted by people or mainly depends on people. It is the 
dominant component and the difficulty of service de-
scription. But software human behavior is not a new topic 
and there has been already a well-formed specification: 
WS-HumanTask [7]. It is used with another specification: 
BPEL4People [8] which will also be referred in sector 
4.4 to define the process of human-machine interaction. 
Though WS-HumanTask focuses on software domain, it 
provides us with fairly fine basis to draw on. 

In our opinion, the software of human component is 
just like a software client of the real people. Component 
user can use that as software to assign work to service 
executants just like what we do by cell phone, email or 
even verbal order. This software client includes three 
main parts: tasklist, log and interface. 

In the view of the idea of WS-humanTask, a job as-
signed to the actor of a component is treated as a task and 
the tasklist is a task schedule for the component. It re-
cords when, where, to whom that the component need to 
provide service. It is a kind of continuously information. 

Log is the utilizing history of the component. It includes 
serial number, date and time, source, type, event and user. 

The two parts above are used frequently to record the 
call of components. All the functions of software service 
component are invoked through the interface. The outside 
world can call it just like calling general software interface. 
According to different uses, the interfaces are divided into 
common interface and service function interface. 

Common interface corresponds to the general func-
tions of all software service components, for example, 
query component’s information, amend component’s 
state, manage task list and log, etc. This kind of interface 
doesn’t relate to specific service and is just used to query 
and manage its own information. 

Service function interface represents a typical service 
function of component, such as transporting, packing, 
checking container, etc. This kind of function is reflected 
in the form of service task and service interface is the 
interface of a task. 
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The steps of making an XML file of service compo-
nent to be software are as follows: 

Step1. Building new software which is named same 
with the service component and adding an empty tasklist 
and log file. 

Step2. Initializing the software and generating the 
common function of it: tasklist management and log 
management. 

Step3. Adding the query function of software and link-
ing with the XML file of service component. 

Step4. Building the service function call interface and 
the parameters is the input of service behavior. 

Software interfaces of a component are shown in Table 
2. The left is the XML based service component descrip-
tion, and the right is the corresponding interfaces. For 
example, this component has an actor, and the provider of 
actor is named ZhangSan, so we can get this information 
by call the interface hasProvider (actor). 

4.2 Virtualization Method for Software Compo-
nent and Hardware Component 

SaaS is a model of software deployment where an appli-
cation is hosted as a service provided to customers across 
the Internet [9]. So customer doesn’t have to take care 
about software maintenance, ongoing operation, and can 
on-demand pricing. It is gaining a great deal of attrac- 
tions today and more and more businesses are adopting 

SaaS for cost-effective software management solutions as 
well as business structure and process transformations 
[10]. These well-packaged software services can be called 
directly and don’t need any form of repackaging [11]. 

Of course, there are also many legacy systems that is 
developed using the traditional way. If we want to use the 
function of these old systems, we need to package some 
function interface as a web service. The research of web 
service packaging technology is fairly mature so we 
won’t go details in this paper. 

In fact, there is no pure hardware component, because 
a behavior can hardly be implemented by hardware alone. 
This kind of component usually packages two types of 
behavior. 

One can be carried out by big machine which is inde-
pendent and has a high degree of automation, such as 
Computerized Numerical Control (CNC) machine. But it 
still needs a command from the outside world. For this 
type of component, we need to issue a task order to the 
operator, and the call mode as well as virtualized method 
is the same as the human component in Sebsection 4.1. 
The only difference is that the hardware takes place to be 
the main body of the actor. 

The other is the behavior of the automation equipment 
which is controlled by its own software system. Packag-
ing this kind of component involves developing a special 
interface for the system. A typical application is the 
Global Position System (GPS). 

 
Table 2. The result of a component that is software virtualized 

Service component Function of software virtualized comonent 

Schema of 
component 

<tns:actor> 
 <tns:provider> 
 <tns:orgnizationName>ZhangSan</tns:orgnizationName> 
  <tns:description>Self employed</tns:description> 
 <tns:telephone>13936831568</tns:telephone> 
 <tns:contactPerson>ZhangSan</tns:contactPerson> 
 </tns:provider> 
 <tns:availableTime> 
  <tns:type>Everyday</tns:type> 
 <tns:startTime>9:00</tns:startTime> 
 <tns:endTime>19:00</tns:endTime> 
 </tns:availableTime> 
</tns:actor> 
… 

Query 
function 

hasActor(component) 
hasProvider(actor) 
hasAvailableTime(actor) 
… 
The return values of these 
functions are a string of the 
results. 

Behavior of 
component 

<tns:behavior> 
 <tns:functionType>transormation_truck</tns:functionType> 
 <tns:input> 
  <tns:inputInformation> 
   <tns:billObject> 
 <tns:name>PaicheBill</tns:name> 
    <tns:parameters> 
     <tns:address/> 
 <tns:arrivetime_plan/> 
    </tns:parameters> 
   </tns:billObject> 
  </tns:inputInformation> 
 </tns:input> 
</tns:behavior> 

Service 
function 

callService(component, level, 
inputstring) // The value of 
inputstring is a string that is 
composed by the input of the 
behavior and separator. In this 
case, the inputstring is 
“Harbin Westgreat Street 
207# @@@ 2008-11-21 
11:00”. The reurn value of 
this function is a taskid. 
getResult(component, taskid) 
// Get the result of the service 
task. The return value is a 
result object. 

  
Task and 
log func-
tion 

taskQuery(condition) 
logQuery(condition) 
…    
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4.3 Virtualization Method for Composite Com-

ponent 

The three types of service components mentioned above 
are basic components executed by single actor. But in the 
actual process of service, many acts of service process 
are scheduled following the relatively fixed mode, and 
some of the components are ordered with the regular 
emergence of high-frequency. In order to simplify the 
selection of components and service matching, reduce the 
computational complexity, and improve the efficiency of 
the service schedule, we combine these components a 
larger one for further reusability. It is similar with the 
establishment of the large size software component and 
web service in the software domain. 

Because the three basic components are all packaged 
as software, we can directly draw on the existing standard 
used to build a large size web service to build composite 
service component. The common industry practice is 
using Web Services Business Process Execution Lan-
guage (WS-BPEL) [12] and WS-BPEL Extension for 
People (BPEL4People) [8] to specify the information 
interactions between software service, and orchestrate 
them as a process. At the beginning of a BPEL process, 
<partnerLink> and <variable> is used to define the link 
of service and declare variables. The process is combined 
by <sequence> which is a group of activities that is called 
one by one, and <flow> which is a group of parallel ac-
tivities. In the main body of process, <invoke> is used to 
call a service and <receive> is used to wait the service to 
callback. The control of the implementation logic in-
cludes <switch>, <while> and <pick>. The other details 
of BPEL and BPEL4People can be found in documents 8 
and 12. 

5. Computer-Aided Service Selection and 
Matching 

Service component and virtualization is a kind of com-
puter understandable way for service elements describing, 
saving and calling. So the computer can pre-select and 
match the service and provide us options, when custom-
ers make a complex service needs. And it can release us 
from the heavy work of comparison, calculation and 
communication, when there are more and more service 
options. 

The needs of customers’ are a lot of constraints on to-
tal or local quality indicators, such as function, time, cost, 
credit, etc. Service selection and matching is choosing 
appropriate service components and organizing them 
correctly to satisfy the customers. It equals to a multi- 
objective optimization problem and we use a genetic al-
gorithm (GA) based service matching algorithm (SMA) 
to achieve it. 

·Input 

The input of SMA includes four parts: QoS parameter 
trees, service flow model, constraints sets, and service 
components sets. 

QoS parameter trees are a set of key performance in-
dicators of services and are used to evaluate the quality. 
The name and calculation method of these parameters are 
relatively stable and are divided by industry. 

Service flow model is a XML file that is parsed from 
customers’ voice. On one hand, it shows which simple 
parts the complex service includes; on the other hand, it 
describes the sequential logic of these simple parts and is 
used as the basis for some types of parameters such as 
time. 

Constraints sets are the other part of customers’ voice. 
They are divided into three types: local constraint is the 
constraint for one simple part; partial constraint is for two 
or more simple parts and global is for all the simple parts. 
All of the constraints are described according two for-
mats: The first one is simple condition which is a triple 
form <qp, mo, value>; qp is quality parameter, mo is 
mathematical operator and value is the number and unit. 
For example, “time < 5 hour” is a simple condition. The 
other one is complex condition which is a logical expres-
sion of simple condition. For example, “if time < 5 hour 
then money = 100 RMB else money = 50 RMB”. All the 
constraints have a weight to show the importance for 
customers. 

Service components sets are the sets of service com-
ponents classified according to service domain. 

·Output 
The output of SMA includes four parts: service com-

ponents set, result of evaluation, and scheduling plan. 
Service components set are the components selected for 
each simple parts of the complex service. Result of 
evaluation is the sufficiency of the service components 
set to the customers’ voice. Scheduling plan is a set of 
information for calling the service components, including 
time, place, and other useful information. 

·Implementation logic 
The implementation logic of SMA is the same with 

GA, and the principle of algorithm is shown as follows: 

1. Initial population (first generation) 
2. Determine the fitness of each chromosome/ individ-

ual 
3. Repeat: 
Perform selection 
Perform crossover 
Perform mutation 
Determine the fitness of each individual 
Until the stopping criterion applies  
4. Return last population 

The key operations of SMA are follows: 

★ Chromosome coding 
A chromosome can be seen as a result of service selec-

tion and matching. It is a set of gene with a certain order 
and each gene represent a service component. For exam-
ple, in a travel services, a chromosome is a complete 
tourist routes and genes are attractions, transport, ac-
commodation, catering, etc. A population is a set of the 
chromosomes that in the domain of this complex service. 
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★ Genetic operation 
Generating: The population is generated following a 

random way and the population size is fifty. Each gene in 
one chromosome is generated by the service component 
that has the same function type. Here we use a 
pre-selection technique to limit the scope of the service 
components. We filter out those components which do 
not meet the local constraints before the SMA. So the 
service composition is under the condition of the compo-
nents that meet the local constraints and if some of the 
gene can’t find eligible components, the components that 
are closest to the demand are reserved as a substitute. 

Selection/Reproduction: Here we use a mechanism for 
the survival of the fittest and the worst five chromosomes 
fall into disuse. Another mechanism in SMA selection is 
differential reproduction. The chromosomes are put into 
the breeding pond according to a [0,2] probability which 
is calculated by its fitness. 

Crossover: New chromosomes are generated by ex-
changing the genes in the same location of two randomly 
selected chromosomes. Considering the characteristics of 
service composition, we crossover the chromosomes un-
der niche protection. Niche presents a common feature of 
the same species in biology. In service composition, 
some simple parts of a complex service are also required 
to have some same features. For example, some parts 
should be provided by the same provider. So the niche 
protection is used to avoid the broken of these same fea-
tures through the crossover. 

Mutation: Mutation changes some genes of a chromo-
some and brings some new genes to the population. In 
SMA, the chromosome and the position of genes are se-
lected randomly. 

★ Fitness determination 
In SMA, we use customer satisfaction to be the fitness 

of a complex service and use penalty function method to 
determine the satisfaction. 

)()()( cNcPcf −=  

The f(c) is fitness of a chromosome and it equals to the 
positive satisfaction P(c) minus the negative impact N(c) 
of those constraints that are not bound to meet. 

The satisfaction of the chromosome P(c) is expressed as 

P(c)=∑ ∏ ∑
= =

n

i

m

j
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There are n genes in a chromosome and iw  is the 

weight of gene i. For each gene, the number of QoS pa-
rameters is m, and iw  is the weight of parameter j. 

( )jj iS  is the satisfaction function of the QoS parameters 

j of gene i. asλ  is the additional contributions to the 

satisfaction of those genes that are intrinsic satisfaction 
associated. 

6. Case Study 

The full container load (FCL) export business is one of 
the core businesses in ocean logistics service domain. It 
is a deep-division-business and the business chain can be 
broken down into a number of coupling parts of lower 
level. Because of the high degree of specialization, one 
participator is usually responsible for one single-part in 
the business chain. So in a FCL export business, it often 
involves many organizations and in most cases the num-
ber is greater than five. This situation leads extremely 
large cost for establishing business relations such as time, 
money and energy. At this stage in the industry, this 
problem is mainly solved through a long-term coopera-
tive relationship. However, it makes the service to be a 
low-optional one and very likely to run another way 
counter to the trend of “On-demand”. The contradiction 
is a typical problem exists in many service fields that 
have similar characteristics. So we choose it as case 
background and try to verify the virtualized service eco-
system’s convenience and improvement on efficiency of 
system building. 

A typical FCL export business mainly includes five 
parts: booking cabins, container yard choice and con-
tainer allocation, loading goods, export declarations, and 
container gate-in. According to business needs, these 
parts can be further divided into different levels. For ex-
ample, the part of loading goods includes container pre-
paring, truck distributing, goods transformation etc. All 
of these can be seen as different sized behaviors and can 
have the providers. Firstly, they are packaged into service 
components according to the rules above. The main 
components for the five business links are shown in Fig-
ure 3. Figure 4 shows a matching result according to a 
customer’s requirement. As soon as the customer con-
firms a solution from the result set, the platform will send 
the task message to the real actor through the virtualized 
software, and start the service 

7. Conclusions 
Nowadays, though service develops rapidly, the system 
for behavior service is still rudimentary and lacks coor-
dination. The results of this paper try to make up for this. 
Although the virtualized system is still in the simulating 
and testing stage, it opens a brilliant prospect that we can 
orchestrate behavior service just like what we have done 
in web service domain. 
 

 
Figure 3. Service components deployed on the platform 
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Figure 4. Matching result 

From the case test we can find that, though the initiali-
zation of platform and add service component may cost a 
lot, for each using, it just needs less cost to edit cus-
tomer’s demand. A prominent advantage of virtualized 
system building is that the cost (time, money, and energy) 
is less impacted by the number of provider. In contrast to 
this, the cost in traditional system increases dramatically 
when the provider number grows. Though they use stabile 
service chain to improve the running condition, the custom 
degree is also limited. Sometimes, getting a full accordance 
with the wishes of customer solution from a large number 
of candidates by manpower can be an unpractical mission. 
Because the service matching is auto-calculated in virtual-
ized system building, so it can release us from the complex 
computation and compare work, and we become able to 
pay attention to work more meaningful. At the micro level, 
we can use statistical methods and data mining to find 
which component and which combination is often used and 
then further explore the reasons and the law. At the macro 
level, based on statistics for a period of time, we may find 
the evolution of each part in a service business chain from 
an ecosystem angle. 

Future work includes: establishing a sound interface 
system, applying this system into real service, and refin- 
ing the component matching algorithm. 
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ABSTRACT 

The scientific and reasonable performance evaluation is advantageous to promote the comprehensive management level 
of engineering projects. Benefited from constrictive and fluctuant of wavelet transform and self-study, self-adjustment 
and nonlinear mapping functions of wavelet neural network (WNN), and based on the existing assessment method and 
the index system, the performance evaluation model of engineering project management is established. One company is 
taken as the study object for this model. Compared with the conventional method, the influence of human factor is 
eliminated, thus the objectivity of the measure results is increased. A satisfactory result is concluded, thus a new ap-
proach is presented for engineering project management performance evaluation. 

Keywords: wavelet neural network, entropy function, project management, performance evaluation 

1. Introduction 

Project management is the systematic analysis and ob-
jective evaluation for the management of completed 
projects. It can put forward some suggestions for the 
future management and improving decision-making 
levels. Scientific and rational project management per-
formance evaluation is conducive to improve the level 
of integrated management. At present the fields of 
academia and engineering had been achieved some re-
sults on this issue. 

On the basis of fuzzy theory, a fuzzy integrative 
evaluation model of engineering management perform-
ance evaluation is developed [1,2]. Besides, main object 
method [3] is used for project management performance 
evaluation. However, the relationship between index sys-
tems of project management performance evaluation are 
non-linear, it is difficult to determine the model to ex-
press. And the subjectivity of the evaluation process is 
increased when specialists are required to determine the 
index weight. So there are some drawbacks in the tradi-
tional evaluation model. 

Wavelet neural network (WNN) is constrictive and 
fluctuant of wavelet transform and has self-study, self- 
adjustment and nonlinear mapping functions of neural 
network which has made certain research achievements in 
the field of pattern recognition [4].Project management 
performance evaluation also belongs to pattern recognition, 
thus this paper tried to set a model using wavelet neural 
network model, with a view to produce good results. 

2. Establishment of Index Systems in Engi-
neering Project Management Perform-
ance Evaluation 

According to the main object method, which means 
choosing one or two main objectives as the main objec-
tive of evaluation as long as other secondary objectives 
meet certain requirements. Therefore, take project in-
vestment, construction period, quality and safety as 
evaluation indexes as a basis for performance evaluation 
in the project management. 

According to the existing documents, the following 
evaluation criteria are taken, as shown in Table 1. 

3. Engineering Project Management Perform-
ance Evaluation Model Based on WNN 

3.1 Structure Design of WNN Model 

WNN [5] is a new type of function connected neural net-
work based on the wavelet analysis. It is beneficial for 
the nonlinear function approximation, using non-linear 
wavelet replace the usual nonlinear neural activation 
function (such as Sigmoid function). 

It is definition of the square accumulated function space: 

})(:)({)(
22

∫ ∞<= dttxtxRL R           (1) 

In the function space, select a mother wavelet function 
(also known as wavelet basis function) )(xψ to meet the 
restrictive conditions: 
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where: )(ωψ is the Fourier Transform of )(xψ , then 
stretch and translational transform )(xψ , wavelet basis 
function can be obtained. 
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where: a is scaling factor andb is time translation factor. 
The signal can be approximated with a special con-
structed neural network. The transfer function is not 
Sigmoid nonlinear function but wavelet function. This 
paper uses Morlet wavelet function: 

)2/exp()75.1cos()( 2xxx −=ψ           (4) 

A three-layer (one input layer, one hidden layer and 
one output layer) feed-forward network can approximate 
a nonlinear mapping with any degree of accuracy under 
normal circumstances. Aiming at the selected indexes 
of project management performance evaluation, the 
model will be expected to take construction period ad-
vance rates, cost saving rate, quality control scores, and 
security control as the input of a network, that means 
the number of input nodes is 4; take performance 
evaluation value as the output, that means the number 
of network output nodes is 1; the number of hidden 
nodes is 10 by texting, then a 4-10-1 three-layer net-
work is established. Performance evaluation model 
structure of engineering project management based on 
WNN is shown in Figure 1. 

3.2 Learning and Training of WNN 

Through the study of network optimization indexes, set 
amendment of the network and wavelet function parame-
ters by error back propagation algorithm, then reach the 
most optimal learning effects gradually. Learning algo-
rithm steps as followed with application of Matlab7.0 
programming: 

Step 1: Set the input and output samples [6]. Produce 
evenly and randomly five numbers and their relative 
grades of experience given in the interval-level of Table 1 
as the learning samples of network. Take 1, 2, 3, and 4 re-
spectively as the four grades of excellent, good, qualified 
and poor in output layer. The data is shown in Table 2. 

In order to solve the incommensurability between pro-
ject investment, construction period, quality and  secu-
rity, in accordance with the project management per-
formance evaluation and the actual situation of indexes, 
transform the original data of evaluation indexes into a 
range of [-1,1] as input of the network using nonlinear 
transformation function. Define the individual indexes 
utility function [7]: 

ky

ky

i
e

e
−

−

+
−=

1

1β                  (5) 

where: y is the relative value indicators of the actual 
value and the plan value; k is relative to the impact laws 
of the evaluation indexes on project management per-
formance, and it can be the experience value. 

Step 2: Initialization setting. The weights, threshold 
value of the network, as well as wavelet translation pa-
rameters and the scaling parameters are given evenly and 
randomly in the range [-1,1]. 

 

Table 1. Level partition of quantitative indexes 

Level Construction period advance rate Cost saving rate Quality control scores Security control 

Excellent ≥0.12 ≥0.06 85 ≤1‰ 
Good 0.06≤x＜0.12 0.03≤x＜0.06 75≤x＜85 1‰≤x＜2‰ 
Qualified 0≤x＜0.06 0≤x＜0.03 65≤x＜75 2‰≤x＜3‰ 
Poor ＜0 ＜0 ＜65 ≥3‰ 

 

Construction pe-
riod advance rate

Cost saving rate

Quality control
score

Security control

Value of perfor-
mance appraisal

Input layer Hidden layer Output layer

Wjk

y

Xm
1 ψ1

Xm
2

Xm
3

Xm
4

ψj

ψn

Wij

m

 
Figure 1. Engineering project management performance evaluation model 
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Table 2. The learning sample of project management performance evaluation model 

Performance evaluation indexes 
Samples se-

quence number Construction period 
advance rate 

Cost saving rate Quality control scores Security control 
Performance 
evaluation 

1 0.6555 0.7828 99.8274 0.0003 1 
2 0.8906 0.7017 86.1415 0.0010 1 
3 0.8207 0.5451 91.5090 0.0008 1 
4 0.4573 0.3263 87.3103 0.0009 1 
5 0.3033 0.9687 89.8753 0.0005 1 
6 0.1064 0.0539 78.6508 0.0019 2 
7 0.0799 0.0347 78.4761 0.0019 2 
8 0.0836 0.0338 78.2145 0.0019 2 
9 0.0848 0.0538 80.7094 0.0020 2 
10 0.0763 0.0528 75.7117 0.0012 2 
11 0.0335 0.0194 72.6387 0.0025 3 
12 0.0012 0.0191 74.4602 0.0022 3 
13 0.0456 0.0238 66.7535 0.0021 3 
14 0.0350 0.0056 71.0947 0.0028 3 
15 0.0195 0.0065 67.3856 0.0023 3 
16 -0.1334 -0.0119 24.2475 0.1252 4 
17 -0.9901 -0.1962 33.3788 0.4619 4 
18 -0.2843 -0.8583 47.2422 0.6146 4 
19 -0.9360 -0.2155 41.1326 0.8282 4 
20 -0.7105 -0.9060 64.6641 0.4198 4 

 
Step 3: Self learning process of WNN. Calculate the 

output value of wavelet neural network model according 
to the formula (6) using the current network parameter. 

( )
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There are still many shortcomings of the present ap-
plication of wavelet neural network. In order to solve the 
local minimum of network training, entropy function is 
used as cost function of neural network to accelerate the 
learning speed of the network. 

Entropy function value is larger than the mean square 
error function value when a network error is large, the 
adjustment of the network parameters is larger than the 
use of the mean square error function, and network 
convergence speed is larger; entropy function value 
quickly becomes smaller when network errors becomes 
smaller, the adjustment of parameters correspondingly 
decrease to avoid oscillation, thereby the convergence 
rate of the network is improved, and meanwhile the 
network parameter adjustments around the local minimum 
is not zero, that is to say the network will not be at a local 
minimum. Therefore entropy function is taken as cost func-
tion of the network instead of the mean square error. 

( ) ( )[ ]∑
=

−−+−=
m

i
iiii ydydE

1

1ln1ln           (7) 

where: id is the desired output of the network, iy  is 

actual output of the network. 

Step 4: Repetitive adjustments of the network parame-
ters. The memory and generalization ability can be rap-
idly realized, and convergence accelerated to attain fore-
cast accuracy. The various parameters of WNN are modi-
fied using formula (8)-(11). 
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where: η  is learning rate, α  is momentum factor. 

Step 5: When a network error is less than a pre-de-
termined value or learning steps of maximum training 
value is reached, wavelet neural network learning is 
stopped, otherwise return to the third step to repeat 
training until the expected output of the network is gen-
erated. 

3.3 Model Testing and Practical Application 

The network is learned and trained repeatedly using Ta-
ble 2. The test results show that the actual output and the 
expected output is very close, the error accuracy is as 
small as 10-4, so it meets the requirement. Training re-
sults shows in Table 3. 

Take out ten completed projects from a construction 
company in the last three years. Their project manage-
ment performance evaluations are done. The basic data of 
projects are shown in Table 4. 

Preprocess the data of evaluation indexes set by the 
main objectives method, and then applying the trained 
network, a project management performance evaluation 
model based on wavelet neural network is established. 
After the calculating of the model, project management 
performance evaluation results of the ten projects are 
obtained, which are shown in Table 5. 
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Table 3.The comparison between desired output of the network and actual output of the network of the learning samples 

Sample number 1 2 3 4 5 6 7 8 9 10 

Desired output 1 1 1 1 1 2 2 2 2 2 

Actual output 0.9994 1.0004 1.0007 1.0001 0.9905 2.0074 1.9893 2.0424 1.9893 1.9980 

Sample number 11 12 13 14 15 16 17 18 19 20 

Desired output 3 3 3 3 3 4 4 4 4 4 

Actual output 2.9858 2.9844 3.0324 2.9064 3.0705 3.9992 4.0000 3.9973 4.0005 3.9989 

 
Table 4. Basic data of projects 

Schedule control/day Cost control/million yuan Quality control score Security/‰ Project 
number 

Construction 
area/m2 Plan time Actual time Contract price Settlement price Plan Fact Plan Fact 

1 109480 430 426 42632.00 42590.98 80 77 3 2 

2 38962 485 487 5706.71 5610.00 80 80 3 2 

3 212156 460 455 14808.53 14800.00 80 81 3 2 

4 56766 365 334 9082.57 9078.13 90 85 3 0 

5 130792 730 700 35655.12 35650.80 90 90 3 0 

6 59004 550 548 21880.00 21850.56 87 87 3 0 

7 72055 800 791 18542.00 18510.00 80 77 3 3 
8 47797 355 335 7920.00 7856.00 75 69 3 1 

9 98000 360 335 12000.00 11890.67 75 65 3 2 

10 90009 560 547 1112.80 1112.02 75 72 3 1 

 
Table 5. Results of performance evaluation 

Project number 1 2 3 4 5 6 7 8 9 10 

Output of network 2.9685 3.1004 2.9372 1.0166 2.1092 2.9166 3.1209 2.0630 2.9191 3.0247 

Evaluate result 3 3 3 1 2 3 3 2 3 3 

 
Seen from Table 5, all these ten projects have reached 

more than qualified rating. One of them is excellent and 
two of them are good. Evaluation results can be used as 
the basis of the plan implementation of future projects, 
progress control, cost assessment, quality control and 
security control, and it is helpful to enhance the level of 
integrated management. 

4. Conclusions 
Started from the purpose and requirements of project 
management performance evaluation, using the charac-
teristics of wavelet neural networks which can describe 
the complex and nonlinear relationship, the relationship 
model between evaluation indexes and project manage-
ment performance evaluation is established. The followed 
three conclusions are obtained: 

1) There is no need to determine the weights by peo-
ple using wavelet neural network model in the evalua-
tion process, so the defects brought by experts when de-
termining the weight is eliminated, therefore the accuracy 
and objectivity of the evaluation result is improved. 

2) In order to avoid wavelet neural network training 
being at a local minimum, entropy function is taken as 
cost function of the network instead of the mean square 
error to accelerate the learning speed of the network .The 
testing proves the method feasible. 

3) Performance evaluation model based on wavelet 
neural network explores a new way for project manage-
ment performance evaluation, and enriches the perform-
ance evaluation method. The model has strong feasibility 
and accuracy which can be used as a scientific and ra-
tional basis for performance evaluation. 

 
Table 5. Results of performance evaluation 

Project number 1 2 3 4 5 6 7 8 9 10 

Output of network 2.9685 3.1004 2.9372 1.0166 2.1092 2.9166 3.1209 2.0630 2.9191 3.0247 

Evaluate result 3 3 3 1 2 3 3 2 3 3  
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ABSTRACT 

This paper provides a methodology for valuing credit default swaps (CDS). In these financial instruments a sequence of 
payments is promised in return for protection against the credit losses in the event of default. Given the widespread use 
of credit default swaps, one major concern is whether the credit risk has been priced accurately. Credit risk assessment 
of counterparty is an area of renewed interest due to the present financial crises. 

This article proposes a non parametric model for estimating pricing of the CDS, using learning networks, based on 
the structural approach pioneered by Merton [1] as regards the independent variables; he proposed a model for as-
sessing the credit risk of a company by characterizing the company’s equity as a call option on its assets. The model 
that we are introducing turns out peculiar not only for the use of the neural network, but also for the use of the implied 
volatility of one-year options written on the shares of the analyzed companies, instead of historical volatility: this leads to 
a higher capability of getting the signals launched by the market about the future creditworthiness of the firm (historic 
volatility, being a medium value, brings in temporal lags in the evaluation). Besides, our analysis differs from the 
structural approach for the fact that it considers the 30-month mean-reverting historical series for CDS spreads, and this 
turns out to be one of the main advantages of our forward-looking model. 

Keywords: credit derivatives, CDS, neural networks, pricing models, credit spreads, implied volatility 

1. Introduction 

In recent years, the market for credit derivatives has ex-
panded dramatically. Credit derivatives are flexible and 
efficient instruments that enable users to isolate and trade 
credit risk. Credit derivatives allow users to isolate credit 
risk from other quantitative and qualitative factors asso-
ciated with owing an exposure. Hence, they can be used 
to transfer and hedge credit risk in an efficient and flexi-
ble manner, customized to a client’s requirements. This 
transfer of credit risk may be complete or partial, and 
may be for the life of the asset or for a shorter period. 
Credit risk includes not just default or insolvency risk but 
also changes in credit spreads and thereby market values, 
changes in credit ratings and generic changes in credit 
quality. Credit derivatives can be used when a sale in the 
cash market is either not efficient or not possible. Even 
when cash market alternatives exist, credit derivatives 
may be preferred because they do not require funding. 
Furthermore, since derivatives are over-the-counter con-
tracts, transactions are confidential. Finally, speed of set-
tlement and liquidity are reasons why credit derivatives 
are a better alternative to the reinsurance market. Credit 
derivatives are swaps, forward and option contracts, par-
ticularly credit default swaps (CDS); they can be used to 
hedge against all these types of credit risk. For a simple 
credit default swap, over some time period, one counter-
party (the protection seller) receives a predetermined fee 
payment from another counterparty (the protection buyer); 

in return, the protection seller agrees that in the case of a 
credit event of a reference entity, it will pay the seller the 
loss on a bond of the reference entity, that is the bond’s 
par value less its recovery. 

Nowadays, banks, corporate, hedge funds, insurance 
companies and pension funds are hugely exposed as buy-
ers or sellers, or both. By transferring the risk, the CDS 
have acted as a kind of insurance and provided incentives 
for risk-taking. They are therefore at the heart of the pre-
sent crisis. 

Given the widespread use of credit default swaps, as an 
investment or a risk management tool, one major concern 
is whether the credit risk has been priced accurately. This 
article proposes a non parametric model for estimating 
pricing of these credit derivatives, using learning net-
works. The recent application of nonlinear methods, such 
as neural networks to credit risk analysis, shows promise 
of improving on traditional credit models. Neural net-
works differ from classical credit systems mainly in their 
black box nature and because they assume a non-linear 
relation among variables. The two main issues to be de-
fined in a neural network application are the network 
typology and structure and the learning algorithm. The 
connections (links) among neurons have an associated 
weight which determines the type and intensity of the 
information exchanged. As regards the independent vari-
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ables of the model, we start from the typical assumption 
of the structural approach based on the theoretical foun-
dation of Merton’s [1] option pricing model: the relevant 
information in order to evaluate credit risk can be ob-
tained from the market data of the analyzed companies. 
The model developed by Merton views a firm’s equity as 
an option on the firm (held by the shareholders) to either 
repay the debt of the firm when it is due, or abandon the 
firm without paying the obligations. What makes that 
model successful is its reliance on the equity market as an 
indicator, since it can be argued that the market capitali-
zation of the firm (together with the firm’s liabilities) 
reflect the solvency of the firm. Therefore, option pricing 
theory is used in order to create a link between the credit 
market and the securities market. The model that we are 
introducing turns out peculiar not only for the use of 
neural networks, but also for the use of the implied vola-
tility of one-year options written on the shares of the 
companies, instead of historical volatility: this leads to a 
higher capability of getting the signals launched by the 
market about the creditworthiness of the firm (historical 
volatility, being a medium value, brings in temporal lags in 
the evaluation). Besides, our analysis differ from the 
structural approach for the fact that it consider the 
30-month historical series for CDS spreads, and this turns 
out to be one of the main advantage of our forward- 
looking model. 

The paper is organized as follows. The paper begins, 
in Section 1, by stating the implications of credit deriva-
tives in portfolio credit risk management. In Section 2, 
we first briefly overview the main principles and charac-
teristics of neural networks, focusing the attention above 
all on the concepts that are most useful for the application 
to financial instruments; then we describe the pricing 
model we developed and tested for credit derivatives. 
Section 3 develops the theory underlying our implemen-
tation of Merton’s model. Section 4 describes the data 
and we present our results: the effectiveness of neural 
network in approximating the evaluation of credit default 
swap is illustrated. As regards the sample, it includes 18 
American firms, relative to various fields, including fi-
nancial institutions which, operating typically with a high 
leverage due both to the activity carried out and to the laws 
concerning the capital of banks, usually introduces re-
markable factors of distortion in parametric models. We 
shall show that neural networks are not affected by this 
problem. The temporal range embraces the period Sep-
tember 2002-March 2006: we have considered the five- 
year CDS spread relative to each firm, for a total of 180 
observations on a quarterly basis obtained through the 
Fitch™ database. As already pointed out, implied volatil-
ity has a determining role among the variables; in fact we 
have obtained a positive correlation with CDS spreads 
equal to 0.6338. Leverage is another key variable, ob-
tained dividing the face value of the debt of the firm by the 
total of its liabilities (including the market capitalization), 

getting the data from the Bloomberg™ database. We have 
considered the risk free rate equal to one-year constant 
maturity Treasury Bills yield, taken from the Federal Re-
serve System database. We then discuss in detail the ex-
perimental settings and the results we obtained, leading to 
considerable accuracy in prediction. The architecture of 
the neural network is feed-forward, trained for 17000 
learning epochs using the back-propagation algorithm, 
with two hidden layers of 9 and 10 neurons each: by the 
study carried out it turns out obvious that neural networks 
are able to totally capture the variability relative to the 
market dynamics of credit default swap. The paper ends 
evidencing that, as far as this field of the financial markets 
is concerned, neural networks constitute a highly valid 
instrument of calculation:  in fact there still does not exist 
in literature a formula of evaluation for the CDS, able to 
tie the quoted spreads to the specific underlying variables 
of each examined firm, and the neural network can, as will 
be shown, satisfy this lack with high effectiveness, facing 
the problem of determination of the functional form from a 
statistical point of view. As we will show, it is easy to 
calculate the sensitivity of the CDS spread to each inde-
pendent variable, in order to determine a statistical pricing 
formula for CDS. 

The paper concludes with a discussion of advantages 
and limitations of the solution achieved. 

2. Credit Derivatives: Innovative Financial 
Instruments 

Credit derivatives are financial instruments used to trans-
fer credit risk of loans and other assets. They are bilateral 
financial contracts with payoffs linked to a credit related 
event such as a default, credit downgrade or bankruptcy. 
There are various types, but the basic structures of all 
credit derivatives are swaps, options and forwards. Due to 
their high flexibility credit derivatives can be structured 
according to the end-users’ needs. For instance, the 
transfer of credit risk can be effected to the whole life of 
the underlying asset or for a shorter time, and the transfer 
can be a complete or a partial one. Delivery can take place 
in the form of over the counter contracts or embedded in 
notes. Moreover, the underlying can consist of a single 
credit-sensitive asset or a pool of credit-sensitive assets [2]. 

2.1 Credit Derivatives: Products and Structures 

The most important and widely used credit derivative is a 
credit default swap1. It is an agreement  in which the one 
counterparty (the protection buyer) pays a periodic fee, 
typically expressed in fixed basis points on the notional 
amount, in return for a contingent payment to the other 
counterparty (the protection seller) in the event that a 
third-party reference credit defaults. A default is strictly 
defined in the contract to include, for example, bankruptcy, 
insolvency, and/or payment default. The definition of a 
credit event, the relevant obligations and the settlement 
mechanism used to determine the contingent payment are 
flexible and determined by negotiation between the 

1 The credit default swap is also known as credit default put, credit swap, 
default swap, credit put or default put. 
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counterparties at the inception of the transaction. Since 
1991, the International swap and Derivatives association 
(ISDA) has made available a standardized letter confir-
mation allowing dealers to transact credit swaps under the 
umbrella of an ISDA Master Agreement. The evolution of 
increasingly standardized terms in the credit derivatives 
market has been a major growth because it has reduced 
legal uncertainty that hampered the market’s growth. 

The contingent payment in the event of default can be 
identified as either: 

-a payment of par by the protection seller in exchange 
for physical delivery of the defaulted underlying; 

-a payment of par less the recovery value of the 
underlying as obtained from dealers; 

-a payment of a binary, i.e. fixed, amount. 

Credit default swaps can be viewed as an insurance 
against the default of the underlying or a put option on the 
underlying. Figure 1 exhibits the basic structure of a credit 
default swap. 

Moreover, there is the total return swap, in which one 
counterparty (total return payer) pays the other counter-
party (total return receiver) the total return of an asset (the 
reference obligation) for receiving a regular floating rate 
payment, such as Libor plus a spread. “Total return” 
comprises the sum of interest, fees and any change-in 
value payments (any appreciation or depreciation) with 
respect to the reference obligation. 

In contrast to the credit default swap, the total return 
swap does not only transfer the credit risk but also the 
market risk of the underlying; it effectively creates a 
synthetic credit-sensitive instrument. A total return swap 
allows an investor to enjoy all of the cash flow benefits of 
a security without actually owing the security. 

Credit spread option is an option on a reference 
credit’s spread in the loan or bond market. In a spread put 
option one party pays a premium for the right to sell a 
bond to a counterparty at a certain spread at a definite 
time in the future. A credit spread option gives the buyer 
protection in the event of any unfavourable credit mi-
gration. In a default option, the asset can be put only on 
default. The credit spread is the differential yield be-
tween the reference credit and a pre-determined bench-
mark rate. Thus, in credit spread derivatives, payment is 
based on the movement of the value of one reference 
credit against another. 

 

 
Figure 1. Credit default swap 

that pays out if a specified company’s rating is down-
graded. This kind of option is sometimes embedded in 
bond structures. 

Finally, credit linked notes are created by embedding 
credit derivatives in notes. Credit derivatives have the 
advantage that funding is not necessary; whereas credit 
linked notes have the benefit of avoiding counterparty risk. 
Credit linked notes are frequently issued by special pur-
pose vehicles (corporations or trusts) that hold some form 
of collateral securities financed through the issuance of 
notes or certificates to the investor. The investor receives a 
coupon and par redemption, provided there has been no 
credit event of the reference entity. The vehicle enters into 
a credit swap with a third party in which it sells default 
protection in return for a premium that subsidizes the 
coupon to compensate the investor for the reference entity 
default risk. 

2.2 Fundamental Attractions of Using Credit 
Derivatives 

In theory, credit derivatives are tools that enable financial 
operators to manage their portfolio of credit risks more 
efficiently; they enable market participants to devise 
flexible personal approaches to the management of credit 
risk associated with a variety of underlying financial as-
sets. The promise of these important instruments has not 
escaped regulators and policymakers. “Credit derivatives 
and other complex financial instruments have contributed 
to the development of a far more flexible, efficient, and 
hence resilient financial system than existed just a quar-
ter-century ago” [3]. 

The credit derivatives market offers its users a range of 
tools which enable the transfer of credit risk. A brief 
review of the available products reveals that in most 
cases one party to a transaction receives a fee and com-
mits to provide the other party with a payment should the 
credit quality of a third party deteriorate. Whilst the 
mechanism contained in these products are easy to un-
derstand, the broad range of applications is not immedi-
ately obvious. 

The users of the risk-management benefits of credit 
derivatives tend to be quite diverse. An increasingly im-
portant user group includes financial institutions, corpo-
rate and fund managers. Financial institutions have em-
braced the full range of benefits; the use of credit deriva-
tives by banks has been motivated by the desire to improve 
portfolio diversification and to improve the management 
of credit portfolios. Corporate is also looking to reduce the 
credit exposure to key trading partners and specifically 
they are interested in using credit derivatives to isolate 
credit risks in project financing. For fund managers, al-
though the asset benefits of credit derivatives still suffer 
from lack of liquidity, the use of structures that hedge out 
spread risk has some appeal. 

This paragraph focuses on a range of uses for credit 
derivatives and divides them between credit risk man-
agement and asset opportunities2 [4,5]. 

2 For more detailed information on the characteristics of credit deriva-
tives see  DAS, S., (1998); TAVAKOLI, J.M., (1998). 
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2.2.1 Using Credit Derivatives for Managing Credit Risk 
The principal feature of these instruments is that they 
separate and isolate credit risk facilitating the trading of 
credit risk with the purpose of: 

-replicating credit risk; 
-transferring credit risk; 
-hedging credit risk. 

In practice, the rationale behind a transaction may relate 
to the management of credit lines, to regulatory capital 
offsets, to balance sheet optimization, portfolio hedging 
and diversification or pure risk reduction itself. Credit 
derivatives can be used as a risk management tool by 
portfolio managers to: 

-Achieve portfolio diversification: credit derivatives 
can be used to achieve portfolio diversification by 
allowing access to previously unavailable credits. 
They can also be used to diversify across a range of 
borrowers and to gain exposure to an asset without 
owing it. 

-Reduce concentration risk: investors can reduce 
portfolio credit risk concentrations using derivatives 
structures; they can thus manage country and industry 
risks. Reducing credit concentration in loan portfolios 
is commonly viewed as the main use of credit 
derivatives. However, to date credit derivatives are 
generally referenced to assets which are widely traded, 
i.e. for which market prices are readily available, or for 
which a rating by an international agency is at hand. 

-Manage exposures while maintaining client relation- 
ships. Changes to credit risk management in the 
banking sector are an additional factor contributing to 
greater use of credit derivatives. Investors can use 
credit derivatives to reduce exposures without selling 
them. This effectively frees up credit lines, allowing 
more business to be done with a customer. 
Furthermore, a bank that is concerned about credit 
loss on a particular loan can protect itself by 
transferring the risk to someone else while keeping 
the loan on its books. As part of their credit risk 
management, banks are viewing credit derivatives 
more and more often as tradable products, which can 
be transferred to third parties before the maturity date 
[6,7,8]. 

-Manage regulatory capital: the new supervisory rules 
provided for by Basel II are also increasing the 
incentives for banks to use credit derivatives. Where 
guarantees or credit derivatives are direct, explicit, 
irrevocable and unconditional, and supervisors are 
satisfied that banks fulfil certain minimum 
operational conditions relating to risk management 
processes, they may allow banks to take account of 
such credit protection in calculating capital 
requirements. A guarantee or credit derivative must 
represent a direct claim on the protection provider 
and must be explicitly referenced to specific 
exposures or a pool of exposures, so that the extent of 

the cover is clearly defined and incontrovertible. 
Other than non-payment by a protection purchaser of 
money due in respect of the credit protection contract 
it must be irrevocable; there must be no clause in the 
contract that would allow the protection provider 
unilaterally to cancel the credit cover or that would 
increase the effective cost of cover as a result of 
deteriorating credit quality in the hedged exposure. It 
must also be unconditional; there should be no clause 
in the protection contract outside the direct control of 
the bank that could prevent the protection provider 
from being obliged to pay out in a timely manner in 
the event that the original counterparty fails to make 
the payment due. There are cases where a bank 
obtains credit protection for a basket of reference 
names and where the first default among the 
reference names triggers the credit protection and the 
credit event also terminates the contract. In this case, 
the bank may recognise regulatory capital relief for 
the asset within the basket with the lowest 
risk-weighted amount, but only if the notional amount 
is less than or equal to the notional amount of the 
credit derivative. In the case where the second default 
among the assets within the basket triggers the credit 
protection, the bank obtaining credit protection 
through such a product will only be able to recognise 
any capital relief if first-default-protection has also be 
obtained or when one of the assets within the basket 
has already defaulted [9]. 

2.2.2 Asset Opportunities 
Credit derivatives have evolved to become an important 
financial asset class. As already argued, credit derivatives 
enable credit risk to be separated from the funding com-
ponent of its underlying instrument; as it is often the form 
of the underlying instrument that creates obstacles for the 
investor, this separation of the credit risk creates important 
opportunities. The decision to use the asset opportunities 
of credit derivatives tends to be based on one of the fol-
lowing needs: 

-Access to new markets: investors can create new 
assets with a specific maturity not currently available 
in the market; 

-Obtain tailored investments: credit derivatives can be 
used to create instruments with exact risk- return 
profile sought. Maintaining diversity in credit 
portfolios can be challenging. This is particularly true 
when the portfolio manager has to submit with 
constraints such as currency denominations, listing 
considerations or maximum or minimum portfolio 
duration. Credit derivatives are being used to address 
this problem by providing tailored exposure to credits 
that are not otherwise available in the wished form or 
not available at all in the cash market. 

-Improve the risk-return profile of portfolios: credit 
derivatives offer new possibilities of turning a given 
market opinion into an investment strategy. This 
particularly entails assumption of specific types of 
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credit risk without the acquisition of the asset itself. 
Instead of purchasing a specific bond, a market 
participant who considers some credit risks to be 
overvalued can earn an attractive premium as a 
protection seller in the credit default swap market. 
Premiums are generated without having to tie up any 
capital for the purchase of a bond issue (at least as long 
as no credit event occurs). On the other hand, market 
participants who consider risks to be underestimated 
can purchase protection by paying a premium. Owing 
to the limited possibilities for short sales in the bond 
market, hedge funds are increasingly entering into 
positions in credit derivative market to implement 
their financial strategies. In particular: 
- to hedge dynamic risks: exposures that change   
with market movements can be hedged using credit 
derivatives; 

- to manage illiquid credits: credit derivatives can be 
utilized to actively manage risk in large illiquid loans 
portfolios; 

- to execute short credit positions: credit derivatives 
can be employed to execute short credit positions 
without the risk of a short squeeze or high financing 
costs. Hence, investors can use them to hedge or take 
advantage of deteriorating credit qualities;  

- to hedge declining credit quality: default and spread 
options and swaps can be used to hedge failing credit 
qualities. Credit spread options and swaps can be 
used to hedge fluctuations in credit spreads without 
having to wait for default to get a payout. 

3. The Neural Network Model 

The general structure of a neural network model consists 
of simple processing units called nodes that interact with 
each other using weighted connections. Each unit (node) 
receives and processes inputs, and delivers a single out-
put. The input can be raw or output of other processing 
units. The output can be the final product or an input to 
another unit. In processing the inputs, the model assigns a 
weight to each input, where weights represent the relative 
strength or importance of inputs. A neural net essentially 
represents a nonlinear discriminant function as a pattern 
of connections between its processing units. 

Neural networks have been used in different fields of 
study, such as engineering, medicine, physics and others. 
Although the relative structures differ remarkably with 
one another, it is possible to point out some fundamental 
principles regarding essentially the functioning of such 
operative instruments. Moreover, it is important to start 
the treatment emphasizing that, in order to analyze the 
financial dynamics, relatively little complex networks are 

effective, at least compared to those of other fields3 

[10,11,12]. 

Neural networks offer several advantages over the tra-
ditional statistical methods. First, neural networks do not 
require the restrictive assumptions imposed by conven-
tional methodologies. Second, neural networks can de-
velop input-output map boundaries that are highly non 
linear4 [13,14]. Third, they have greater fault tolerance 
and adaptability. Neural network examines all informa-
tion available and it can incorporate the new information 
into the analysis promptly through its memorization of 
previous learning; it updates its weighting scheme so that 
it continually “learns” from experience. Thus, neural net-
works are flexible, adaptable systems that can in corpo-
rate changing conditions. 

3.1 Architecture of Neural Networks 

A neural network relates a set of input variables {xi},  
i=1,2,..k to a set of one or more output variables {yj},  
j=1,2,..h. An essential characteristic of a neural network, 
differently from other methods of approximation, is that 
it uses one or more hidden layers, in which the input 
variables are transformed by a logistic or logsigmoid 
function: this characteristic, as shown later, gives to these 
instruments a particular efficiency in modeling nonlinear 
statistical processes. 

In the feed-forward neural network parallel elaboration 
is associated to the typical sequential elaboration of the 
linear methods of approximation. In fact while in the se-
quential elaboration particular weights are given to the 
input variables through the neurons of the input layer, in 
the parallel one the neurons of the hidden layer operate 
further transformations in order to improve the predictions. 
The connectors (between the input neurons and the neu-
rons in the hidden layers, and between these and the output 
neurons) are called synapses. The feed-forward neural 
network with a single hidden layer is the simplest and at 
the same time the most used network in the economic and 
financial field. 

Therefore the neurons process the input variables in two 
ways: firstly forming linear combinations and lastly 
transforming these combinations through a particular 
function, typically the logsigmoid function, illustrated in 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 2. Logsigmoid function 

3 DOLCINO, F., GIANNINI, C., ROSSI, E., (1998). For a useful 
description of the phenomenon in general terms, see FLOREANO, D., 
NOLFI, S., (1993) and GORI, M., (2003). 
4 Such feature is important for financial analysis because several studies 
have shown that the relation between default risk and financial factor 
(variables) are often non linear. See WU and YU (1996); WU (1991). 
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Figure 2. An essential characteristic of this function is 
the threshold behavior near values 0 and 1, which turns 
out to be particularly suitable to economic problems, 
which usually, for very high (or very low) values of the 
independent variables, show little changes in response to 
small changes of the variables. At the analytical level, 
the neural network can be described by the following 
equations [15]: 
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where L(nk,t) represents the logsigmoid activation function. 
It is a system with m input variables xi and q neurons. A 
linear combination of these input variables, observed at 
time t, with the weights of the input neurons ωk,i and the 
constant term (bias) ωk,0 forms the variable nk,t. Then this 
variable is transformed by the logistic function and be-
comes the neuron Nk,t at time or observation t. The set of q 
neurons at time or observation t is therefore linearly 
combined with the coefficient vector k and added to the 
constant term ωk,0 in order to obtain the output yt con-
cerning time or observation t, representing the prediction 
of the neural network for the analyzed variable. The feed 
forward neural network used with the logsigmoid activa-
tion function is often called multi-layer preceptor or MLP 
network. A highly complex problem could be treated 
widening this structure, and therefore using two (respec-
tively N and P) or more hidden layers [15]: 
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Adding another hidden layer increases the number of 
parameters (weights) to be estimated by the factor (s+1) 
(q-1)+(q+1), since the net with a single hidden layer, with 
m input variables and s neurons has (m+1)s+(s+1) pa-
rameters, while the same net with two hidden layers and q 
neurons in the second hidden layer has (m+1)s+(s+1)q+ 
(q+1) parameters. However the disadvantage of these 
models for complexity does not consist of the number of 
parameters, which in any case use up degrees of freedom if 

the sample size is limited and requires a longer training 
time, but of the greater probability that the net converges 
to a local rather than global optimum. Anyway it has been 
demonstrated that a neural network with two layers is able 
to approximate any nonlinear function [16]. A further 
quality of this instrument consists exactly of the fact that it 
does not just approximate a phenomenon on the basis of a 
presumed functional form to be adapted, but at the same 
time it determines the functional form and proceeds to the 
evaluation of the weights. 

In Figure 3 a net with a multiple number of output 
variables is illustrated. A neural network with a hidden 
layer and two output variables is described by the fol-
lowing equations: 
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It is possible to observe that adding an output variable 
implies the evaluation of (q+1) parameters more, equal to 
the number of neurons of the hidden layer increased of one 
unit. Therefore adding an output variable implies an in-
creasing number of parameters to be estimated, equal to 
the number of the neurons of the hidden layer, not to the 
input variables. Using a neural network with multiple 
outputs makes sense only if these are closely correlated to 
the same set of input variables: as an example we could 
mention the temporal structure of the rates of inflation or 
of the rates of interest. One of the most common criticisms 
made to these instruments is that they are substantially 
black boxes: questions regarding the nature of the pa-
rameters, the reasons of the choice of their number, of 

 

 

Figure 3. Neural network with one hidden layer and two 
output neurons 
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the number of the neurons, of the number of the hidden 
layers, the reasons that relate the architecture of the net to 
the structure of the underlying problem to be explained do 
not find an answer. 

The risk, when models are based on a high number of 
parameters, is that their extreme flexibility [17], being 
able to explain anything and its opposite, ends up in not 
carrying any knowledge contribution. However, we must 
underline that the same criticism can be made to any sta-
tistical approximation method: therefore not only to neu-
ral networks, but also to linear models, univariate and 
multivariate regression and so on. Neural networks, in 
particular, are able to explain very irregular processes, on 
which it is therefore difficult to identify a precise relation 
of cause-effect. Therefore the black box criticism consti-
tutes, paradoxically, also one of the greatest qualities of 
neural networks. In any case, the simplicity with which it 
is possible to increase the number of the parameters of 
the net must never make forget the importance, in any 
model, of the clarity of the assumptions. 

3.2 Data Scaling 

A neural network is not able to analyze data or to give 
solutions in absolute value: especially if there are data 
of an unusually elevated or reduced value, problems of 
overflow or underflow could happen. When instead sig-
moid functions are used, it becomes indispensable to 
preprocess data: this family of functions in fact has a 
codominy of type [0,1] (or [-1,1] in the case of the log-
sigmoid function), for which the values must be scaled 
to these intervals otherwise the output of the net would 
become useless, being equal to the superior or inferior 
threshold in correspondence of all the different values 
higher or lower than a determined limit. In other words, 
for a great amount of data not standardize to the interval 
the neurons would simply transmit the threshold value, 
so a wide part of the information would be lost. As far 
as the methods, the linear reduction transforms the se-
ries of values xk in the series 

k
x̂ xk, using the following 

formulas: 
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if the desired range is between -1 and 1, while the loga-
rithmic reduction uses the formula: 
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3.3 Learning Process 

After the data have been scaled, we have to deal with the 
problem of the evaluation of the parameters (weights) 

through the process known as learning (training) of the 
neural network. Certainly it is a much more complex 
problem than the evaluation of the parameters of a linear 
model, as for the nature of high nonlinear complexity of 
neural networks. For these reasons numerous optimal 
solutions can exist, but they do not minimize the differ-
ence between the predictions of the net and the effective 
values to be evaluated. In short, in any non linear model 
it is necessary to begin the evaluation of the parameters 
on the basis of conditions which represent a guess of the 
value of the same. However, as it will be shown, the ca-
pability of the process of evaluation of the parameters to 
converge to a global optimum depends on the goodness 
of these initial hypothesis: in fact if it is situated near a 
local optimum instead of the global one [10], it is likely 
that the first one will be reached. 

This is illustrated in Figure 3: the initial guess of the 
parameters (or weights of the neurons) could accidentally 
be situated wherever on the x-axis: if it is near a local 
minimum, the training process of the net would lead to-
wards this. Later on, it will be observed that the training 
process of the network is completed when a point is 
reached in which the derivative of the loss function is 
null: we must remember that this condition, beyond the 
global optimum, identifies also the local ones and the 
saddle points. So it can be anticipated that if the learning 
coefficient, which indicates the sensibility of the net to 
the training process, is too low, this would lead to the 
impossibility of the network to escape from local opti-
mums; while if it is too high, it could carry the training 
process to oscillate continuously far away from the opti-
mum point, and therefore the network would diverge. In 
analytical terms, it is possible to illustrate the learning 
process of a net with two hidden layers, for which it is 
therefore necessary to determine the set of parameters 
Ω={ωk,i, ρl,k,γl}. 

The problem consists of [18] the minimizing of the loss 
function, defined as the sum of the squares of the differ-
ences between the observed data sample y and the predic-
tion of the net ŷ: 
 
 
 
 
 
 
 

 
 

 

 

 

 

Figure 4. Example of succession of local and global mini-
mums 
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in which T is the number of the observations of the out-
put vector y, and f (xt;Ω) represents the neural network. Ψ 
is a nonlinear function of Ω. All nonlinear optimizations 
begin with an initial guess about the solution and try fur-
ther, better solutions until finding the best possible within 
a reasonable number of iterations. Different methodolo-
gies have been proposed in order to lead this search: 
some make reference to complex results of logical- nu-
merical analysis, e.g. genetic algorithms, in alternative to 
the classic method of the reduction of the gradient or 
Newton-Raphson method. In any case the chosen algo-
rithm continues until the last iteration n, or in alternative 
a tolerance criterion can be set up, stopping the iterations 
when the reduction of the error function comes down a 
predefined tolerance value. In order to avoid local opti-
mums, a solution could be to determine a first conver-
gence of the process, and then to repeat it with a set of 
different initial parameters in order to verify whether the 
solution changes. Alternatively, numerous processes 
could be carried out to determine the best solution. 
However, there are the most important problems when 
the number of the parameters increases or the architecture 
of the network becomes particularly complex. Paul John 
Werbos proposed in the beginning of 1970’s an alterna-
tive to the gradient method called back-propagation 
method. It is a very flexible method to avoid the prob-
lems caused by the evaluation of the Hessian matrix in 
the reduction of the gradient, and surely it is the most 
used method. In the passage from an iteration to the suc-
cessive one in the process of evaluation of the parameters, 
the inverse Hessian matrix is in fact replaced by an iden-
tity matrix having dimension equal to the number k of the 
parameters, multiplied by the learning coefficient ρ: 
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In order to avoid oscillations this coefficient is chosen 
in the range [0.05,0.5] and it can also be endogenous, that 
is it can assume various values when the gradient comes 
down and the process seems to converge; or finally dif-
ferent coefficients for the various parameters can be 
adopted. However, the problem of the choice of this co-
efficient remains, together with the existence of local 
minimums. Moreover, low values of the learning coeffi-
cient, although as anticipated are able to avoid oscilla-
tions, can extend uselessly the convergence of the mini-
mizing process. This can however be accelerated adding 
a ‘momentum’ for which at iteration n we will have: 

)()( 2111 −−−− Ω−Ω+−=Ω−Ω nnnnn Z µρ      (19) 

Therefore, with µ generally equal to 0.9, the calcula-
tion of the parameters moves more fast outside a plateau 
in the error surface. Now we will briefly discuss the 
methods used to estimate the effectiveness of the output 
of the net. Relatively to the evaluation of the goodness of 
the predictions of the net, the most common index is 
R-squared (goodness of fit) especially as far as the capa-
bility of the net to predict the data with which it has been 
trained is concerned, and the root mean squared error 
(Rmse) as for the capability to generalize the predictions 
outside the data sample used for the training; in other 
words, divided the sample into two parts, the first (in 
sample) will be used in order to train the net, and the 
other (out of sample), in general equal to about 25% of 
total data, will be used to estimate the capability of the 
net to predict data coming from the same population but 
not used for the training. 

However, as to the total amount of necessary data5 [10], 
undoubtedly a neural network requires the evaluation of 
many more coefficients than, for example, a linear model, 
and this leads to the necessity of a wide sample. Surely 
the availability of wide samples improves the predictive 
abilities of the net, but it also implies longer training 
times. Moreover, the availability of a wide sample not 
always is a positive aspect, especially in the financial 
field where using very old data brings distortions in the 
models, because they tend to vary with extreme rapidity 
and therefore very remote data are no more in any rela-
tions with the present ones. 

4. Credit Risk Approach: Our Assumptions 

The recent history of financial markets shows how, to the 
impetuous development of the financial innovation proc-
ess, which has invested all the structural components of 
the same, has been associated the constant engagement of 
the operators in finding more efficient computational 
methodologies, able to be an effective dynamic support 
of the analysis. Growing concerns about credit risk have 
created the need for sophisticated credit risk analysis and 
management tools. Credit risk measurement models and 
credit risk management tools are both of significant im-
portance in the credit market. 

The valuation of credit default swap depends on the 
credit quality of the reference entity. The default predic-
tion has long been an important and widely studied topic. 
There are two main types of models that attempt to de-
scribe default processes in the credit risk literature: 
structural and reduced form models. The first approach is 
based on modeling the underlying dynamics of interest 
rates and firm characteristics and deriving the default 
probability based on these dynamics6 [1,19,20,21]. So 
they use the evolution of firms’ structural variables, such 
as asset and debt values, to determine the time of default. 
Merton’s Model was the first modern model of default 
and is considered the first structural model. In Merton’s 
model, a firm defaults if, at the time of servicing the debt, 
its assets are below its outstanding debt. In the second 

5 F. Dolcino, C. Giannini, and E. Rossi, where the concepts of 
“evaluation error” and “approximation error” are analyzed, 1998. 
6  R. C. Merton, 1974; F. Black and J. COX, 1976; F. A. Longstaff and 
E. Schwartz, 1995; H. E. Lelan and K. B. Toft, 1996; C. Dufresne and R.
Goldstein, 2001. 
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approach, instead of modeling the relationship of default 
with the features of a firm, this relationship is learned from 
the data. Reduced form models do not consider the rela-
tion between default and firm value in an explicit manner 

[22,23,24]. The time of default in intensity models is the 
first jump of an exogenously given jump process. The 
parameters governing the default hazard rate are inferred 
from market data. Structural default models provide a 
link between the credit quality of a firm and the firm’s 
economic and financial conditions. Thus, defaults are 
endogenously generated within the model instead of 
exogenously given as in the reduced approach. 

The focus of our model is on the structural approach, 
pioneered by Merton, with some important integration. 

4.1 A Brief Review of the Structural Approach: 
Merton’s Model 

Merton proposes a simple model of the firm that provides 
a way of relating credit risk to the capital structure of the 
firm. The firm has issued two classes of securities: equity 
and debt. The equity receives no dividends. The debt is a 
pure discount bond. The value of the firm’s assets is as-
sumed to obey a lognormal diffusion process with a con-
stant volatility. Merton adopts are the inexistence of 
transaction costs, bankruptcy costs, taxes or problems 
with indivisibilities of assets; continuous time trading; 
unrestricted borrowing and lending at a constant interest 
rate r; no restrictions on the short selling of the assets; the 
value of the firm is invariant under changes in its capital 
structure (Modigliani-Miller Theorem) and that the firm’s 
asset value follows a diffusion process. 

Merton models equity in this levered firm as a call op-
tion on the firm’s assets with a strike price equal to the 
debt repayment amount (D). If at expiration (coinciding 
to the maturity of the firm’s short-term liabilities, as-
sumed to be composed of pure discount debt instruments) 
the market value of the firm’s assets (V) exceeds the 
value of its debt, the firm’s shareholders will exercise the 
option to “repurchase” the company’s assets by repaying 
the debt. However, if the market value of the firm’s as-
sets falls below the value of its debt (V<D), the option 
will expire unexercised and the firm’s shareholders will 
default. The probability of default (PD) until expiration is 
set equal to the maturity date of the firm’s pure discount 
debt, typically assumed to be one year. Thus, the Pd until 
expiration is equal to the likelihood that the option will 
expire out of the money. To determine the PD, the call 
option can be valued using an iterative method to esti-
mate the unobserved variables that determine the value of 
the equity call option, in particular, V (the market value 
of assets) and σV (the volatility of assets). These values 
for V and σV are then combined with the amount of debt 
liabilities D that have to be repaid at a given credit hori-
zon in order to calculate the firm’s distance to default, 
defined to be: (V-D)/ σV or the number of standard devia-
tions between current asset values and the debt repay-

ment amount. The higher the distance to default (denoted 
DD), the lower the PD. To convert the DD into a PD es-
timate, Merton assumes that asset values are log-nor-
mally distributed. 

Define E as the value of the firm’s equity and V as the 
value of its assets. Let E0 and V0 be the values of E and V 
today; in the Merton framework we have: 
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where σV is the volatility of the asset value and r is the 
risk free rate of interest, both of which are assumed to be 
constant. Define D* = De-rt as the present value of the 
promised debt payment and let L=D* /V0 be a measure of 
leverage. Because the equity value is a function of the 
asset value we can use Ito’s lemma to determine the instan-
taneous volatility of the equity from the asset volatility: 
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where σE is the instantaneous volatility of the company’s 
equity at time zero. These equations allow V0 and σV  to 
be obtained from E0, σE, L and T. The risk neutral prob-
ability, P, that the company will default by time T is the 
probability that shareholders will not exercise their call 
option to buy the assets of the company for D at the time 
T. This depends only  on the leverage, L, the asset vola-
tility, σ, and the time of repayment T. 

4.2 CDS Valuation 

In our analysis, we present some extensions because the 
model needs to make the necessary assumptions to adapt 
the dynamics of the firm’s asset value process. 

We suggest a new way of implementing Merton’s 
model using implied volatility, instead of historical vola-
tility: this leads to a higher capability of getting the signals 
launched by the market about the creditworthiness of the 
firm. The historical volatility is the realized volatility of a 
financial instrument over a given time period. Generally, 
this measure is calculated by determining the average 
deviation from the average price of a financial instrument 
in the given time period. Standard deviation is the most 
common but not the only way to calculate historical vola-
tility. By definition, historical volatility will always be 
backward looking and lag the real-time volatility envi-
ronment. In the current market environment, however, 
where both stocks and implied volatility measures are 
rising, many measures of historical volatility begin to 
seem no more useful. 
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The implied volatility of an option contract is the 
volatility implied by the market price of the option based 
on an option pricing model. Implied volatility is a for-
ward-looking measure, and differs from historical vola-
tility that is calculated from known past prices of a secu-
rity. 

 

Historical volatility tells us how volatile as asset has 
been in the past. Implied volatility is the markets view on 
how volatile an asset will be in the future. To determine 
an option's implied volatility, we have to use a pricing 
model. We can tell how high/low implied volatility is by 
comparing the market price of an option to the options 
theoretical fair value. This is why we need to use an op-
tion pricing model - to determine the fair value of an op-
tion and hence know if the market price for the option is 
over/under valued. 

In our analysis, equity implied volatilities observed in 
the equity options market has received much exploration. 
Our neural network model is based on using the implied 
volatility of one-year options written on the shares issued 
by the company. It is an attractive alternative to the tradi-
tional structural approach; this implementation allows to 
use a forward-looking model. Otherwise, our model dif-
fers from the structural approach for the fact that it con-
sider the 30-month historical series for CDS spreads: we 
show that the use of these credit spreads in addition to 
other inputs, provides a significant improvement in the 
accuracy of the model. 

We use a model that takes these inputs: 

·Leverage of the firm: the level of indebtedness is a 
significant enterprise-specific determinant of risk. 

· Implied volatility: theoretical value designed to 
represent the volatility of the security underlying an 
option as determined by the price of the option. The 
factors that affect implied volatility are the exercise 
price, the risk-free rate, the maturity date and the 
price of the option. 

·Historical CDS spreads serie: a CDS is a derivative 
that protects the buyer against default by a particular 
company. The CDS spread is the amount paid for 
protection and is a direct market-based measure of 
the company’s credit risk. CDS spreads contain 
information which is significant for estimating the 
probabilities of the occurrence of credit events. 

·Recovery rate: percentage of notional of the refe- 
rence asset repays in the event of default. 

·Risk free rate: is the interest rate that it is assumed 
can be obtained by investing in financial instruments 
with no default risk. 

5. Data and Empirical Results 

In this section the potentialities of neural networks in the 
approximation of the pricing of credit derivatives will be 
shown using real market data, collected from Fitch™ and 
Bloomberg™ data bases. 

Starting from September 2002, we have collected on a 
quarterly basis data regarding 5-year maturity CDS 
spreads of 18 companies from various economic sectors, 
together with data concerning the leverage of the firms, 
the implied volatility of 1-year maturity call options 
written on the equities of the firms, and the risk free rate 
assumed to be equal to the 1-year constant maturity 
Treasury Bill yield. As regards the recovery rate, we have 
used the most commonly values adopted by the operators 
to price CDS, depending on the economic sector to which 
the reference entity belongs to. In the following diagrams 
we show the sample collected until March 2006, there-
fore covering 14 quarters. 

As regards the risk free rate, we must consider that a 
portfolio made up of a risky bond with yield equal to i 
and a CDS written on it with a spread equal to sp is virtu-
ally free of any credit risk, so its yield must be equal to 
the risk free rate; therefore we have the following ap-
proximation: 
 

Table 1. Details of the companies included in the sample 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Risk free rate during our study (Source: Federal 
Reserve System) 

Sample description
N Ticker Name Market Cap. (bln $)
1 AA ALCOA Inc. 30,18
2 BA Boeing Company (The) 71,91
3 CCL Carnival Corporation 30,13
4 COX Cox Communications Inc.  * 5,9
5 CTX Centex Corporation 6,15
6 CVS CVS Corporation 26,96
7 CZN Citizens Communications Corporation 4,81
8 FD Federated Department Stores Inc. 23,16
9 GPS Gap, Inc. (The) 16,23

10 IBM International Business Machines Corporation 149,11
11 JPM JPMorgan Chase & Co. 177,41
12 JWN Nordstrom Incorporated 15,03
13 LEH Lehman Brothers Holdings Inc. 43,46
14 LEN Lennar Corporation 6,74
15 MAR Marriott International, Inc. 19,51
16 MCD McDonald's Corporation 56,05
17 SBC AT&T Inc. 233,83
18 TXT Textron Financial Corporation 12,21

* Company was delisted on December, 9th 2004. This fact does not affect in any way our results.
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Table 2. Recovery rates (Source: Altman and Kishore (1996)) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Relationship between CDS Spread, Lever-
age and Equity volatility in our sample (Source: our 
elaborations) 

spir f −=  

showing an inverse relationship between sp and rf, confirmed 
by market data. We have the following correlation values: 

 
Source: our elaborations 

Variable Correlation with CDS Spread 

Risk-free (Rf) -0,2187 
Recovery rate (R) -0,1475 
Leverage (L) -0,0485 
Equity volatility (V) 0,6338 

 
Of course we can notice a negative correlation with R 

(the recovery rate) and a strong positive correlation with 
V (the implied volatility which in our study proves to be 
very effective in predicting creditworthiness deteriora-
tion). The absence of a correlation with the leverage 
should not seem strange: our sample in fact includes fi-
nancial companies too, which typically have a very high 
gearing ratio and a low CDS spread due to prudential 
regulation: in any case the neural network can solve this 
problem very well because of its nonparametric capabili-
ties. Without considering the financial firms, the correla-
tion of leverage and credit spreads would rise to 0.317. 

The sample is made up of companies coming from dif-
ferent economic sectors, as it is easy to catch reading the 
recovery rates applied: of course we consider only big (or 
at least medium)-caps, the only ones for which a liquid 

market for CDS exists. In Figure 6 we show the relation-
ship between CDS spread, Leverage and Equity volatility. 
It is evident that there is no linear relation between them. 
Moreover, only a few data are characterized by a lever-
age of more than 2: of course these can only be banks, 
which for prudential regulation can have a high gearing 
ratio. In the following part we will show how neural 
networks are able to price both industrial and financial 
firms at the same time, even if they show a strongly dif-
ferent leverage. 

We have used a feed forward neural network, with the 
back propagation algorithm; it is a 4-layer network, with 
two hidden layers and therefore an output layer of only 
one node (the CDS spread). 

The input layer consists of 18 nodes: in the first four 
nodes we have the risk free rate, the recovery rate, the 
leverage and the implied volatility of the firm; in the re-
maining 14 nodes we have the series of quarterly CDS 
spreads of the firm. If there is a lack in the data, we just 
use the value of the preceding quarter. This approach 
merges data coming from the firm with data (the CDS 
spreads) coming from the market, giving great effective-
ness to the predictions of the network. Moreover the 
power of this approach can be appreciated observing that 
in this way the network is able to price CDS with refer-
ence entities coming both from the industrial field (which 
usually have low leverages and high CDS spreads) and 
from the financial field (which have an extremely high 
gearing ratio but are characterized by a history of low 
CDS spreads because of the prudential regulation, using 
this detail to discriminate between them). Figure 7 shows 
the structure of the network. The sample has of course 
been shuffled; the learning parameter has been settled to 
0.5 and the initial parameters of the neurons have been 
chosen in the range [-2,2]. Our study shows that a logarith-
mic reduction is more efficient, because our sample consists 
of extremely variable data, so a simple linear reduction 
would enhance the distortions brought by the so- called out-
liers, that is data very different from the rest of the sample. 

 

 

 

 

 

 

 

 

 

 

Figure 7. Structure of the neural network (Source: our 
elaborations) 

Economic sector Recovery rate

Hotel chains 0,26
Department stores 0,33
Finance 0,36
Telecommunications 0,37
Constructions 0,39
Metal and mechanic 0,42
Food 0,45
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Figure 8. Typical correlogram of a CDS spread time serie 
(Source: our elaborations) 
 

In Figure 8 we show as an example the correlogram for 
the CDS spread time series of The Boeing Company only, 
for the sake of simplicity, but we obtained the same 
structure for all the companies included in our sample: in 
the first part we can see the correlation between each 
value and a delayed value (the delay being expressed on 
the x-axis); the second part shows the correlation be-
tween each value and p preceding values, with p on the 
x-axis. It is therefore evident that the correlation between 
values, even if decreasing, is strong, so the series is auto-
regressive; we can then express each value in terms of the 
preceding ones. In this sense a CDS spread is more simi-
lar to an interest rate than to an equity price, so that it 
shows a mean reversion process which tends to pull 
spreads higher (lower) than some long-run average level 
back to this value over time. Obviously we shall have a 
negative (positive) drift. The sinusoidal cycle observable 
in the correlogram explains this phenomenon: moreover, 
it is a consequence of the strict relationship between CDS 
spreads and risk-free interest rates already discussed [25]. 

Figure 9 showing in red the neural network predictions 
and in yellow the real market data, confirms the effec-
tiveness of the neural network in predicting CDS spreads. 

In Table 3 and 4 the values of R-squared and Rmse are 
shown: as it is easy to observe, the results are highly co-
herent. We compare the results from or implementation 
with another model: Creditgrades™. We must stress the 
point that using traditional models such as Credit-
grades™ we would obtain predictions almost useless, 
even excluding banks from the sample; neural networks 
surely are a great pricing instrument in order to evaluate 
credit spreads. The architecture of the neural network is 
feed forward, trained for 17000 learning epochs using the 
back propagation algorithm. Therefore it turns out obvi-
ous that neural networks are able to totally capture the 
variability relative to the market dynamics of credit de-
rivatives: because of the fact that in literature there is no 
unanimity on the determination of the form of the CDS 
spread evaluation function, neural networks can therefore 

be seen as effective instruments of elaboration able to 
satisfy this lack from a statistical point of view. 

Figure 10 shows a “delta” for a CDS contract: in fact 
we find on the x-axis the leverage, and on the y-axis the 
values calculated with the finite differences method, that is: 
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In a similar manner we can calculate for a CDS all the 
“greek” letters typical of derivative contracts using the 
outputs of the neural network with h-10-6. It is evident in 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Market data (in yellow) and predictions of the 
neural network (in red) (Source: our elaborations) 
 

 

 

 

 

 

 

 
Figure 10. Relationship between delta and leverage (Source: 
our elaborations) 

 
Table 3. Approximation of the neural network (Source: our 
elaborations) 

Error Value 
R-squared 0,9082 

Root mean squared error 14,3988 
 
Table 4. Comparing statistical results (Source: our elaborations) 

 NN Credit Grades Linear regression 

Correlation 0,9636 -0,02 0,9309 

Rmse 14,3988 >100 30,86 

R-square 0,9086 >1 0,8566 
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Figure 10 shows a “delta” for a CDS contract: in fact 
we find on the x-axis the leverage, and on the y-axis the 
values calculated with the finite differences method, that is: 
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In a similar manner we can calculate for a CDS all the 
“greek” letters typical of derivative contracts using the 
outputs of the neural network with h-10-6. It is evident in 
the diagram that for high leverages “delta” becomes 
negative: in fact we must remember that highly leveraged 
companies belong usually to the financial sector, so that 
they are less risky because of the prudential regulation. 
This effect is explained very well by the network, in fact 
for low leverages (typical of the industrial field) we see a 
direct relationship between leverage and CDS spreads. In 
other words, the neural network is able to recognize the 
risk of the activity carried out by the company using the 
time series of its CDS spread: in the part of our study 
covering the correlation, we obtained an average value 
for each observation and the preceding one of 0.90, as it 
is evident from the correlogram shown above. This cor-
relation, along with the part regarding the independent 
variables, typical of the structural approach, explains the 
major part of the variability of CDS spreads. 

6. Conclusions and Future Work 
In this paper we have discussed an innovative approach 
to the study of CDS valuation, using neural networks. 
Our analysis is based on modeling the underlying dy 

 
 
 

 
 
 
 
 
 
 
 
 

Figure 11. Relationship between vega and equity volatility 
(Source: our elaborations) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12. Relationship between gamma and leverage 
(Source: our elaborations) 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13. Relationship between omega and leverage 
(Source: our elaborations) 
 
namics of interest rates and firm characteristics and de-
riving the default probability based on these dynamics 
(the structural approach). 

The model that we propose is peculiar for the use of the 
implied volatility of one-year options written on the shares 
of the analyzed companies, instead of historical volatility. 
Besides, the model differs from the structural approach for 
the fact that it considers the 30-month historical series for 
CDS spreads, including additional market variables. This 
implementation allows to use a forward-looking model 
and to capture the dynamic behavior of CDS spreads and 
equity volatility. This approach merges data coming from 
the firm with data (the CDS spreads) coming from the 
market, giving great effectiveness to the predictions of 
the neural network. Moreover, the power of this model 
can be appreciated observing that in this way the network 
is able to price CDS with reference entities coming both 
from the industrial field (which usually have low lever-
ages and high CDS spreads) and from the financial field 
(which have an extremely high gearing ratio but are 
characterized by a history of low CDS spreads because of 
the prudential regulation, using this detail to discriminate 
between them). 

We find that the neural network technique is useful for 
analyzing the pricing of a credit default swap. Our model 
produces a much lower forecasting error than those tradi-
tional models, such as CreditgradesTM, indicating a rela-
tively high precision in the neural network prediction. In 
particular, in the last part, starting from the high correla-
tion observed between each CDS spread value and the 
preceding one in the time series of each company, we 
have trained a neural network based both on these time 
series and on the structural details of the firms, that is 
leverage, option-implied equity volatility and recovery 
rates. Our results in terms of R-squared and Rmse are 
highly coherent and are confirmed by the empirical data. 

Our analysis presents the results that we have achieved 
and shows that the neural network model offers an alter-
native to traditional methodologies to deal with compli-
cated issues related to CDS valuation. 

Anyway, in this period, the CDS market is particularly 
volatile. The impact on the economy of the deflating 
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housing bubble, the credit crisis in general, have stoked 
fear about increasing corporate defaults. This crisis is 
about credit risk. A credit bubble has ballooned for years, 
being enhanced by the existence of CDS. As credit origi-
nators can pass their risk to other agents, they have been 
less careful about the quality of their loans. In that sense, 
CDS have given an incentive for distributing more credit 
to more risky borrowers. As banks and all financial insti-
tutions and companies have committed themselves in the 
CDS market, they are now highly dependent on market 
continuity and on its smooth functioning. The failure of a 
major participant (bankruptcies of Bear Sterns, then those 
of AIG and Lehman Brothers) can put at stake all the 
others; the faith in the reliability of the market has been 
deeply shaken by these events. 

In any case, some aspects of the proposed evaluation 
methodology require additional research: the possible next 
step for the research community is to improve the models 
in the case of catastrophic circumstances (the so-called 
LFHI (low frequency-high impact) events); another in-
teresting case of study would regard the analysis of the 
recent financial crisis when more reliable information 
regarding financial companies will be available. 

REFERENCES 

[1] R. C. Merton, “On the pricing of corporate debt: The risk 
structure of interest rate,” The Journal of Finance, 29 1974. 

[2] S Henke, H. P. Burghof, and B. Rudolph, “Credit 
securitization and credit derivatives: Financial instruments 
and the credit risk management of middle market 
com-mercial loan portfolios”, CFS Working paper Nr, 
July 1998. 

[3] A. Greenspan, “Economic flexibility,” Speech to HM 
Treasury Enterprise Conference, London, UK, 2004. 

[4] S. DAS, “Credit derivatives: Trading & Management of 
Credit & Default Risk,” John Wiley & Sons, Chicago, 
1998. 

[5] J. M. Tavakoli, “Credit derivatives: A guide to instruments 
and applications,” John Wiley & Sons, Chicago, 1998. 

[6] G. R. Duffee and C. Zhou, “Credit derivatives in banking: 
useful tools for managing risk?” Journal of Monetary 
Economics, No. 48, 2001. 

[7] R. Stultz, “Risk management and derivatives,” South- 
Western Publishing, 2003. 

[8] B. A. Minton, R. Stultz, and R.Williamson, “How much 
do bank use credit derivatives to reduce risk?” Working 
Papers, 2005. 

 

[9] Bank for international settlement, “International convergence 
of capital measurement and capital standards,” Basel Committee 
on Banking Supervision, A Revised Framework, Update 
November 2005. 

[10] F. Dolcino, C. Giannini, and Rossi, E, “Reti neurali artificiali 
per l’analisi e la previsione di serie finanziarie,” Collana 
studi del Credito Italiano, 1998. 

[11] D. Floreano and S. Nolfi, “Reti neurali: algoritmi di 
apprendimento, ambiente di apprendimento, architettura,” 
in Giornale Italiano di Psicologia, a. XX, pp. 15-50, febbraio 
1993. 

[12] M. Gori, “Introduzione alle reti neurali artificiali,” in Mondo 
Digitale n. 4, AICA, settembre 2003. 

[13] C. Wu and C. H.Yu, “Risk aversion and the yield of 
corporate debt,” in Journal of Banking and Finance, No. 
20, 1996. 

[14] C. Wu, “A certainty equivalent approach to municipal 
bond default risk estimation,” in Journal of Financial 
Research, 1991. 

[15] P. D. Mcnelis, “Neural networks in finance,” Elsevier 
Academic Press, 2005. 

[16] A. Beltratti, M. Serio, and P. Terna, “Neural networks for 
economic and financial modelling,” International Thomson 
Computer Press, 1996. 

[17] S. Hykin, “Neural networks: A comprehensive foundation,” 
Prentice Hall International, 1999. 

[18] P. Werbos, “Backpropagation, past and future,” in Proceedings 
of the IEEE International conference on neural networks, 
IEEE press, 1988. 

[19] F. Black and J. Cox, “Valuing corporate securities: Some 
effects of bond indenture provisions,” Journal of Finance, 
pp. 31, 1976. 

[20] H. E. Lelan and K. B. Toft, “Optimal capital structure, 
endogenous bankruptcy, and the term structure of credit 
spreads,” The Journal of Finance, pp. 51, 1996. 

[21] Collin dufresne and P. R. Goldstein, “Do credit spreads 
reflect stationary leverage ratios,” Journal of Finance, pp. 
52, 2001. 

[22] R. A. Jarrow and S. M. Turnbull, “Pricing derivatives on 
financial securities subject to credit risk,” The Journal of 
Finance, pp. 50, 1995. 

[23] R. Jarrow, D. Lando, and S. Turnbull, “A markov model 
for the term structure of credit spreads,” Review of 
Financial Studies, pp. 10, 1997. 

[24] D. Duffie and K. J. Singleton, (1998), “Modelling term 
structures of defaultable bonds,” Review of Financial 
Studies, pp. 12, 1999. 

[25] J. C. Hull, “Opzioni, futures e altri derivati,” Il Sole 24Ore 
S. p. A., 2003. 

(Edited by Vivian and Ann) 
 
 
 



J. Serv. Sci. & Management, 2009, 2: 29-35 
Published Online March 2009 in SciRes (www.SciRP.org/journal/jssm) 

Copyright © 2009 SciRes                                                                                 JSSM 

Analysis of Service Processes Characteristics across a 
Range of Enterprises 

John Maleyeff1 
 
1Rensselaer Polytechnic Institute, Hartford Campus. 
Email: maleyj@rpi.edu 
 
Received November 10th, 2008; revised January 15th, 2009; accepted February 13th, 2009. 

ABSTRACT 

The structure of services processes was explored using a database of 168 service processes that existed within a wide 
range of enterprises. The results indicate that applications within service science are not limited to the service industry 
and that service processes have many similar characteristics. The similarities exist across industry sectors (i.e., manu-
facturing, service), customer types (i.e., internal, external) and enterprise size (large, SME). A few differences exist and 
their importance is discussed. It is suggested that an important field within the multidisciplinary umbrella of service 
science is organizational behavior. 

Keywords: service science, internal services, service marketing 

1. Introduction 

Service delivery dominates activities performed by the 
workforce in the United States and other developed 
countries. For example, in July 2008, 79% of the U.S. 
workforce was employed in a service enterprise that was 
classified as one of the following: retail, government, 
education, health services, professional, business services, 
hospitality, leisure, or other services. The remaining 21% 
of the U.S. workforce was employed in enterprises clas-
sified as farming, manufacturing, construction, or other 
goods producing [1]. But, of these “goods producing” 
workers, a significant number are also engaged in service 
delivery. For example, many workers within manufac-
turing enterprises provide support or aftermarket services 
to users of their products (e.g., training, troubleshooting, 
or maintenance). Further, and perhaps more significantly, 
“goods producing” workers include internal support pro-
viders that deliver value to customers inside the firm. 
These workers are positioned in various departments such 
as finance, marketing, engineering, human resources, or 
information technology. 

“Service Science” is an emerging academic discipline 
created in response to the need for organizations (busi-
++ness, industry, non-profits, government, healthcare, 
etc.) to better understand how to create, manage, and im-
prove services for the benefit of consumers, internal enti-
ties, and external partners [2]. The research reported in 
this article was an effort to contribute to the field of ser-
vice science by studying the structure of services from a 
process-oriented perspective derived from lean manage-
ment principles. Using a database created by the analysis 
of 168 service processes, the goal was to determine the 

similarities and differences among service processes that: 
1) offer various types of services, 2) deliver value to in-
ternal versus external customers, 3) exist within a large 
versus a small or medium enterprise (SME), 4) consist of 
transformations that are informational versus not infor-
mational, and 5) exist within manufacturing versus ser-
vice industries. 

The results of this research should be useful to manag-
ers in both manufacturing and service enterprises, and 
academic researchers who are concerned with service 
improvement and service innovation. In the remainder of 
this article, background is provided that includes results 
from prior research and recent publications that address a 
variety of topics within service science, including the 
classification of services, the management of services for 
internal customers, and the analysis of service process 
characteristics. After the research methodology is ex-
plained and the resulting data are tabulated, results are 
described. A discussion follows that places the results in 
a context appropriate for management decision makers. 
The paper concludes with recommendations on future 
research directions. 

2. Background 

Although this research does not set out to create a new 
classification of services, similar services are combined 
for purpose of analysis and therefore a review of the 
relevant literature is warranted. Perhaps the most popular 
classification scheme was offered by Schmenner [3]. This 
classification separates services into four types based on 
two characteristics: 1) the level of customer interaction 
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and customization, and 2) the degree of labor intensity. 
The resulting classification includes the following four 
sets of service processes (the level of interaction & cus-
tomization, and the level of labor intensity is indicated 
for each): the service factory (low, low), the service shop 
(high, low), the mass service (low, high), and the profes-
sional service (high, high). Fitzsimmons and Fitzsimmons 
[4] provide a set of challenges that would need to be ad-
dressed by managers within each class. 

Examples of other classification schemes and related 
efforts to provide typologies for services have focused on 
the level of direct customer contact [5], the amount of 
customer involvement [6], customers’ perceptions of 
services [7], and the amount of customization in the service 
output [8]. A thorough list of articles that address the classi-
fication of services is provided by Cunningham et al. [7]. 

Whether or not any of the various service classification 
schemes have enhanced the management of services is an 
open question. For example, Verma [9] shows that only 4 
of 22 important management challenges are affected by 
the differences in Schmenner’s classification scheme. 
Then again, Silvestro et al. [10] argued that service strat-
egy, control, and performance measurement would differ 
for professional services, service shops, and mass ser-
vices. The transition from tangible goods to intangible 
equivalents, such as maps, videotapes, and newspapers, 
has also impacted the usefulness of traditional classifica-
tion schemes [11]. 

Because the majority of the service processes studied 
in this research would be classified as an internal service, 
a review of the relevant literature is warranted. Davis [12] 
defined internal service operations as “behind-the-scenes 
routines, procedures, and activities that provide the nec-
essary support to the company’s more visible functions.” 
With effects that are often hidden from the view of senior 
managers, internal services are often the first to be affected 
by downsizing or outsourcing [13]. The fact that internal 
service departments sometimes display an attitude that 
suggests superiority or independence can make them un-
sympathetic victims within the corporate structure [14]. 

Research has shown that external customer satisfaction 
is enhanced by improved internal customer satisfaction 
[15]. It has been suggested, however, that many organi-
zations are not equipped to understand how to deal with 
the challenges associated with internal service manage-
ment [16]. Without a common understanding of how an 
internal service operates, mistakes are common. For ex-
ample, technology is often implemented without an un-
derstanding of the associated implications [17]. Similarly, 
an accountant may create budgets that motivate subopti-
mal behavior due to arbitrary cost allocation schemes 
[18]. Johnston [15] argues that inadequate attention on 
internal services. He reported that, in the three major ser-
vice journals between 1996 and 2006, only 8% of articles 
dealt with research into internal services. 

The majority of the services analyzed in this research 
would be classified as a professional service based on 

Schmenner’s scheme. But, it has been suggested that lit-
tle agreement exists regarding the definition of a profes-
sional service [19]. A definition suggested by Harte and 
Dale [20], who define a professional service as consisting 
of “intangible outputs, with qualitative rather than quan-
titative criteria being the main measures for customer 
satisfaction, high buyer-interaction levels and lack of 
heterogeneity,” would appear to characterize professional 
services studied in this research. Professional services are 
also commonly associated with characteristics such as 
“specialist knowledge, autonomy, altruism, self-regulation, 
and a high degree of participation and customization” [21]. 

Laing and Lian [22] suggest a classification of profes-
sional services based on the level of inter-organizational 
relationships, ranging from almost transactional to a fully 
integrated. Hausman [23] showed that customer relation-
ships were more important than the professional compe-
tence of service providers. Similarly, Day and Barksdale 
[24] suggest that service providers’ understanding of 
client needs and their communication skills are the main 
determinants of quality for clients of architectural and 
engineering firms. And, Ojasalo [25] provides a list of 
ten characteristics of a professional service based on an 
extensive literature review. Characteristics such as “a 
high degree of customer uncertainty” and “affected by 
characteristics of information”, as well as “a prob-
lem-solving approach” are notably present in the list. 
Finally, various mechanisms that weaken customer rela-
tionships in professional services have been studied by 
Ǻkerlund [26]. 

In this research, the approach to organizing service 
processes to explore their underlying characteristics made 
use of lean management principles [27]. In particular, 
each transaction within the process is described as being 
value-added (a task that the customer cannot do or wishes 
not to do) or non-value-added (other tasks or activities 
such as inspecting work, moving documents from one 
department not to another, or various forms of delays). 
All non-value-added activities would be inherently 
wasteful, although some may be necessary in the short 
term due to the structure of the service process (e.g., a 
delay caused by moving documents from one department 
to another is necessary if the departments are not 
co-located). 

The use of a lean management approach is motivated 
by a desire to organize service processes so that groups 
are created that are likely to make use of similar im-
provement or innovation approaches. To make an anal-
ogy to manufacturing, an effort to reduce the setup time 
for a drilling process may not be concerned with the 
overall volume of production. Similarly, in a service, an 
effort to reduce errors during an information handoff may 
not be concerned with the whether or not the service offering 
was standard or customized. An example that illustrates the 
benefits of this approach is a hospital trauma team that 
learned how to improve the treatment of emergency patients 
by studying pit crews at automobile races [28]. 
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A qualitative study concluded that services delivered 
by organizations whose customers were other businesses 
were similar in structure to those services delivered by 
organizations whose customers were consumers [15]. But 
important differences have been reported between ser-
vices for internal customers and those for external cus-
tomers. These differences include the lack of choice pro-
vided to internal customers [29], limited empathy be-
tween service providers and internal customers [30], and 
inter-departmental dynamics that often lead to misunder-
standings of priorities [31]. 

3. Methodology 
A total of 168 service systems were included in this study. 
Each service system was analyzed by a professional em-
ployee of the organization who was very familiar with the 
activities associated with the delivery of the service and 
had access to customers of the service. Most of the ser-
vices were primarily for internal customers, but many 
served primarily external customers, and some served 
both internal and external customers in about equal 
measure. No single analyst studied more than one service. 
All of the analysts were enrolled in a part-time graduate 
management program on the Hartford, Connecticut cam-
pus of Rensselaer Polytechnic Institute, in a three-credit 
course called Service Operations Management. 

The 168 service systems did not constitute a random 
sample nor were they carefully selected in a controlled 
experiment. However, the range of firms represented and 
the services chosen was broad, albeit biased due to the 
disproportionate number of scientists and engineers in the 
student body. Sixty-three different enterprises were rep-
resented. One large corporation dominated the group, 
constituting 52 of the 168 services. 

For each service system, the analyst was asked to per-
form a comprehensive study of its structure (by creating a 
process map or flowchart to illustrate how the various 
activities interact to provide the service), identify cus-
tomers as either internal or external (or both), ask several 
customers to list strengths and weaknesses of the process, 
and list key performance dimensions important to cus-
tomers. The resulting reports followed a standard tem-
plate that allowed for easy tabulation of key results. 

A database was created to capture important data re-
lated to each service process. It includes, for each service: 
the name of the enterprise within which the service took 
place (these data were not available for 8 services), the 
size of the enterprise (classified as a large enterprise or a 
SME), the type of enterprise-manufacturing or service 
(these data were not available for 10 services), a brief 
description of the process, the number of employees di-
rectly involved with service delivery (these data were not 
available for 104 services), the number of departments or 
functions directly involved with service delivery, the 
primary type of customer (classified as internal, external, 
or both), and an indication of whether or not information 
was the key service transformation. The data were placed 
into a MINITAB worksheet in preparation for tabulation 
and statistical analysis. 

4. Service Process Types 
While studying the 168 reports, it became apparent that a 
finite number of specific types of value-added activities 
took place, most involving informational transformations. 
While listing these activities, it was clear that many seem-
ingly dissimilar service possesses consisted of similar sets 
of transformations (e.g., an audit to determine if a worker 
is following standard protocol and the testing of a material 
to determine if it meets specifications both involve evalua-
tion of actual performance and comparison to a standard). 

An exhaustive qualitative analysis of the 168 service 
processes resulted in the classification of six service 
process types. This set should not be considered compre-
hensive because the sample of services was not random. 
It would, however, serve to create an effective analysis 
structure for this research. Table 1 shows the six service 
process types, along with examples of each type and the 
number of occurrences of each type in the database. 

Most of the service process types would be classified 
as a professional service using Schmenner’s classification 
scheme, because they have high levels of both customi-
zation and customer contact.  In most cases, however, 
employees delivering a service did not hold strong alle-
giance to their professions as would, for example, law-
yers or physicians. One type that would not always oper-
ate as a professional service would be “gathering,” the 
collection and reporting of information that is often dis-
seminated to a wide variety of customers and not always 
customized for each customer’s use. In these cases, the 
service would be classified as a mass service. A few other 
examples of services that would not be classified as a pro-
fessional service would be found in each type. 

 
Table 1. Service process types 

Type Description Examples No. 

Trouble-
shooting 

Solves a customer’s 
problem 

IT help desk 
Parts return 
Root cause investigation 
Complains handling 

26 

Gathering 
(and sub-
sequent 
document-
ing) 

Provides instructions or 
summarizes informa-
tion for use by others 

Installation instructions 
Maintenance guidelines 
Accounting statements 
Accident reporting 
Environmental Compliance 

21 

Evaluation 
Determine whether or 
not a specification or a 
standard is met 

Auditing 
Design change 
Laboratory testing 
Part inspection 
Bill payment 

38 

Analysis 
Determine if resources 
should be allocated for 
a requested purpose 

Proposal writing 
Sales quoting 
Data analysis 
New business analysis 

20 

Planning 
Planning, tracking, and 
controlling projects and 
other activities 

Software integration 
Project management 
Metric tracking 
Employee orientation 
Recruitment 

40 

Consulta-
tion 

Provide specific exper-
tise to assist customers 

Tool design 
Forecasting 
Software development 
Supplier selection 
Logistic support 

23 
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Table 2. Summary of results by service type 

Service Type (No.) Internal 
Only 

External 
Only 

Internal & 
External 

Average # 
Functions 

Median # 
Employees 

Information 
Delivery 

Troubleshooting (26) 38% 46% 16% 4.6 10.0 85% 
Gathering (21) 86% 10% 4% 4.5 10.0 100% 
Evaluation (38) 79% 13% 8% 4.8 16.0 100% 
Analysis (20) 70% 20% 10% 5.9 14.0 100% 
Planning (40) 65% 20% 15% 5.3 20.0 83% 
Consultation (23) 56% 30% 14% 5.0 8.0 83% 
Overall (168) 66% 23% 11% 5.0 12.0 91% 

 

5. Analysis & Results 

Table 2 lists, by type, the percentage of services with 
primarily internal customers, the percentage of services 
with primarily external customers, the percentage of ser-
vices for both internal and external customers, the aver-
age number of organizational functions (e.g., internal 
departments) directly involved with the delivery of the 
service, the median number of employees directly in-
volved in the delivery of the service, and the percentage 
of services whose transformations were informational. 
For the results reported in this section, details on the sta-
tistical routines are included in the Appendix. 

5.1 Most Services Served Internal Customers 

Table 2 shows that about two-thirds of services had only 
internal customers and less than one-fourth of the ser-
vices had only external customers. The prevalence of 
services for internal customers was relatively high for all 
service types, but there was a significant difference in 
their prevalence across service types (p=0.005). Specifi-
cally, the prevalence of services for internal customers 
was lower for troubleshooting services. With this cate-
gory removed, no difference was evident across the ser-
vice types in the prevalence of services for internal cus-
tomers (p=0.169). 

5.2 Services Consist of Inter-Departmental Proc-
ess Flows 

Table 2 shows that the number of functions (i.e., depart-
ments) involved directly with delivering the service av-
eraged 5.0 functions. And, there was no significant dif-
ference in the number of functions across service types 
(p=0.684). Similarly, the median number of employees 
directly involved with delivering the service was 12.0, 
and there was no significantly difference in the number of 
employees across service types (p=0.745). Figure 1 pro-
vides the distribution of the number of functions that par-
ticipate in delivering each service. It appears to be very 
likely that a service process will cross more than a few 
departmental lines within an enterprise. 

5.3 Information Transformations were Dominant 

Table 2 shows that a predominance of informational 
transformations took place, although some variation ex-
isted across service types (p=0.012). The gathering, 
evaluation, and analysis service types all consisted exclu-
sively of services that provide information. But, well over 

80% of services classified as troubleshooting, planning, 
and consultation also consisted of informational trans-
formations. Examples of cases where information was 
not the main transformation included the coordination of 
part’s receipt from vendors, the repair of a mechanical 
device, and the dispensing of drugs by a pharmacy. In all 
of these services, however, information was an important 
secondary output that needs to be managed effectively. 

5.4 Services for Internal Customers are Similar 
to Services for External Customers 

Table 3 shows that, when comparing services meant for 
internal customers with those meant for external custom-
ers, no differences were found in three key characteristics. 
First, there was no difference in the number of functions 
involved in service delivery (p=0.470). Second, there was 
no difference in the number of employees involved in 
service delivery (p=0.653). And third, there was no dif-
ference in the prevalence of information related services 
(p=0.522). 
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Figure 1. Distribution for number of functions delivering 
a service 
 

Table 3. Summary of results by customer 

Customer (No.) 
Average # 
Functions 

Median # 
Employees 

Information 
Delivery 

Internal (111) 5.2 14.0 93% 

External (38) 4.6 10.0 87% 

Both (19) 4.7 12.0 89% 

Overall (168) 5.0 12.0 91% 
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5.5 Manufacturing and Service Enterprises Pro-
vide Similar Services 

When comparing services found in manufacturing enter-
prises with those found in service enterprises, the mix of 
service types was similar (p=0.663). Table 4 shows that 
no differences were evident in four key characteristics. 
First, there was no difference in the mix of customers 
(p=0.258). Second, there was no difference in the number 
of functions involved in service delivery (p=0.124). Third, 
there was no difference in the number of employees in-
volved in service delivery (p=0.344). And fourth, there 
was no difference in the prevalence of information re-
lated services (p=0.692). 

5.6 Large Enterprises and SME’s Provide Ser-
vices with Some Differences 

When comparing services found in large enterprises with 
those found in a SME, the mix of service types within the 
enterprises was similar (p=0.167). Table 5 shows that 
services found within large enterprises were more likely 
to have primarily internal customers (p=0.003). But, 
when comparing services in a large enterprise to services 
in a SME, no differences were evident in three other key 
characteristics. First, there was no difference in the num-
ber of functions involved in service delivery (p=0.329). 
Second, there was no difference in the number of em-
ployees involved in service delivery (p=0.228). And third, 
there was no difference in the prevalence of information 
related services (p=0.756). 

The results of the analysis of enterprise size were re-
peated when analyzing data for the large corporation that 
was disproportionately represented in the sample of ser-
vices, with one exception. This exception was that, within 
this corporation, more employees were involved with the 

delivery of a service (p=0.001). Specifically, the median 
number of employees delivering the service was 40 ver-
sus a median of 10 for other organizations. This result 
may be of interest, because the large corporation operates 
with a rigorous “standard work” policy that could result 
in tasks that were easily performed by more than a select 
few individuals. 

5.7 Services with Information Transformations 
May be Similar to Other Services 

Table 6 shows that, when comparing the many services 
that consisted of an informational transformation with the 
few services that consisted of another type of transforma-
tion, no differences were evident in the number of func-
tions involved in service delivery or in the number of 
employees involved in service delivery. These results 
should not be considered conclusive, because only 15 of 
the services involving deliverables other than information. 

6. Discussion 

The study of services, and in particular the field of ser-
vice science, may have greater relevance than conven-
tional wisdom would dictate. For example, the results 
detailed above have implications for managers of both 
manufacturing and services enterprises because few 
critical differences exist in services found within manu-
facturing and service enterprises. Perhaps Albrecht [30] 
was correct in suggesting that the manufacturing-service 
distinction is becoming blurred and that “the only real 
distinction anymore is the relative proportion of tangible 
and intangible value sold and delivered.” In addition, 
services delivered to either internal or external customers, 
as well as those found in any size organization, possess 
more similarities than differences. 

 
Table 4. Summary of results by enterprise focus 

Enterprise Focus (No.) Internal Only External Only Internal & External 
Average # 
Functions 

Median # 
Employees 

Information Delivery 

Manufacturing (87) 71% 17% 12% 5.3 14.5 92% 

Services (71) 62% 28% 10% 4.7 10.0 90% 

Overall (158) 66% 23% 11% 5.0 12.0 91% 

 
Table 5. Summary of results by enterprise size 

Enterprise Size (No.) Internal Only External Only Internal & External 
Average # 
Functions 

Median # 
Employees 

Information Delivery 

Large (118) 74% 16% 10% 5.2 15.0 92% 
Small/Medium (40) 48% 40% 12% 4.8 8.0 90% 
Overall (158) 66% 23% 11% 5.0 12.0 91% 

 
Table 6. Summary of results by transformation 

Transformation (No.) Internal Only External Only Internal & External Average # Functions Median # Employees 

Informational (153) 67% 22% 11% 5.0 12.0 
Other (15) 53% 33% 14% 4.8 5.0 
Overall (168) 66% 23% 11% 5.0 12.0    



34                                          JOHN MALEYEFF 

Copyright © 2009 SciRes                                                                                 JSSM 

 
The results also provide some insight into special or-

ganizationally-based challenges in service improvement 
and service innovation. Given the average of 5 functions 
per service process, it is likely that change efforts would 
be hampered by ownership confusion, lack of commit-
ment, competing reward systems, and other organiza-
tional barriers. Further, an individual manager’s motiva-
tion to improve a service may be affected by the rela-
tively few employees within each department that take 
part in the delivery of each service that flows through that 
department (roughly 2 employees per department). Strong 
leadership is necessary to overcome organizational barri-
ers and bring cross-functional teams together for im-
proving processes. 

The predominance of information transformations in 
all service types is an important aspect of service im-
provement and innovation. The importance of informa-
tion transformations in internal services has been noted 
previously by Maleyeff [32]. He also offered suggestions 
on the types of actions that managers should take, in-
cluding a recommendation to focus improvement efforts 
on controlling the important information rather than the 
physical manifestations of information (documents, blue-
prints, and other tangible forms of service output). The abil-
ity to understand and control information flow would ap-
pear to be an important skill for managers of any service. 

7. Conclusions & Future Work 

It would be a mistake to consider the applications within 
service science to be limited to the service industry. Ser-
vice processes have similar characteristics, regardless of 
whether they exist within manufacturing enterprises or 
service enterprises, and regardless of whether or not the 
customer is internal or external. Further, with the confir-
mation that service processes can be expected to flow 
through more than a few departments within an enterprise, 
perhaps the most important field within the multidisci-
plinary umbrella of service science is organizational be-
havior. It appears that service processes share a number 
of common characteristics that should interest researchers 
and practitioners in this field. 

Many suggestions may be offered for extending this 
research. An improved service classification scheme, 
specifically designed to compliment service improvement 
and innovation efforts, may be useful. A more thorough 
and far reaching analysis of the specific value-added 
tasks that make up service processes could lead to a bet-
ter understanding of how to modularize efforts at im-
provement and innovation. That is, perhaps researchers 
can help find approaches to solve certain problems that 
have universal rather than local application. It would also 
be interesting to determine if the results found here would 
be repeated within a more robust sample of services. Fi-
nally, studies of how customer satisfaction is affected by 
service process characteristics would be helpful. For ex-
ample, for the large corporation that disproportionately 
represented the sample studied in this research, does their 

“standard work” policy translate to higher levels of satis-
faction compared with similar enterprises that allow for 
more flexibility in service delivery? 
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Appendix 
 
Basic statistical tools were incorporated using MINITAB 
statistical software and the resulting p-value is included 
in the discussion of results. A p-value represents the 
probability that random chance alone would have pro-
duced the effects found in the data. Traditionally, when a 
p-value is less than 0.05 (5%) the effect is said to be sta-
tistically significant. 

For analyses to determine if a certain characteristic 
(e.g., enterprise size, service type) affected the number of 
functions involved directly in delivering the service, a 
one-way ANOVA was used. In all of the cases analyzed 
and reported in this article, homogeneity was confirmed 
and the resulting residuals were found to be normally 
distributed with a common variance. A transformation to 

the natural log of the number of functions was necessary 
to ensure normality of residuals. 

Mood’s median test was used for analyses to determine 
if a certain characteristic (e.g., enterprise size, service 
type) affected the number of employees involved directly 
in delivering the service (a one-way ANOVA was not 
used because the distribution of the number of employees 
was highly skewed and a few outliers existed). For 
analyses to determine if a certain characteristic (e.g., enter-
prise size, service type) affected a binary variable (e.g., 
internal or external customer, informational or not informa-
tional), a two-sample hypothesis test for proportions was 
used. Chi-square hypothesis tests were used for analyses to 
determine if differences in the service types affected a cer-
tain binary variable (e.g., prevalence of internal customers, 
prevalence of informational transformations). 

 
(Edited by Vivian and Ann) 

 



J. Serv. Sci. & Management, 2009, 2: 36-42 
Published Online March 2009 in SciRes (www.SciRP.org/journal/jssm) 

Copyright © 2009 SciRes                                                                                 JSSM 

A Nonmonotone Line Search Method for Regression 
Analysis* 

Gonglin Yuan1, Zengxin Wei1 
 
1College of Mathematics and Information Science, Guangxi University, Nanning, Guangxi, 530004, P. R. China. 
Email: glyuan@gxu.edu.cn 
 
Received January 7th, 2009; revised February 9th, 2009; accepted February 28th, 2009. 

ABSTRACT 

In this paper, we propose a nonmonotone line search combining with the search direction (G. L. Yuan and Z. X.Wei, 
New Line Search Methods for Unconstrained Optimization, Journal of the Korean Statistical Society, 38(2009), pp. 
29-39.) for regression problems. The global convergence of the given method will be established under suitable condi-
tions. Numerical results show that the presented algorithm is more competitive than the normal methods. 

Keywords: regression analysis, fitting method, optimization, nonmonotone, global convergence 

1. Introduction 

It is well known that the regression analysis often arises 
in economies, finance, trade, law, meteorology, medicine, 
biology, chemistry, engineering, physics, education, his-
tory, sociology, psychology, and so on [1,2,3,4,5,6,7]. 
The classical regression model is defined by 

Y=h(X1, X2, …, Xp)+ε  

where Y is the response variable, Xi is predictor variable, 
i=1,2, …, p, p＞0 is an integer constant, and ε  is the 
error. The function h(X1, X2, …, Xp) describes the relation 
between Y and X=(X1, X2, …, Xp). If h is linear function, 
then we can get the following linear regression model 

Y= 0β + 1β X1+ 2β X2+…+ pβ Xp +ε         (1) 

which is the most simple regression model, where 0β , 

1β , …, pβ  are regression parameters. On the other 

hand, the regression model is called nonlinear regression. 
We all know that there are many nonlinear regression 
could be linearization [8,9,10,11,12,13]. Then many au-
thors are devoted to the linear model [14,15,16,17,18,19]. 
Now we will concentrate on the linear model to discuss 
the following problems. One of the most important work 
of the regress analysis is to estimate the parameters 

),,,( 10 pββββ L= . 

The least squares method is an important fitting 
method to determined the parameters ),,,( 10 pββββ L= , 

which is defined by 
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where hi is the data valuation of the ith response variable, 
Xi1, Xi2, …, Xip are p data valuation of the ith predictor 
variable, and m is the number of the data. If the dimen-
sionp and the number m is small, then we can obtain the 
parameters ),,,( 10 pββββ L=  from extreme value of 

calculus. From the definition (2), it is not difficult to see 
that this problem (2) is the same as the following uncon-
strained optimization problem 

)(min xf
nx ℜ∈

                    (3) 

In this paper, we will concentrate on this problem (3) 

where f : nℜ → ℜ  is continuously differentiable (lin-
ear or nonlinear). For regression problem (3), if the di-
mension n is large and the function f is complex, then the 
method of extreme value of calculus will fail. In order to 
solve this problem, numerical methods are often used, 
such as steepest descent method, Newton method, and 
Guass-Newton method [5,6,7]. Numerical method, i.e., 
the iterative method is to generates a sequence of points 
{ xk} which will terminate or converge to a point x* in some 
sense. The line search method is one of the most effective 
numerical method, which is defined by 

L,2,1,0,1 =+=+ kdxx kkkk α            (4) 

where kα  is determined by a line search is the ste-

plength, and kd  which determines different line search 

methods [20,21,22,23,24,25,26,27] is a descent direction 
of f at xk. 

Due to its simplicity and its very low memory re-
quirement, the conjugate gradient method is a powerful 
line search method for solving the large scale optimiza-
tion problems. This method can avoid, like steepest de-

*This work is supported by China NSF grands 10761001 and the Scien-
tific Research Foundation of Guangxi University (Grant No. X081082). 
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scent method, the computation and storage of some ma-
trices associated with the Hessian of objective functions. 
Conjugate gradient method has the form 
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where )( kk xfg ∇=  is the gradient of f(x) at xk, ℜ∈kβ  

is a scalar which determines the different conjugate gra-
dient method [28,29,30,31,32,33,34,35,36,37]. Through-
out this paper, we denote f(xk) by fk, )( kxf∇  by gk, and 

)( 1+∇ kxf  by gk+1, respectively. .  denotes the Euclid-

ian norm of vectors. However, the following sufficiently 
des cent condition which is very important to insure the 
global convergence of the optimization problems 

2
, 0 and some constantT

kg dk c gk for all k c≤ − ≥ ＞0 

(6) 

is difficult to be satisfied by nonlinear conjugate gradient 
method, and this condition may be crucial for conjugate 
gradient methods [38]. At present, the global conver-
gence of the PRP conjugate gradient method is still open 
when the weak Wolfe-Powell line search rule is used. 
Considering this case, Yuan and Wei [27] proposed a 
new direction defined by 
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where d0=-∇f0=-g0. If 01 ≠+k
T
k gd , it is easy to see that 

the search direction dk is the vector sum of the gradient 
-gk and the former search direction dk-1, which is similar 
to conjugate gradient method. Otherwise, the steepest 
descent method is used as restart condition. Computa-
tional features should be effective. It is easy to see that 
the sufficiently descent condition (6) is true without car-
rying out any line search technique by this way. The 
global convergence has been established. Moreover, nu-
merical results of the problems [39] and two regression 
analysis show that the given method is more competitive 
than the other similar methods [27]. 

Normally the steplength kα  is generated by the fol-

lowing weak Wolfe-Powell (WWP): Find a steplength 

kα  such that 

k
T
kkkkkk dgxfdxf ασα 1)()( +≤+          (8) 
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where 0＜ 1σ ＜ 2σ ＜1. The monotone line search tech-

nique is often used to get the stepsize kα , however 

monotonicity may cause a series of very small steps if the 
contours of objective function are a family of curves with 
large curvature [40]. More recently, the nonmonotonic 
line search for solving unconstrained optimization is 
proposed by Grippo et al. in [40,41,42] and further stud-

ied by [43,44] etc. Grippo, Lamparillo, and Lucidi [40] 
proposed the following nonmonotone line search that 
they call it GLL line search. GLL line search: Select ste-
plength kα  satisfying 

1+kf ≤ k
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where )1,(−∞∈p , k = 0, 1, 2, …, )
2

1
,0(),1,0( 21 ∈∈ εε , 

n(k) = min{H,k}, H≥0 is an integer constant. Combinng 
this line search and the normal BFGS formula, Han and 
Liu [45] established the global convergence of the con-
vex objective function. Numerical results show that this 
method is more competitive to the normal BFGS method 
with WWP line search. Yuan and Wei [46] proved the su-
perlinear convergence of the new nonmonotone BFGS al-
gorithm. 

Motivated by the above observations, we propose a 
nonmonotone method on the basic of Yuan and Wei [27] 
and Grippo, Lamparillo, and Lucidi [40]. The major con-
tribution of this paper is an extension of the new direction 
in [27] to the nonmonotone line search scheme, and to 
concentrate on the regression analysis problems. Under 
suitable conditions, we establish the global convergence 
of the method. The numerical experiments of the pro-
posed method on a set of problems indicate that it is in-
teresting. 

This paper is organized as follows. In the next section, 
the proposed algorithm is given. Under some reasonable 
conditions, the global convergence of the given method is 
established in Section 3. Numerical results and a conclusion 
are presented in Section 4 and in Section 5, respectively. 

2. Algorithms 

The proposed algorithm is given as follows. 

Nonmonotone line search Algorithm (NLSA). 

Step 0: Choose an initial point x0∈ nℜ , 0＜ ε ＜1, 0＜

1ε ＜ 2ε ＜1, )1,(−∞∈p . an integer constant H>0. Set 
d0= −∇f0=−g0, k :=0; 

Step 1: If 2|||| kg ≤ ε , then stop; Otherwise go to step 

2; 
Step 2: Compute steplength kα  by Wolfe line search 

(10) and (11), let kkkk dxx α+=+1 . 

Step 3: Calculate the search direction dk+1 by (7). 
Step 4: Set k: =k+1 and go to step 1. 
Yuan and Wei [27] also presented two algorithms; here 

we stated them as follows. First another line search is 
given [47]: find a steplength kα  satisfying 

k
T
kkkkkk dgCdxf ασα 1)( +≤+         (12) 
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T
k dgdg 21 σ≥+                (13) 
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where 0＜ 1σ ＜ 2σ ＜1, 
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Algorithm 1 [27]. 
Step 0: Choose an initial point x0∈ nℜ , 0＜ε ＜1, 0＜

1σ ＜ 2σ ＜1. Set d0= −∇f0=−g0, k :=0; 

Step 1: If ε≤2|||| kg , then stop; Otherwise go to step 2; 
Step 2: Compute steplength kα  by Wolfe line search 

(8) and (9), let kkkk dxx α+=+1 . 

Step 3: Calculate the search direction dk+1 by (7). 
Step 4: Set k :=k+1 and go to step 1. 

Algorithm 2 [27]. 
Step 0: Choose an initial point x0∈ nℜ , 0＜ ε <1, 0<µ<1, 

0＜ 1σ ＜ 2σ ＜1. Set 1, 000 == QfC , d0= −∇f0=−g0, k:= 0; 
Step 1: If ε≤2|||| kg , then stop; Otherwise go to step 2; 

Step 2: Compute steplength kα  by the nonmonotone 

Wolfe line search (12) and (13), let kkkk dxx α+=+1  

Step 3: Calculate the search direction dk+1 by (7). 
Step 4: Let 

1

1
11 ,1

+

+
++

+=+=
k

kkk
kkk Q

fCQ
CQQ

µµ         (14) 

Step 5: Set k: =k+1 and go to step 1. 
We will concentrate on the convergent results of 

NLSA in the following section. 

3. Convergence Analysis 

In order to establish the convergence of NLSA, the fol-
lowing assumptions are often needed [27,29,31,34,35,48]. 

Assumption 3.1: 1) f is bounded below on the bounded 

level set φ = {x ∈ nℜ : f (x)≤f (x0)}; 2) In φ , f is dif-

ferentiable and its gradient is Lipschitz continuous, 
namely, there exists a constants L>0 such that ||g(x)− 
g(y)||≤L||x–y||, for all x, y∈ φ . 

In the following, we assume that 0≠kg  for all k, for 

otherwise a stationary point has been found. The following 
lemma shows that the search direction dk satisfies the suffi-
ciently descent condition without any line search technique. 

Lemma 3.1 (Lemma 3.1 in [27]) Consider (7). Then 
we have (6). 

Based on Lemma 3.1 and Assumption 3.1, let us prove 
the global convergence theorem of NLSA. 

Theorem 3.1 Let { kα , dk, xk+1, gk+1} be generated by 

the NLSA, and Assumption 3.1 holds. Then we have 
2

0 ||||∑
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dg
＜+ ∞               (15) 

and thus 
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Proof. Denote that 

{ }kHknxfxf jk
knj

kh ,min)(),(max)(
)(0

)( == −≤≤
. 

Using Lemma 3.1 and (10), we have 
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Thus, we get 

)(max)(
)(0

)( jk
knj

kh xfxf −≤≤
=  

{ }kjkknjkh fxfxf ),(max)(max 1)(0)( −−≤≤=≤
{ })(),(max )1( kkh xfxf −=  
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i.e., the sequence {f(xh(k)} monotonically decreases. Since 
f (xh(0))=f (x0), we deduce that 

0)0()1( )(...)()( fxfxfxf hkhk =≤≤≤ −  

then xk φ∈ . By Assumption 3.1: 1), we know that there 

exists a positive constant M such that 

Mx ≤||||  

Therefore, 

.2|||||||||||||||| 11 Mxxxxd kkkkkk ≤+≤−= ++α  

By (11), we have 

{ } { }Pp
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Let { } )1.0()2(1,max 23 ∈−= PMεε . Using (11) and 

Assumption 3.1: 2), we have 
2
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Then we get 
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By (10) and Lemma 3.1, we obtain 
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By Lemma 2.5 in [45], we conclude that from (19) 

∑
∞
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2
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T
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Therefore, (15) holds. (15) implies (16). The proof is 
complete. 
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Remark. If there exists a constant c0>0 such that 
|||||||| 0 kk gcd ≤  for all sufficiently large k. By (6) and 

(16), it is easy to obtain ||gk||→0 as k→∞. 

4. Numerical Results 

In this section, we report some numerical results with 
NLST, Algorithm 1, and Algorithm 2. All codes were 
written in MATLAB and run on PC with 2.60GHz CPU 
processor and 256MB memory and Windows XP opera-
tion system. The parameters and the rules are the same to 
those of [27], we state it as follows: 

54
21 10,10,9.0,1.0 −− ==== εµσσ . Since the line search 

cannot always ensure the descent condition k
T
k gd ＜0, 

uphill search direction may occur in the numerical ex-
periments. In this case, the line search rule maybe fails. 
In order to avoid this case, the stepsize _k will be ac-
cepted if the searching number is more than twenty five 
in the line search. We will stop the program if the condi-
tion 51||)(|| −∇ ef β  is satisfied. We also stop the pro-

gram if the iteration number is more than one thousand, 
and the corresponding method is considered to be failed. 
In this experiment, the direction is defined by: 

2
1

1 1
1 1

1

1 10,

|| ||

,

Tk
k k k kT

k k k

k

g
g d if g d e

d g d

g otherwise

+
+ +

+ +

+


− + < −= −
 −

   (21) 

The parameters of the presented algorithm is chosen as: 
,1.0,01.0 21 == εε  p=5, H=8. 

In this section, we will test three practical problems to 
show the efficiency of the proposed algorithm, where 
Problem 1 and 2 can be seen from [27]. In Table 1 and 2, 
the initial points are the same to those of paper [27] and 
the results of Algorithm 1 and Algorithm 2 can also be 
seen from [27]. In order to show the efficiency of these 
algorithms, the residuals of sum of squares is defined by 

( )∑
=

−=
n

i
ip yySSE

1

2
1 ,ˆ)ˆ(β  

where ,ˆ...ˆˆˆˆ 221101 ippii XXXy ββββ ++++= i = 1, 2, …, n, 

and pββββ ˆ,...,ˆ,ˆ,ˆ
210  are the parameters when the program 

is stopped or the solution is obtained from one way. Let 

pn

SSE
RMS p

p −
=

)ˆ(
)ˆ(

β
β  

where n is the number of terms in problems, and p is the 
number of parameters, if RMSp is smaller, then the cor-
responding method is better [49]. 

The columns of the tables 4-6 have the following 
meaning: 

*β : the approximate solution from the method of ex-

treme value of calculus or some software. : the solution 

as the program is terminated. β
(

: the initial point. *ε : 

the relative error between RMSp ( *β ) and RMSp ( ) 

defined by 
)(

)()(
*

*

* β
ββ

ε
p

pp

RMS

RMSRMS −
= . 

Problem 1. In the following table, there is data of some 
kind of commodity between year demand and price: 

The statistical results indicate that the demand will 
possibly change though the price is inconvenient, and the 
demand will be possible invariably though the price 
changes. Overall, the demand will decrease with the in-
crease of the price. Our objective is to find out the ap-
proximate function between the demand and the price, 
namely, we need to find the regression equation of d to the p. 

It is not difficult to see that the price p and the demand 
d are linear relations. Denote the regression function by 

p10 ββ += , where 0β  and 1β  are the regression pa-

rameters. 

Our work is to get 0β  and 1β . By least squares 

method, we need to solve the following problem 

∑
=

+−
n

i
ii pd

0

2
10 ))((min ββ  

and obtain 0β  and 1β , where n=10. Then the corre-

sponding unconstrained optimization problem is defined by 

∑
=∈

−=
n

i
ii

R
pdf

1

2)),1(()(min
2

ββ
β

        (22) 

Problem 2. In the following table, there is data of the 
age x and the average height H of a pine tree: 

Similar to problem 1, it is easy to see that the age x and 
the average height H are parabola relations. Denote the 

regression function by 22110
ˆ xxh βββ ++= , where 0β , 

1β  and 2β  are the regression parameters. Using least 

squares method, we need to solve the following problem 

∑
=

++−
n

i
iii xxh

0

22
210 ))((min βββ  

and obtain 0β , 1β  and 2β , where n=10. Then the cor-

responding unconstrained optimization problem is de-
fined by 

∑
=∈

−=
n

i
iii

R
xxhf

1

22
, )),1(()(min

3
ββ

β
      (23) 

It is well known that the above problems (22) and (24) 
can be solved by extreme value of calculus. Here we will 
solve these two problems by our methods and other two 
methods, respectively. 

Problem 3. Supervisor Performance (Chapter 3 in [49]). 
 

Table 1. Demand and price 

Price pi($) 
Demand di 

(500g) 

1 
5 

2 
3.5 

2 
3 

2.3 
2.7 

2.5 
2.4 

2.6 
2.5 

2.8 
2 

3 
1.5 

3.3 
1.2 

3.5 
1.2 
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Table 2. Data of the age x and the average height H of a 
pine tree 

xi 
hi 

2 
5.6 

3 
8 

4 
10.4 

5 
12.8 

6 
15.3 

7 
17.8 

8 
19.9 

9 
21.4 

10 
22.4 

11 
23.2 

 
Table 3. The data of appraisal to supervisor 

line Y X1 X2 X3 X4 X5 X6 

1 43 51 30 39 61 92 45 
2 63 64 51 54 63 73 47 
3 71 70 68 69 76 86 48 
4 61 63 45 47 54 84 35 
5 81 78 56 66 71 83 47 
6 43 55 49 44 54 49 34 
7 58 67 42 56 66 68 35 
8 71 75 50 55 70 66 41 
9 72 82 72 67 71 83 31 
10 67 61 45 47 62 80 41 
11 64 53 53 58 58 67 34 
12 67 60 47 39 59 74 41 
13 69 62 57 42 55 63 25 
14 68 83 83 45 59 77 35 
15 77 77 54 72 79 77 46 
16 81 90 50 72 60 54 36 
17 74 85 64 69 79 79 63 
18 65 60 65 75 55 80 60 
19 65 70 46 57 75 85 46 
20 50 58 68 54 64 78 52 
21 50 40 33 34 43 64 33 
22 64 61 52 62 66 80 41 
23 53 66 52 50 63 80 37 
24 40 37 42 58 50 57 49 
25 63 54 42 48 66 75 33 
26 66 77 66 63 88 76 72 
27 78 75 58 74 80 78 49 
28 48 57 44 45 51 83 38 
29 85 85 71 71 77 74 55 
30 82 82 39 59 64 78 39 

 
where Y is overall appraisal to supervisor, X1 denotes to 
processes employee’s complaining, X2 refer to do not 
permit the privilege, X3 is the opportunity about study, X4 
is promoted based on the work achievement, X5 refer to 

too nitpick to the bad performance, and X6 is the speed of 
promoting to the better work. The above data can also be 
found at: http://www.ilr.cornell.edu/%7Ehadi/RABE3/ 
Data/P054. txt. 

Assume that the relation between Y and Xi (i=1, 2, …, 
6) is linear [49], similar to Problem 1 and 2, the corre-
sponding unconstrained optimization problem is defined by 

∑
=∈

−=
n

i
iiii

R
xxxhf

1

2
621 )),...,,,1(()(min

7
ββ

β
     (24) 

where n = 30. The regression equation from one fitting 
way (see Chapter 3.8 in [49]) is given by 

Ŷ =10.787+0.613X1−0.073X2+0.320X3+0.081X4 

+0.038 X5−0.217X6 

which means that *β =(10.787,0.613,−0.073,0.320, 

0.081,0.038,−0.217). For Problem 3, the initial points are 

chosen as follows: 

1β
(

=(10, 0.1, −0.05, 1, 0.1, 2, −0.1); 2β
(

=(10, −0.1, 

0.05, −1, −0.1, −2, 0.1); 

3β
(

=(10.1, −0.01, 0.5, −0.2, −0.01, −0.2, 4); 4β
(

=(10.8, 

−100, 20, −70, −50, −40, 60); 

5β
(

= (9, 0.01, −0.5, 1, 0.01, 2, −0.01); 6β
(

= (11, 0.01, 

−0.5, 1, 0.01, 2, −0.01). 

These numerical results of Table 4-6 indicate that pro-
posed algorithm is more competitive than those of Algo-
rithm 1 and 2, and the initial points do not influence the 
results obviously about these three methods. Moreover, 
the numerical results of NLSA, Algorithm 1, and Algo-
rithm 2 are better than those of these methods from ex-
treme value of calculus or some software. Then we can 
conclude that the numerical method will outperform the 
method of extreme value of calculus in some sense, and 
some software for regression analysis could be further 
improved in the future. Overall, the direction defined by 
(7) is notable. 

 
Table 4. Test results for Problem 1 

β*=(6.5-1.6) β
(

  RMSp ( ) RMSp(β*) ε* 

Algorithm 1 

(1, -0.01) 
(-10,0.04) 
(-2, -1.0) 
(15,15) 

(6.438301, -1.575289) 
(6.438280, -1.575313) 
(6.438285, -1.575314) 
(6.438287, -1.575316) 

0.039736 
0.039736 
0.039736 
0.039736 

0.040100 
0.040100 
0.040100 
0.040100 

0.908% 
0.908% 
0.908% 
0.908% 

Algorithm 2 

(1, -0.01) 
(-10,0.04) 
(-2,-1.0) 
(15,15) 

(6.438301, -1.575289) 
(6.438280, -1.575313) 
(6.438285, -1.575314) 
(6.438287, -1.575316) 

0.039736 
0.039736 
0.039736 
0.039736 

0.040100 
0.040100 
0.040100 
0.040100 

0.908% 
0.908% 
0.908% 
0.908% 

NLSA 

(1, -0.01) 
-10,0.04) 
(-2,-1.0) 
(15,15) 

(6.438280, -1.575312) 
(6.438292, -1.575317) 
(6.438291, -1.575316) 
(6.438280, -1.575312) 

0.039736 
0.039736 
0.039736 
0.039736 

0.040100 
0.040100 
0.040100 
0.040100 

0.908% 
0.908% 
0.908% 
0.908% 
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Table 5. Test results for Problem 2 

β*=(−1.33, 3.46, −0.11) β β RMSp (β) RMSp (β*) ε* 

Algorithm 1 

(-1.1,3.0, -0.5) 
(-1.2,3.2, -0.3) 

(-0.003,7.0, -0.8) 
(-0.001,7.0, -0.5) 

(-1.296574, 3.450247, -0.107896) 
(-1.328742, 3.460876, -0.108650) 
(-1.328504, 3.460798, -0.108646) 
(-1.321726, 3.458558, -0.108483) 

0.171774 
0.171712 
0.171713 
0.171717 

0.183900 
0.183900 
0.183900 
0.183900 

6.5938% 
6.6273% 
6.6272% 
6.6248% 

Algorithm 2 

(-1.1,3.0, -0.5) 
(-1.2,3.2, -0.3) 

(-0.003,7.0, -0.8) 
(-0.001,7.0, -0.5) 

(-1.296574, 3.450247, -0.107896) 
(-1.328742, 3.460876, -0.108650) 
(-1.328504, 3.460798, -0.108646) 
(-1.321726, 3.458558, -0.108483) 

0.171774 
0.171712 
0.171713 
0.171717 

0.183900 
0.183900 
0.183900 
0.183900 

6.5938% 
6.6273% 
6.6272% 
6.6248% 

NLSA 

(-1.1,3.0, -0.5) 
(-1.2,3.2, -0.3) 

(-0.003,7.0, -0.8) 
(-0.001,7.0, -0.5) 

(-1.331296, 3.461720, -0.108711) 
(-1.331232, 3.461699, -0.108709) 
(-1.331140, 3.461669, -0.108707) 
(-1.202673, 3.422106, -0.106011) 

0.171712 
0.171712 
0.171712 
0.172583 

0.183900 
0.183900 
0.183900 
0.183900 

6.6274% 
6.6274% 
6.6274% 
6.1539% 

 
Table 6. Test results for Problem 2 

β* β β RMSp(β) RMSp(β*) ε* 

Algorithm 
1 

1β
(  

2β
(  

3β
(  

4β
(  

5β
(  

6β
(  

(10.011713, 0.502264, -0.002329, 0.361596, 0.061871, 0.152295, -0.353686) 
(10.124457, 0.502394, -0.002598, 0.361313, 0.061446, 0.151381, -0.353527) 
(10.294617, 0.502056, -0.002462, 0.360523, 0.062746, 0.149161, -0.354270) 
(11.404702, 0.501820, -0.004943, 0.357265, 0.060921, 0.140326, -0.354036) 
(9.542516, 0.503279, -0.001805, 0.362715, 0.061217, 0.156318, -0.352638) 
(11.071364, 0.501290, -0.004085, 0.358312, 0.062185, 0.143081, -0.354614) 

85.261440 
85.235105 
85.196215 
84.963796 
85.375457 
85.029566 

89.584291 
89.584291 
89.584291 
89.584291 
89.584291 
89.584291 

4.8255% 
4.8549% 
4.8983% 
5.1577% 
4.6982% 
5.0843% 

Algorithm 
2 

1β
(  

2β
(  

3β
(  

4β
(  

5β
(  

6β
(  

(10.011713, 0.502264, -0.002329, 0.361596, 0.061871, 0.152295, -0.353686) 
(10.166214, 0.502293, -0.002549, 0.360902, 0.062002, 0.151044, -0.354147) 
(10.639778, 0.502423, -0.003742, 0.360018, 0.060167, 0.147253, -0.353327) 
(11.404239, 0.501827, -0.004935, 0.357227, 0.060988, 0.140322, -0.354037) 
(11.404239, 0.501827, -0.004935, 0.357227, 0.060988, 0.140322, -0.354037) 
(11.032035, 0.501940, -0.004251, 0.358407, 0.061171, 0.143518, -0.353940) 

85.261440 
85.225461 
85.119812 
84.963893 
85.506424 
85.037491 

89.584291 
89.584291 
89.584291 
89.584291 
89.584291 
89.584291 

4.8255% 
4.8656% 
4.9836% 
5.1576% 
4.5520% 
4.5520% 

NLSA 

1β
(  

2β
(  

3β
(  

4β
(  

5β
(  

6β
(  

(10.326165, 0.502177, -0.002900, 0.360625, 0.061701, 0.149611, -0.353760) 
(10.042910, 0.501267, -0.001983, 0.359836, 0.065677, 0.151241, -0.354909) 
(10.525637, 0.502094, -0.003292, 0.359987, 0.061542, 0.147873, -0.353823) 
(11.431772, 0.501805, -0.005001, 0.357160, 0.060909, 0.140080, -0.354047) 
(9.653770, 0.502364, -0.001653, 0.362701, 0.062144, 0.155364, -0.353611) 
(11.504977, 0.501791, -0.005132, 0.356938, 0.060866, 0.139459, -0.354060) 

85.189017 
85.254692 
85.144572 
84.958622 
85.347711 
84.944709 

89.584291 
89.584291 
89.584291 
89.584291 
89.584291 
89.584291 

4.9063% 
4.8330% 
4.9559% 
5.1635% 
4.7292% 
5.1790% 

 
5. Conclusions 

The major contribution of this paper is an extension of 
the direction (7) to a nonmonotone line search technique 
(GLL line search). The presented method possess global 
convergence and the numerical results show that the 
given algorithm is successful for the test problems. These 
test numerical results further show that the direction de-
fined by (7) is notable. We hope the method can be a 
further topic for the regression analysis. 

For further research, we should study other line search 
methods for regression analysis. 

Moreover, more numerical experiments for large prac-
tical problems about regression analysis should be done 
in the future. 
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ABSTRACT 

The paper analyses the causes of the bubble of the real estate, then elaborates real estate bubble theory based on specu-
lation. This paper establishes a regression model of real estate’s price with relevant economic variables, and builds the 
econometric model to measure real estate’s speculative bubble. In application of the model for empirical research on 
real estate’s speculative bubble of Chongqing, the paper concludes that globally there is no bubble in Chongqing (but 
on the edge of bubble). Finally, by analyzing the common points about the existence of bubble, the paper indicates that 
real estate’s investment and macro-economic indexes are disjointed, and thus the investment is excessive, which can in 
turn corroborate the conclusions obtained by the measuring model. 

Keywords: real estate, speculative bubble, measuring model of speculative bubble, overinvestment 

1. Introduction 

At present, China is under the pressure of high inflation, 
and real estate price soared quickly. From 2005 to 2007, 
the government adopted a series of macro-control poli-
cies, for example, in March 2005, “country’s 8 items” 
came out, so that the regulation of real estate was boosted 
to a high degree of polity; in April 2006, mortgage inter-
est rate rose again; in May, “country’s 6 items” came out, 
then waged a new round of large-scale control; at the 
same period, China begun to impose tax on second-hand 
estate’s sales; in July, China begun to impose personal 
income tax of transferring second-hand estate; in Sep-
tember, down payment rose. However, the real estate 
industry continues to show strong-run tendency, real es-
tate price remains high. The real estate industry is highly 
relevant to many other industries, and its positive run can 
promote the development of other industries. Otherwise, 
if the real estate industry goes against the Law of value of 
market, its price separates from the market base but keeps 
irrational growth, the bubble is inevitable, and when the 
bubble has expanded to a certain degree to leak, then the 
financial system will bear the brunt, and even the national 
economy will experience turbulence. In 1997, the break-
down of real estate speculative bubble plunged Japan into 
stagnant economic downturn. Thus, it is of great signifi-
cance to measure the speculative bubble of the current real 
estate market and identify the over-investment. Chongqing’s 
real estate was selected as an example to measure its specu-
lative bubble applying the proposed methods. 
 
2. The Theory and Measuring Model 

2.1 Real Estate Bubble Based on Speculative 
Theory 

According to the reasons of real estate bubble, under the 
effect of consumer expectation, there are many positive 
feedback effects, namely, investors dealing according to 
the tendency of past asset price, not to the real price. 
Thus, we can consider, positive feedback deal determines 
the change of future demand in real estate market, and 
then the expectation of future real estate price in market 
is determined by the expectation of future change of de-
mand. Firstly, when the increasing rate of real estate price 
exceeds credit loan rate, the real estate price speculation 
comes out. At this time, investors achieve speculative 
aim by changing hand to get the price difference; sec-
ondly, there is time interval between buying and selling, 
which provides speculative possibility. At last, because of 
the imperfection of market mechanism and information 
asymmetries, the price arbitrage action of speculators will 
result in the achievement of expectation. 

2.2 The Measuring Model of Real Estate 
Speculative Bubble 

In terms of positive feedback mechanism, real estate price 
at current period will be affected by past several real estate 
price. Considering that speculations are general short-term 
price arbitrage action by selling real estate, because specu-
lators are not aiming to achieve the steady long-term profit 
in the future, e.g., earning rents after buying estate. 

Let th  figures real increasing rate of real estate price 

at period t, which is achieved after eliminating the growth 
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part of real estate price due to the increase of income tY . 

According to the analysis above, the real increase of future 
real estate price is only determined by the price expectation 
of economic subjects in terms of the price at current period, 
so we establish the econometric model below: 

1 1 2 2t t t th h hθ θ ε− −= + +              (1) 

1th − , 2th −  separately figures the real rate of growth lag-

ging one period and two periods, here at most two lag 
periods are discussed. 1θ  figures the effect of the in-

creasing rate of real estate price lagging one period to the 
real estate price at current period, reflecting one-year 
economic subject’s expectation of future real estate price 
tendency, so we define the coefficient 1θ  to mainly re-

flect real estate speculative bubble. Because we mainly 
consider speculators’ short-term (one year) speculative 
action, then when we consider economic subjects’ expec-
tation at short-term but over one year, 2θ  is considered 

as the ancillary index to reflect how economic subjects’ 
action affects the growth of real estate price after one year, 

tε  figures the unexpected shock at current period. 

3. Emprical Analysis 

3.1 The Choice of Parameters 
According to the factors affecting real estate price, we 
choose one-year credit loan rate of commercial banks as 
mortgaged lending rate of real estate, disposable income 
of urban residents, real estate price. We adopt weighted 
processing the one-year credit loan due to its change in a 
year. The influence of inflation on disposable income is 
eliminated along with the years. The real estate price is 
available from the literature data. Credit loan rate of 
banks reflects the support degree of finance institutions to 
the development of real estate industry; it also reflects the 
attitude of government toward the development of real 
estate industry. Because there are mainly urban residents 
buying estate (especially speculating) in cities, so we 
choose the disposable income of urban residents to reflect 
residents’ demand (or consumption ability) for real estate. 

3.2 The Establishment of Regression Equations 

In order to establish regression model between real estate 
price and other variables, and ensure that, under confi-
dence level, other variables prominently affect real estate 
price, and variables in the equation do not have correla-
tion each other, we choose Stepwise regression to estab-
lish equation. In the equation, tP  (Price) means real 

estate price at current period, tI  (Rate) means rate, 1tP−  

(Lag price) figures real estate price lagging one period; 

tY  (Income) figures the disposable income of urban 

residents. Data is mainly from “Statistical Yearbook 2007 
of Chongqing” and correlative years’ statistical yearbooks 
of Chongqing. The model is the foundation of establishing 
real estate price speculative bubble measuring model, so 
the accuracy of equation’s establishment is essential. 

According to the analysis above, we establish regres-
sion equation below: 

0 1 2 3 1ln ln ln lnt t t tP a a I a Y a P ε−= + + + +      (2) 

The value of p that variables stay and kick out in the 
regression equation are separately set at 0.1 and 0.15,. In 
application of SAS 9.0 to do regression analysis, partial 
results of regression are shown below. 

1) Regression model 

1ln 1.131 0.126ln 0.37 ln 0.479lnt t t tP I Y P−= + + +  (3) 

Through the analysis, we know that, under the confi-
dence level of 10%, variables all stay in the equation, and 
can be considered to produce significant affects on the 
change of real estate price 

2) The model fitting effect 

From analytical results, we know that, the value of fit-
ting degree equals 0.9892, and adjusted 2R  equals 
0.9867, so the model is available wholly. 

3) D-W test 

The value of D-W equals 1.649, which is between 1.54 
and 2.46, and indicates, under the confidence level of 5%, 
we can refuse the assumption of the sequence correlation. 

3.3 The Measuring Model of Real Estate 
Speculation Bubble 

From (3), the formula below can be obtained, 
1.131 0.26 0.37 0.479

1 1 1 2t t t tP e I Y P− − − −=  

1.131 0.479
10.131 0.37

t
t t

t t

P
P e P

I Y −
′ = =          (5) 

or         
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1 2

t t

t t

P P

P P
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− −
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New tP′  sequence eliminates the rate and income affect 

of real estate price, so we can better investigate the bub-
ble due to price speculation. 
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From (2), 
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= − 
 

                  (6) 

According to the analysis above, th  means the real 

rate of real estate price at current period, so in terms of 
the formula 1 1 2 2t t t th h hθ θ ε− −= + +  obtained from 

positive feedback mechanism, we can employ coefficient 

1θ  to measure (one year) the degree of speculative bubble. 

3.4 Econometric Model Measuring the Coeffi-
cient of Price Bubble 

The tendency of real increasing rate of real estate price 

th  (HPRATE) can be obtained easily, in application of 
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Figure 1. Trend of real increasing rate of real estate 
price th  (HPRATE) and first difference (HPRATE1) 

time series 
 
Eviews5.0 to conduct time series analysis, co-integration 
test with HPRATE, we find that it is not integrative under 
the level, after first difference, this time series (HPRATE1) 
become a unit root series, and the trend chat of the two 
are shown as following. 

From the trend chart of HPRATE1, we know that, real 
increasing rate of real estate price took on large fluctua-
tion in 1995, and then it fell to normal level in 1996, this 
illustrated that there existed affective factors producing 
large shock to real estate price, we consider that there 
exists structure change. In fact, the investment of real 
estate in our country between1992 and 1993 was ex-
ceeded, then in 1994, the government carried out 
macro-control of our economy, “City Real Estate Man-
agement Law” coming out, leading economy to practice 
soft landing. Considering the lag effect of macroeconom-
ics policy, we set dummy variable PL to reflect the shock 
of policy. 

Establish the following model: 

1 1 2 2t t t th h h PLθ θ β ε− −= + + +          (7) 

From the table above, we get the model below: 
HPRATE1=0.007-0.12 * PL+[AR(1)=-0.63, 
MA(1)=0.91, BACKCAST=1992]              (8) 
(0.78) (-3.49)        (-3.21) 

Table 1. Eviews analysis results 

Variable Coefficient Std. Error t-Statistic Prob. 

C 0.006593 0.008439 0.781300 0.4511 

PL -0.116048 0.033162 -3.499400 0.0050 

AR(1) -0.631575 0.196634 -3.211928 0.0083 

MA(1) 0.910039 0.049313 18.45421 0.0000 

R-squared 0.723529 Durbin-Watson stat 1.96375 
 
Obviously, the original model is: 

1 20.007 0.12 0.37 0.63t t th PL h h− −= − + +       (9) 

3.5 Results Analysis 

From the results, we know that coefficient of real estate 
speculation 1θ  equals 0.37 which is close to the interna-

tional alertness line 0.4, but it is not at bubble level; an-
cillary index 2θ  equals 0.63, which also reflects the 

expectation (over one year) of economic subject in cer-
tain extent images bubble degree. Coefficient of policy 
shock variable PL β  equals -0.12, which reflects that 

the macroeconomics policy in 1994 well restrained real 
estate speculation. So we can have following conclusion: 

The real estate industry in Chongqing is on the edge of 
bubble, but does not take on bubble, the macroeconomics 
policies in 1994 worked. This conclusion basically ac-
cords with the reality of Chongqing. 

3.6 Further Analysis of the Model Conclusion 

From the conclusion of the model, we know that our 
Chongqing is on the edge of bubble, but not has bubble, 
but why there generally exist “bubble intimidation the-
ory”, “bubble perdition theory”. We support the conclu-
sion of speculation measuring model analysis by analyz-
ing the relation between real estate investment and mac-
roeconomics variable. We choose real estate investment 
(REINV) and GDP of Chongqing, and also analyze the 
relation of real estate investment and disposable income 
(INCOME) of urban residents. 

1) Co-integration test. Through ADF test, we find the 
real estate investment (REINV2), GDP (GDP2, urban 
residents’ income (INCOME2) are all 2-order integration 
variables. Co-integration test uses M3 model and AIC 
principle to choose lag order. The lag order is 3 periods 
in co-integration test of REINV2 and GDP2, the value of 
AIC is 13.11743; the lag order is 3 periods in the co-in-
tegration of REINV2 and GDP2, the value of AIC is 
15.84799. The results of Co-integration test are shown in 
Table 2. 

2) Granger causality test. Because the three variables 
are all 2-order integration variables, we can directly use 
VAR model to conduct Granger causality test. We try to 
choose different orders to study the sensitivity of the test 
results, and the results are shown in Table 4. 
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Table 2. REINV2 and INCOME2 Johansen co-integration test results 

Count of Co- integration Equations Eiqenvalue T-Statistic 5% Critical Value prob.** 
None 0.376550 9.292334 15.49471 0.3390 
At most one 0.136708 2.205029 3.841466 0.1376 
Count of Co-integration Equations Eiqenvalue Most Eiqenvalue Statistic 5% Critical Value prob.** 
none 0.376550 7.087305 14.26460 0.4789 
At most one 0.136708 2.205029 3.841466 0.1376 
 

Table 3. REINV2 and GDP2 Johansen co-integration test results 

Count of Co-integration equations Eiqenvalue T-Statistic 5% Critical Value prob.** 
None 0.395752 10.20828 15.49471 0.2651 
At most one 0.162037 2.651715 3.841466 0.1034 
Count of Co-integration equations Eiqenvalue Most Eiqenvalue Statistic 5% Critical Value prob.** 
None 0.395752 7.556565 14.26460 0.4256 
At most one 0.162037 2.651715 3.841466 0.1034 
 

Table 4. Two groups of variables’ Granger causality test results 

Probability 
Variables 0H  (Null Hypothesis) 

Lag=1 Lag=2 Lag=3 Lag=4 Lag=5 
0.726 0.643 0.32 0.790 0.884 REINV2-GDP2 GDP2 does not Granger Cause INVEST2 

INVEST2 does not Granger Cause GDP2 0.074 0.109 0.016 0.137 0.413 
0.777 0.997 0.258 0.540 0.312 

REINV2-INCOME2 INCOME2 does not Granger Cause INVEST2 
INVEST2 does not Granger Cause INCOME2 0.0001 0.005 0.033 0.157 0.418 

 
From Table 3 and Table 4, we can get that under the 

confidence level of 0.1, real estate investment, GDP and 
the income of urban residents do not have co-integration, 
which shows that real estate investment has been out of 
the track of macroeconomic development, and overin-
vestment appears. 

Table 4 further shows that under the confidence level 
of 0.1, real estate investment and GDP, income only have 
one-way causality. Real estate investment can promote 
the growth of GDP and strongly promote income growth 
in the short term, which once again indicates the exis-
tence of speculation which is short-term. 

4. Conclusions 
This paper empirically analyzes real estate speculative 
bubble of Chongqing after establishing bubble measuring 
model. The results indicate that Chongqing’s real estate 
has not reached the bubble level, but is close to critical 
value. The paper also analyzes the opinions of bubble theory 
in the society, and empirical analysis pointes out that there is 
excessive investment of real estate, which separates from the 
growth of GDP and residents’ income in Chongqing. The 
conclusion accordingly supports the empirical analysis re-
sults of speculative bubble measuring model. 

Empirical analysis concludes that real estate of 
Chongqing is on the verge of bubble, which offers con-
sultation for policymaker to work out corresponding 
measures. 

In addition, through macroeconomics regulation, the 
government should scale down the investment of real 
estate to the normal level, coordinate with macroeco-

nomics indexes of the region, to avoid excessive invest-
ment then to further induce expansion of bubble. 
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ABSTRACT 

The aim of this paper is to analyze the link between natural capital and economic growth, in a Romer-type economy 
characterized by dirty emissions in the production process, and to examine the conditions under which a sustainable 
growth, which implies a decreasing level of dirty emissions, might be both feasible and optimal. This work is close to 
Aghion-Howitt (1998) with some more general specifications, in particular regarding the structure of preferences and 
the technological sector. We also deeply study the transitional dynamics of this economy towards the steady state, and 
conclude that a determinate saddle path sustainable equilibrium can be reached even in presence of a long run positive 
level of polluting emissions, thanks to a growing level of new home-made inventories, without whom some indetermi-
nacy problems are likely to emerge. 

Keywords: local stability, sustainable growth, aghion-howitt model 

1. Introduction 

It is commonly believed that economic development 
might lead to overexploitation of natural resources and 
intensification of environmental damages, as for example 
the augment of carbon dioxide concentrations in the at-
mosphere due to an increase in transportation services. 
On the contrary, empirical evidence suggests that rich 
societies seek a less polluted environment to live in, so 
they are more willing to invest in abatement technologies 
and enforce environmental regulations. The logical conse-
quence must be that economic activity will then also lower 
the dirtiness of any existing production technique, which 
leaves the door open, for example, to those supporting the 
so-called Environmental Kuznets Curve hypothesis [1]. 

During the last three decades, this counterposition en-
couraged many economists to develop models in which 
economic growth depends on the extractive use of the 
environment. Inspired by the work of the Club of Rome 
and its pessimistic view on the possibility to attain long- 
run growth under environmental constraints, these mod-
els tried to depict the conflict between growth and the 
environment. Over time the variety of models grew rap-
idly, differing not only with respect to the basic frame-
work adopted but also with respect to the type of envi-
ronmental resource being considered and the problem 
analyzed, mainly because each model has specific prop-
erties that become useful for the analysis of either spe-
cific economic concerns. 

More recently, research on endogenous growth and the 
environment turned more and more attention from one- to 

multi-sector models, where knowledge accumulation 
might have the potential of lowering environmental 
damages through an increase in technological progress 
[2,3,4,5]. Likewise, in the seminal paper of Aghion and 
Howitt [6], to whom we will be referring to as AH from 
now on, it is shown that an unlimited growth can indeed 
be sustained when account is taken of both environmental 
resource use and innovation in abatement activities [7,8]. 

Broadly speaking, the properties of endogenous technical 
change have been widely investigated in the existing eco-
nomic literature, with some indeterminacy problems and 
Hopf bifurcating outcomes being of particular concern [9]. 
On the contrary, we want to show in this paper that the in-
troduction of the environmental issue can drive the econ-
omy back to a unique, locally stable, equilibrium solution, 
where sustainability of consumption is finally reached. 
However, this occurs only if a specific sustainability rule, 
stating that consumption and natural capital grow at the 
same rate, is to be followed, which is also consistent with a 
forward looking individual behavior and no myopic state-
ment of the adopted social policy. Therefore, the basic 
question we want to address is whether a sustainable path 
can be reached even if some dirty production processes, 
assumed here to be necessary for any economic activity are 
adopted. 

To this bulk of literature this paper devotes particular 
attention, aimed at developing a model close to AH, that 
considers pollution as a choice variable entering the pro-
duction function as a measure of dirtiness, whose exter-
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nal effects allow to increase the level of output [10]. It 
seems then to be interpreted as pollution is a necessary 
part of production and economic growth. Moving a step 
forward from AH, we also deeply concentrate on the 
study of the transitional dynamics of the model, and pro-
vide the whole necessary and sufficient conditions for the 
existence of a feasible steady- state equilibrium path as-
sociated with a positive long-run growth. Moreover, we 
conclude that a determinate saddle path sustainable equi-
librium can be reached even in presence of a long run 
positive level of polluting emissions, thanks to a growing 
level of new home-made inventories, without whom some 
indeterminacy problems are likely to emerge [11,12]. 

The rest of the paper is organized as follows. In section 
2, we derive the formal structure of the model, with par-
ticular attention to the set of preferences, the level of 
technology, and the introduction of pollution as a crucial 
variable for the system to grow. In Section 3, we concen-
trate on the solution of the optimization problem, and 
deeply investigate the stability properties of the associ-
ated steady state solution. The transitional dynamics of 
this economy will provide some interesting results and 
policy suggestions on the way to drive an economy along 
a sustainable growth path. A final section concludes, and 
a subsequent Appendix provides all the necessary proofs. 

2. A Model with Dirtiness 

Before we enter the algebraic version of the model, we 
ought to provide some detailed explanations related to the 
production function, the dynamics of the environment, 
and the set of preferences used to characterize the econ-
omy, whose properties we want to investigate in the rest 
of the paper. 

Following Romer, 1990, let S0 represent the fixed 
amount of skilled labour, which can be devoted to pro-
duction of the final good, SY, or to improvement of tech-
nology, SA. Henceforth, we will normalize the problem 
by assuming 

0 1Y AS S S= + =               (1) 

In particular, technology (A) is not fixed. It can be cre-
ated by engaging human capital in research, growing over 
time according to 

AS
A

A γϕ +=
&

                 (2) 

γ  indicates the research success parameter. Let us then 

assume that technology A  be partly the result of en-
dogenous (home-made) R&D efforts, ASγ  , whilst the 

remaining part depends on some exogenous new invento-
ries, whose spill-over effects can be synthesized through 
a constant catch-up parameter, ϕ [13]. We assume 

0/ >+= ASAA γϕ& , as long as either ϕ  or γ  and AS  

are set positive.1 Thus, technology can grow without 
bound. We will show afterwards that, if we relax the 
positiveness assumption on γ , the economy will face the 

emergence of some undesired and indeterminate equilib-
rium problems. 

Moreover, although technology is not directly linked to 
pollution here, we basically consider the discovery of 
new goods, or new (i.e. less polluting) production proc-
esses, as the implicit way societies follow to broadly re-
duce their dependence from environmental resources. 
Basically, we are saying that each new inventory due to 
technological advance is also assumed to be cleaner than 
the previous one. This is also consistent with the empiri-
cal evidence that developed societies seek a less polluted 
environment to live in. 

Note also that research activity is assumed to be hu-
man-capital-intensive and technology-intensive, with no 
capital (K ) and ordinary unskilled labour (L ) engaged 
in that activity. To produce the final good Y , however, 
K  does enter as an input along with human capital YS  

and technology A .2 According to the assumptions made 
in AH, the main feature of this economy is that produc-
tion is also affected by another variable indicating the 
intensity of pollution, ( ) [ ]1,0∈tz , such that higher values 

of z  yield more of the good but also more pollution3 

( ) zKSAY A
ααα −−= 11             (3) 

We may also consider z  as a measure of dirtiness of 
the existing production technique [10]. For example, fo-
cus on cheese manufacturing. Only a fraction of the raw 
milk processed gives rise to white cheese (or other diary 
products), the remaining is called whey, a liquid 
by-product, only partially recyclable, which constitutes 
the greater part of the resulting pollution loads. In other 
words, we are assuming that production of output arises 
at the expenses of the environment, with some polluting 
emissions being necessarily needed. 

Moreover, it is assumed that the flow of pollution P  
is proportional to the level of production, and that the use 

of cleaner technologies (which means low values of z ) 
reduces the pollution/output ratio.4 Formally, 

γYzP =                     (4) 

1It is assumed that technology does not depreciate 
2Remember that in Romer, 1990, technology is assumed to be made up 
of an infinite set of designs for capital, which (for simplicity) enter the 
production function in an additively separable manner, given by 

( ) ( ) 1,011 <<= −−−+ βαη βαβαβα KLAASY Y  

where η  represents the units of capital goods to produce one unit of 

any type of design. Here we assume, for simplicity, that there is no 
unskilled labour; that is all workers are supposed to be specialized. Let 
us then consider YSL =  to derive Equation (3), and normalize the 

scale parameter to unity, for simplicity ( 11 =−+βαη ). 
3This production function exhibits constant returns to scale at a disag-
gregate level because each firm takes z as given. On the contrary, a 
social planner can internalize this kind of externality, due to pollution 
intensity, thus obtaining increasing returns. 

4The extractive use of the environment in production can either be 
modeled as an input to production or, like here, as a by-product of pro-
duction; that is, pollution influences output indirectly. 
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To clarify the utility of using both variables, P and z , 
as two sides of the same coin (the damages to the envi-
ronment), let us make another example that can be drawn 
from current industrially advanced economies. Basically, 
oil combustion is being needed either to feed the engine 
of our cars or to stoke the furnaces of our firms, with CO2 
emissions being an unavoidable consequence. Referring 
to our model it would imply that only a fraction of the oil 
burnt (z ) serves to produce final output (Y ), the rest 
being pushed into the atmosphere as a resulting emis-
sions' burden. Nevertheless, it is indeed true that not all 
of these emissions are damaging, since carbon sequestra-
tion due to forests allows, for example, to reduce the total 
pollution loads. 

What distinguishes this economy from the one defined 
in AH is that we let pollution, P , depend also on the 
parameter expressing research success in technological 
advances, γ ; that is like assuming that the bigger 

γ -values the smaller the impact of dirty techniques on 

pollution, and then the cleaner the ecosystem.5 

On the other hand, the level of investment in physical 

capital is given by the usual functional form CYK −=& . 

2.1 Dynamics of the Environment 

Commonly, the environmental sector can be represented 
by the dynamics of the stock of natural capital available 
to the economy, E : 

PENE −= )(&                 (5) 

where )(EN  determines the speed at which nature re-

generates, while P  measures the negative effect due to 
polluting emission.6 The former is constantly reduced not 
only by economic activities, but also by non-anthropo-
genic processes, such that ecosystems have to devote part 
of their regeneration capacity to the maintenance of their 
own structure.7 

If the capacity for regeneration exceeds the require-
ments for maintenance, )(EN  becomes positive. )(EN  

can therefore be interpreted as the difference between 
natural resource reproduction and resource use for main-
tenance [14] that determines nature's capacity to recover 
from pollution and resource extraction [4,5]. 

Some authors [15] propose a linear representation of 
the regeneration function 

EEN θ=)(                  (6) 

where θ  denotes the constant rate of regeneration.8 

Following this approach, if we substitute both Equa-
tions (4) and (6) into (5), we explicitly end up with 

γθ YzEE −=&                   (7) 

which represents the environmental constraint to be used 
in the subsequent maximization problem. 

2.2 The Set of Preferences 

Let the preferences of the representative agent depend 
either on the level of consumption, tC , or the stock of 

natural capital available to the economy, tE .9 The in-

tertemporal utility function is then given by 

dteECU t
tt

ρ−∞

∫ ),(
0

               (8) 

where ρ  is the social discount rate.10 

)(⋅U  is continuous, twice differentiable, and possesses 

the following properties: 0>CU , 0>EU , 0≤CCU . 

Also suppose that )(⋅U  is concave with respect to its 

two arguments: ( ) 02 ≥−⋅ CEEECC UUU .11 

Theoretically, sustainable development usually com-
prises two conditions. Firstly, a non-decreasing level of 
consumption or utility levels, and secondly a constant or 
improving state of the environment. Whether sustainable 
development in this sense can be optimal, depends on the 
functional form of the utility function [4].12 

A specific utility function is assumed here to have the 
following CES structure 

( )
σ

σ

−
−=⋅

−

1

1
)(

1CE
U  

where 0>σ  represents the inverse of the intertemporal 
elasticity of substitution. 

This functional form guarantees that both C  and 
E  grow at the same rate, so that the EC /  ratio is 
constant in equilibrium [16].13 We show in the next 

9One interpretation would be forests, which contribute to welfare both 
as sources of timber and also as stocks which provide many ecosystem 
services to society (for example, carbon's sequestration, preservation of 
bio-diversity) 
10For simplicity, time subscripts will be omitted in the rest of the paper 
11Constraints to the optimization problem could, for example, be intro-
duced by defining critical minimum levels for natural capital (Barbier 
and Markandya, 1990) or by excluding decreasing utility paths (Pezzey, 
1992). But as these restrictions usually involve inequality constraints, 
they may complicate the optimization problem considerably 
12While AH deal (to simplify the analysis) with a logarithmic, thus 
separable, utility function, we prefer to introduce a non-separable func-
tion instead (as in Musu, 1995), that allows to compare consumption 
and environmental quality as two substitutes, according to agents' tastes 
towards them. Nonetheless, it will be shown that both assumptions can 
be finally reconciled 
13We show that an improvement in natural capital is conductive to 
growth only if we assume that consumption and natural capital are 
substitutes, which implies UCE＜0. Therefore, households will be will-
ing to postpone part of their consumption opportunities only if the ex-
pected stock of natural capital is improved 

5Conversely, a negative value of γ  reduces abatement programs, thus 

finally increasing the amount of pollution realized. 
6We follow here the broad definition of natural capital given by Co-
stanza and Daly, 1992. 
7Conventional wisdom holds that plants will purify the air, helping to 
reduce concentration of harmful gases. But, recently, it has been shown 
that when temperatures exceed a threshold, trees and other plants emit 
chemicals that encourage toxic ozone production (Science, 2004). 
8Although several criticisms have been raised against the algebraic 
simplicity of this specification (e.g., Rosendahl, 1996), it remains still 
widely used in the literature of the field, as for example in our reference 
model of Aghion and Howitt, 1998. 
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section that this assumption is rich of powerful conse-
quences. In particular, for growth to be balanced, it will 
allow us to both derive (in equilibrium) a constant 
lower-bound level of dirty emissions, and a constant 
level of the pollution/output ratio either. 

3. The Social Planner Maximization Problem 

We assume that the social planner has to maximize the 
following discounted CES utility function, 

( )
dte

CE tρ
σ

σ
−

−
∞

−
−

∫ 1

11

0
 

subject to the following constraints: 

( )
( )

( ) γααα

ααα

θ
γϕ

+−

−

−−=

+=

−−=

11

1

1

1

zKSAEE

ASA

CzKSAK

A

A

A

&

&

&

 

and given initial positive values: 

( ) 000 )0()0(0 EEKKAA ===  

The current value Hamiltonian is given by 

( ) ( )[ ]
( )[ ] ( )[ ]ASzKSAE

CzKSA
CE

H

AA

Ac

γϕϑθµ

λ
σ

γααα

ααα
σ

++−−+

+−−+
−

−=

+−

−
−

11

1
1

1

1
1

1
 

where λ , µ  and ϑ  denote the costate variables as-

sociated with the accumulation of physical capital, natu-
ral capital and knowledge capital, respectively.14 

Solution to this optimal control problem implies the 
following necessary first order conditions15 

λσσ =−− 1EC  

γγµλ z)1( +=  

( ) ( ) AzKSAzKSA AA ϑγµαλα γαααααα =−−− +−−−− 11111 11  

accompanied by the equation of motion for each costate 
variable, that can be obtained with a bit of mathematical 
manipulation: 

( )

)(

)1(

1)1(
1

γϕρ
ϑ
ϑ

γθρ
µ
µ

ρα
γ

γ
λ
λ

γ

ααα

+−=

+−−=

+−−








+
−= −

&

&

&

z
E

C

zKSA A

 

and the transversality conditions for a free terminal state, 
whose specification is provided in the Appendix, that 
jointly constitute the so-called canonical system. 

Questions of interest include: how does pollution affect 

the growth rate of this economy in the steady state? And 
particularly, what is the optimal level of dirtiness? The 
basic feature of such a steady state implies that: 
 
Remark 1 Along a sustainable balanced growth path (BGP): 

1) The marginal rate of substitution between C  and E   is 
constant, 0, <= εECMRS . 

2) Both C  and E  grow at a constant rate, σ
ϕγρ

21
)(

−
+−=g . 

3) The degree of dirtiness, z , is constant. 
4) The BGP is non-degenerate and the growth rate of 

the economy is positive. 
In particular, from FOC's we can easily derive the fol-

lowing Bernoulli's differential equation for z , 
γγεφγ ++=+ 1)1( zzz&  

where θϕγφ −+= . More interestingly, a stable steady 

state occurs when 
 
Remark 2 The rate of new technological advances is 
lower than the speed at which nature regenerates (0<φ ), 

and the level of dirty emissions converges to a positive 
minimum threshold, z~  (stable equilibrium). 

If we concentrate on the stable solution, evolutionary 
path for )(tz  follows consequently. 

As depicted in Figure 1, when approaching the steady 
state the level of dirtiness (z ) lowers, but never collapses 

to zero, [ ]γ
γε

φ
1

)1(
~

+=z . It can be interpreted as an econ-

omy that moves along a long run sustainable path thanks 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Evolution of dirty emissions 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. The BGP growth rate 

14Appendix A derives the optimality conditions, which will be discussed 
in the rest of this section 
15Necessary condition for a maximum can be checked by studying the sign 
of all principal minors of the Hessian matrix for the control variables of the 
problem, whose determinant is formed by the following signs 

zt 

z ~ 

t 

g( γ ) 
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to a positive value of dirty emissions, unless we admit a 
stop in the economic development. This is consistent with 
the behavior of an advanced economy where, despite the 
presence of a high demand for environmental protection 
and a rise in technological innovations, it can be noted 
nonetheless a substitution amongst pollutants, whose 
pressure on the ecosystem is far away from disappearing. 

This economy seems to mimic one where, to achieve 
balanced growth, pollution grows at the same level of 
output. However, we conclude that this economy behaves 
in a sustainable way only if natural capital grows more 
than technological sector. To summarize, it can be thought 
as a simple parable to explain why rich economies, despite 
their preferences towards clean air, and the presence of a 
technological sector that permits to substitute inputs in 
production, still achieve high levels of output, though as-
sociated with higher levels of emissions (2CO , for exam-

ple) to the atmosphere of the environment they live. 

3.1 The Reduced Model 

We can reduce the dimension of the canonical system given 
so far through the following convenient variable substitution 

qz
E

C

m
K

Y

x
K

C

=

=

=

γ

 

and consequently end up with a new system in three di-
mensions, x , m , and q : 
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The associated Jacobian matrix at the steady state ( ∗x , 
∗m , ∗q ) is then 
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Studying the behavior of this economy while converg-
ing to the steady state needs particular attention, espe-
cially if we want to control for the presence of undesired 
outcomes due to the rise of indeterminacy problems. To 
this end, we apply the neat Routh-Hurwitz criterion to the 
structure of eigenvalues associated with J*, and easily verify 

that 0>∗trJ , and 0<∗DetJ . In this case, the sequence of 
signs becomes (-, +, ?, -), the only possibility is thus two 
positive and one negative eigenvalues. The interior steady 
state is therefore determinate, or saddle path stable.16 

This is quite a piece of news when dealing with a 
Romer-type economy, whose uniqueness of the equi-
librium trajectory, largely studied in several papers, 
showed the need for some parameters of the model to 
belong to a particular defined set. For example, Asada 
et al. [17] study the stability properties of a social plan-
ner version of the Romer model and several modifica-
tions of it, including the complementarity of different 
intermediate goods introduced by Benhabib et al. [18], 
and find the emergence of Hopf bifurcation points and 
stable periodic solutions [19,20]. 

More recently, Slobodyan [9] reconsiders a slightly 
simpler version of Benhabib et al. [18], and derives the 
restrictions on the parameter values necessary to obtain 
an interior steady state solution. He shows that Hopf bi-
furcation leading from determinate steady state to a com-
pletely stable one does not exist, but that indeterminate 
steady state can become absolutely unstable (explosive) 
through Hopf bifurcation. 

In this light, we ought to make a deep investigation, by 
relaxing the assumption made upon the research success 
parameter, γ , and show that in case we allow it to be-
come negative, some indeterminacy problems may finally 
arise, and thus complicate the possibility to attain a sus-
tainable equilibrium solution either. The next section is 
devoted to this end. 

3.2 A Numerical Analysis 

Without any loss of generality, and for the sake of sim-
plicity, in this section we analyze a simpler version of 
the model set above, where we constrain 1=σ . It is in-
deed like moving back to the AH model, where the struc-
ture of preferences implies a logarithmic utility function. 

Firstly, let us consider the case 0>γ , then the Jaco-

bian matrix easily reduces to 
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16Since the eigenvalues of J* are the solutions of its characteristic equa-
tion 
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with 

02* >= ρtrJ  

[ ] 022* <+−= ∗∗
∗

∗

xq
x

m
DetJ βδ

β
ρ

 

the system is still characterized by a two-change of sign 
(-, +, ?, -), which implies the local stability of the steady 
state solution. 

In particular, stability of system (S) needs 
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which implies, solving for ∗m , the following quadratic 
equation 
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and given 0>a , and 0>c , this allows us to understand 

why there is only one possible positive solution for ∗m  
in steady state, and the system is therefore locally stable, 
whatever the sign of b , as shown in Figure 3. 

On the contrary, if we allow the research success pa-
rameter (i.e. the degree of pollution abatement), to fall 
below zero, 0<γ , then some unexpected economic 

outcomes may arise. In particular, whenever 11 −<<− γα , 

we conclude that either 0, <ba  or 0>c , whose 

graphic representation in Figure 4 clearly shows the 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Unique equilibrium 

presence of two positive solutions for 0)( =∗mG , and 

thus consequently signal the emergence of a multiplicity 
of equilibria. 

To conclude, the new home-made inventories become 
a key indicator to achieve a long run sustainable equilib-
rium. On the one hand, in fact, we have shown so far that 
as long as an increase in the stock of knowledge is real-
ized, i.e. γ  is positive, the economy converges to a sad-

dle path stable steady state. On the other hand, when the 
home-made research sector experiences a decreasing 
level of new inventories, which means a negative value 
for γ , the economy is likely to manifest some indeter-

minacy problems. In this case, a multiplicity of equilibria 
is therefore possible to arise, and consequently generate a 
situation where the economy might be trapped in a lower 
equilibrium solution. Other non-economic factors are 
thus possibly acting as a means for equilibria to differ 
along the transition path towards the steady state. 

4. Concluding Remarks 

A clear connection between growth and the quality of the 
environment is complex. Some elements of environ-
mental quality appear to improve with growth; others 
worsen; still others exhibit deterioration followed by 
amelioration. Despite this evidence, most studies dealing 
with the impact of environmental policy on growth 
ignore the adverse effect of pollution on productivity. 
The state of the environment may worsen with time if 
concentrations of pollutants accumulate or if consumer 
tastes shift towards pollution-intensive goods. The op-
posite does occur if technological innovations make 
abatement less costly or if increasing awareness causes 
an autonomous shift in public demands for environ-
mental safeguards. To this end, only if technological 
progress has to provide the means to reducing the 
over-exploitation of natural resources, a sustainable 
growth can be possible. 

To bridge the existing gap we set up a model close to 
Aghion and Howitt [6] and examine the problem of sus-
tainable growth in presence of dirty (i.e. polluting) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Multiple equilibria 
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production processes. We show that under certain condi-
tions a sustainable growth is always attainable. The main 
difference with respect to our analysis regards the defini-
tion of a non-separable utility function (where both con-
sumption and the environment are seen as two substi-
tutes), and a particular technological sector where both 
home-made and outsourcing research activities are con-
sidered. 

Particular attention has been devoted to the transitional 
dynamics of the model around the steady state, where the 
role of home-made research has turned out as a key de-
vice for stability and uniqueness of equilibrium solutions. 
Indeed, if the home-made research parameter is allowed 
to be negative, some indeterminacy problems arise, and 
multiple equilibria are likely to emerge. In this latter case, 
some non-economic factors become crucial in the solu-
tion of our decision making problem. This is consistent to 
how real economies nowadays behave, whenever their 
different cultural backgrounds impinge on the approach 
used to tackle the problem of a sustainable allocation of 
the available natural resources amongst generations. That 
is also likely to influence the development path of these 
economies towards the steady state, and eventually trap 
the systems into an unavoidable low equilibrium level. 
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Appendix A 

The current value Hamiltonian for the maximization 
problem is given by 
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where λ , µ  and ϑ  denote the costate variables as-

sociated with the accumulation of physical capital, natu-
ral capital and knowledge capital, respectively. 

First order conditions can be written as: 
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(5) 
or rather, using (A.3a) it becomes 
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Equation of motion for each costate variable is given by 

λρλ +
∂
∂−=

K

H c&                   (7) 

µρµ +
∂

∂−=
E

H c
&                   (8) 

ϑρϑ +
∂

∂−=
A

H c&                   (9) 

and we can simply derive, by means of the conditions 
obtained above: 
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by substituting out condition (A.4a) into the law of mo-
tion of ϑ , it follows 
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whereas, taking logs in (A.2) and differentiating, we have 
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From condition (A.6) derives 
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·Arrow sufficiency theorem holds since the maxi-
mized Hamiltonian, evaluated along the optimal control 
variables, is concave in all the state variables, as we can 
simply check through the sing of the minors of the Hessian 
matrix, whose determinant implies the following sings 
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·hence, 01 <H , 02 >H , and 03 <H  iff 1>A , 

that is the number of designs must necessarily be greater 
that one. 

·Transversality conditions for a free terminal state 
hold for all shadow prices, and are given by 
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·Where λ~ , µ~ , ϑ~ , and K
~

, E
~

, A
~

, are the 

shadow prices and the state-values on the balanced 
growth path; 
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·Moreover, for free time t , we need to show that 
0lim =

∞→
H

t
, which is always verified due to convergence 

towards zero of both the discounted utility function, 

0)(lim =⋅ −

∞→

t

t
eU ρ , and all the multipliers, as proved above. 

Transitional dynamics of the problem can be studied 
by applying the Routh-Hurwitz criterion to the autono-
mous system 
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ABSTRACT 

In order to measure the quality of talent cultivation at the school of software engineering, a quality evaluation model 
based on fuzzy theory is put forward. In the model, a three-layer architecture, which is composed of overall goal layer, 
second goal layer, and attribute layer, is set up. It places emphasis on the demand of talents with practicability and 
engineering in the field of software engineering. Then a case is used in the model to illustrate its effectiveness. The ex-
perimental results show that the model can comparatively better evaluate the quality of talent cultivation, reach the 
expected objective, and fulfill the practical demand. According to the model, a quality evaluation software system is 
developed while a rainfall lifecycle development model and Microsoft Visual C++ Development Studio are utilized. 

Keywords: software engineering, cultivation quality evaluation, fuzzy computing model 

1. Introduction 

In order to fulfill the urgent social demands of software 
talents with high quality, practical experiences and com-
prehensive engineering skills in China, we have carried 
out a series of reform and innovation pertaining to the 
teaching contents and approaches, courses system, and 
management institution and operational mechanism. Up 
to now, we have come to deeply recognize that training 
talents of software engineering is similarly deemed to a 
item of talent production project. In the course of the 
teaching reform and innovation, it is significantly vital to 
lay emphasis on its training quality and effect which are 
the progress signpost in the forthcoming days. Generally 
speaking, it is rather difficult to measure the quality and 
effect of bringing up software talents quantitatively be-
cause they are closely related to numerous determinants 
[1,2]. Therefore, an accurate quality evaluation model 
about the training project of software talents at the uni-
versities is still not set up. Based on the social demands 
for software talents in China, we first put forward a 
qualitative model of quality evaluation of talent cultiva-
tion at the universities, and then exploit a fuzzy approach 
to give the quantitative computational results. Subse-
quently a case is used to testify its effectiveness. At last, a 
quality evaluation software system is developed while a 
rainfall lifecycle development model and Microsoft Vis-
ual C++ Development Studio are utilized. 

2. A Fuzzy Quality Evaluation Model for 
Software Talents 

We have referred to the generic ability evaluation standard 

of engineering graduates in UK, the USA and other 
European developed countries [3,4,5,6,7,8]. In addition, 
we have combined it with present practical situation at 
the campus schools and amended it properly. As a result, 
a quality evaluation model of training software talents is 
presented in Figure 1. In the model there are three layers: 
the top one is called overall objective layer and expressed 
by matrix A, the middle layer is called second objective 
layer and expressed by matrix B, and the lowest layer is 
called third attribute layer and expressed by matrix C, but 
it does not mean this layer is no importance. The corre-
sponding statements are shown in Table 1. 

3. A Fuzzy Evaluation Approach 

It’s quite difficult to get the exact values of the attributes 
in the model above. The fuzzy evaluation approach 
adapts to solve the problem well. Therefore it is used here 
to work out the solution to the problem. Its process is 
described as follows. 

1) Establish the evaluation expert group 
Different types of software experts are adopted to 

probe into the quality of training the software talents. 
They are usually composed of several experts such as 
field experts, senior managers, and users, and so forth. 
After the selection of evaluation expert group, a comment 
set is required to be determined. Supposing that the hier-
archical rank of software products is classified into five 
levels which correspond to a comment set V: V= (“excel-
lent”, ”good”, ”medium”, ”passed”, ”bad”) =(v1,v2,v3,v4, 
v5). 
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Figure 1. An evaluation model of training the talents of software engineering 

 
Table 1. The generic statements corresponding to the Figure 1 

1 Ability to exercise Key Skills in the completion of software engineering-related tasks at a level implied by the benchmarks 
associated with the following statements (B1) 
a) Communication (C11) 
b) Information Technology (C12) 
c) Application of Number (C13) 
d) Working with Others (C14) 
e) Problem Solving (C15) 
f) Improving Own Learning and Performance (C16) 
2 Ability to transform existing software systems into conceptual models (B2) 
a) Elicit and clarify client's true needs (C21) 
b) Identify, classify and describe software engineering systems (C22) 
c) Define real target software systems in terms of objective functions, performance specifications and other constraints (ie, de-
fine the problem) (C23) 
d) Take account of risk assessment, and social and environmental impacts, in the setting of constraints (including legal, and 
health and safety issues) (C24) 
e) Resolve difficulties created by imperfect and incomplete information (C25) 
f) Derive conceptual models of real target software systems, identifying the key parameters (C26) 
3 Ability to transform conceptual models into determinable models (B3) 
a) Construct determinable models over a range of complexity to suit a range of conceptual models (C31) 
b) Use mathematics and computing skills to create determinable models by deriving appropriate constitutive equations and 
specifying appropriate boundary conditions (C32) 
c) Use industry standard software tools and platforms to set up determinable models (C33) 
d) Recognise the value of Determinable Models of different complexity and the limitations of their application (C34) 
4 Ability to use determinable models to obtain system specifications in terms of parametric values (B4) 
a) Use mathematics and computing skills to manipulate and solve determinable models; and use data sheets in an appropriate 
way to supplement solutions (C41) 
b) Use industry standard software platforms and tools to solve determinable models (C42) 
c) Carry out a parametric sensitivity analysis (C43) 
d) Critically assess results and, if inadequate or invalid, improve knowledge database by further reference to existing software 
systems, and/or improve performance of determinable models (C44) 
5 Ability to select optimum specifications and create physical models (B5) 
a) Use objective functions and constraints to identify optimum specifications (C51) 
b) Plan physical modelling studies, based on determinable modelling, in order to produce critical information (C52) 
c) Test and collate results, feeding these back into determinable models (C53) 
6 Ability to apply the results from physical models to create real target software systems (B6) 
a) Write sufficiently detailed specifications of real target software systems, including risk assessments and impact statements 
(C61) 
b) Select production methods and write method statements (C62) 
c) Implement production and deliver products fit for purpose, in a timely and efficient manner (C63) 
d) Operate within relevant legislative frameworks (C64) 
7 Ability to critically review real target software systems and personal performance (B7) 
a) Test and evaluate real software systems in service against specification and client needs (C71) 
b) Recognise and make critical judgements about related environmental, social, ethical and professional issues (C72) 
c) Identify professional, technical and personal development needs and undertake appropriate training and independent re-
search(C73)   

 

 

 
C21-C26 C31-C36 C41-C46 C51-C56 C11-C16 C71-C76 C61-C66 

B2 B3 B4 B5 B1 B7 B6 

Overall objective layer 

 
second objective layer 

third attribute layer 

Comprehensive evaluation of training the talents of software engineering ( A) 
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2) Determine the single weights of the statements 
AHP (Analytical Hierarchy Process) is adopted to fig-

ure out the weights of the statements. The detailed steps 
are followed below. 

� According to the model above, a proper questionnaire 
is well-prepared for the experts. They determine the 
mutual weights among the statements in three layers. 
The weight matrix between overall objective layer A and 
second objective layer Bi is shown in Table 2. The matrix 
is usually called determinant matrix. We can obtain other 
determinant matrixes in the same way. Thereafter they 
fill out the comments about the attribute layer statements 
as Table 3. 

� Construct the single determinant matrix 
The AHP constructs the determinant matrix by terms 

of relationship among the statement items, and their pro-
portional scales are among 1-9 [9]. Supposing that A 
represents the object set, U the evaluation item set, ui 

(i=1,2,…,n) the evaluation item, and uij represents mutual 
weight between ui and uj (j=1,2,…,n), the determinant 
matrix is expressed below. 
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� Calculate the normalized weights of all evaluation 
items above 
The geometric average method is used to gain the ei-

genvector corresponding to the most characteristic root 

maxλ  of matrix U above. And it is normalized and shaped 

into the weights of all evaluation items. The detailed 
formula is following 
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where i, j = 1, 2 ,…, n. The result T
nWWWW ),,,( 21 L=  

is the above-mentioned eigenvector. 
 

Table 2. Weight matrix of A and B 

A B1 B2 B3 B4 B5 B6 B7 
B1        
B2        
B3        
B4        
B5        
B6        
B7        

 
Table 3. Subjection degrees about attribute layer statements 

Comment set Attributer layer 
statements excellent good Medium passed bad 

C11      
C12            
C73      

� Consistency testing 
Supposing that U is a matrix with n ranks, uij (1≤i≤n，
1≤j≤n) is an element in U, if all elements of U have a 
property of transitivity, that is to say ikjkij uuu =× , the 

matrix U is called a consistency matrix. A consistency 
matrix can be verified by the formula (3) 

RICICR =                          (3) 

where CR is called the random consistency ratio of the 
determinant matrix, RI is called the average random con-
sistency ratio of the determinant matrix, and CI is called 
the general consistency item which can be expressed by 
the formula (4) 

)1()( max −−= nnCI λ             (4) 

where n is the rank of the determinant matrix. maxλ  is 

decided by the following formulae (5) and (6) 
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when CR<0.10, it can be concluded that the determinant 
matrix has a satisfactory property of consistency, that is 
to say that the distributed weights are proper, vice versa. 

� Calculate the comprehensive weights 
The distributed weights of the second objective layer to 
the third attribute layer are obtained by the formula (3). 
The distributed weights of the overall objective layer to 
the second objective layer is calculated by the formula (7) 

ij

n

j
jWCWBW ∑

=
=

1

                (7) 

where jWB  is the important weight of jB  (1<j<7) 

corresponding to A, and ijWC  is the important weight 

of ijC  corresponding to jB . When jB  has no bearing 

with ijC , ijWC =0. 

3) Determine the subjection degrees of the quality 
evaluation 

When carrying out the evaluation of talent cultivation 
of software engineering, field experts, together with sen-
ior manager (policy-makers) and customers, give the de-
cisive subjection degree according to the defined com-
ment set above. It can explicitly be expressed by the sub-
jection degree matrix R below 

kmijrR ×= )(                    (8) 

where ijr  is the percentage of regarding the i-th evalua-

tion statement as the j-th comment class. And it is also 
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expressed by ddr ijij =  where ijd  is the number of 

the members of drawing the conclusion that the i-th 
evaluation statement belongs to the j-th comment class, d 
is the total of the members, m is the number of the state-
ments, and k is the evaluation rank. 

4) Calculate the final evaluation result 
After attaining the subjection degree matrix R, we cal-

culate the comprehensive evaluation vector S of talent 
cultivation of software engineering. Then we adopt the 
Weighted Average Model of comprehensive evaluation- 
M (*,+) in order to consider all relevant factors appropri-
ately and remain their information. The comprehensive 
evaluation vector S and the comprehensive evaluation 
result P are displayed in (9) and (10) respectively 

RWS a
c ×=                        (9) 

TSVP ×=                        (10) 

In the formula (9), a
cW  is the comprehensive weights 

of third attribute layer C corresponding to overall objec-
tive layer A. As a result, the quality level of talent culti-
vation of software engineering at campus universities can 
easily be performed by the formula (10) and the task of 
quality evaluation of talent cultivation of software engi-
neering is successfully completed. 

4. Illustration 
In order to testify the effectiveness of the presented 
model above, we take a practical case for example. Based 
on the model, we perform the demonstration in accor-
dance with the following steps. 

1) Calculate the single weights of the statements 
The AHP is exploited to construct the single determi-

nant matrixe as Table 2 and normalized by Formula (2). 
Then the consistency testing is done by Formula (3). If 
the CR is less than 0.1, the comprehensive determinant 
matrix is obtained by Formula (7). The two results are 
shown in Tables 4 and 5. 

2) Calculate the subjection degree matrix 
After the mutual weights of three layers are decided, 

 
 
 

15 relevant members give their evaluation opinions to the 
quality of talent cultivation of software engineering with 
the aid of the comment set above. The subjection degree 
matrix 530×R  is gotten by Formula (8) and normalized 

into Formula (11). 
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3) Calculate the comprehensive evaluation value 

)067.0,0415.0,2123.0,4635.0,2175.0(=
×= RWS a

c

(12) 

728.3

)067.0,0415.0,2123.0,4635.0,2175.0()1,2,3,4,5(
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×=

×=
T
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(13) 

From Formulae (12) and (13), we find that if the subjec-
tion degree is 0.2175, the quality is excellent; if the 
 
Table 4. The single weights of the second objective layer 
B corresponding to the third attribute layer C 

B1(0.476) B2(0.266) … 

C11 C12 C13 C14 C15 C16 … … 

0.299 0.141 0.105 0.168 0.127 0.160 … … 
 
Table 5. The comprehensive weights of the second objec-
tive layer B and the third attribute layer C correspond-
ing to the overall objective layer A 

B1(0.476) B2(0.266) … 

C11 C12 C13 C14 C15 C16 … … 

0.138 0.089 0.049 0.078 0.059 0.096 … … 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. The system workflow 

Open file Add or Delete data 

Acquirement of determi-
nant matrix of attribute 
layer 

Acquirement of determinant 
matrixes of overall objective 
layer and second objective layer 
and judgement of consistency 

Calculate the single evalua-
tion value 

Calculate the characteristic 
vectors of overall objective layer 
and second objective layer 

Calculate the final evaluation result Save file 
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Figure 3. The quality evaluation system 

 
subjection degree is 0.4635, the quality is good; if the 
subjection degree is 0.2123, the quality is medium; if the 
subjection degree is 0.0415, the quality is passed; if the 
subjection degree is 0.067, the quality is bad. If =V  
{ }1,2,3,4,5  is quantified, the comprehensive evaluation 

value is 3.728 and its final evaluation quality is “medium”. 

5. Developing the Quality Evaluation System 

The workflow of the quality evaluation system is de-
scribed as Figure 2. In the figure, we divide the system 
into five modules which include Add or Delete module, 
Calculate the single evaluation value of certain attribute 
module, Consistency testing module, Calculate the char-
acteristic vector module, and Calculate the final evalua-
tion value module. 

The quality evaluation software system is developed as 
Figure 3 while a rainfall lifecycle development model and 
Microsoft Visual C++ Development Studio are utilized. 

6. Conclusions 

Based on the quality evaluation model of talent training 
of software engineering, a fuzzy quality evaluation sys-
tem of talent training of software engineering is devel-
oped. It can easily measure the quality level of talent cul-
tivation of software engineering and provide a good 
evaluation platform for software talent cultivation. How-
ever, some aspects on the consistency testing and deter-
minant matrix construction will be further addressed in 
the future. 
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