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#### Abstract

In the prequel to this paper we introduced eight reproducing graph models. The simple idea behind these models is that graphs grow because the vertices within reproduce. In this paper we make our models more realistic by adding the idea that vertices have a finite life span. The resulting models capture aspects of systems like social networks and biological networks where reproducing entities die after some amount of time. In the 1940's Leslie introduced a population model where the reproduction and survival rates of individuals depends upon their ages. Our models may be viewed as extensions of Leslie's model-adding the idea of network joining the reproducing individuals. By exploiting connections with Leslie's model we are to describe how many aspects of graphs evolve under our systems. Many features such as degree distributions, number of edges and distance structure are described by the golden ratio or its higher order generalisations.
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## 1. Introduction

Networks are everywhere, wherever a system can be thought of as a collection of discrete elements, linked up in some way, networks occur. With the acceleration of information technology more and more attention is being paid to the structure of these networks, and this has led to the proposal of many models [1-3].
In many situations networks grow-expanding in size as material is produced from the inside, not added from outside. To study network growth we introduced a class of pure reproduction models [4,5], where networks grow because the vertices within reproduce. These models can be applied to many situations where entities are introduced which derive their connections from pre existing elements. Most obviously they could be used to model social networks, collaboration networks, networks within growing organisms, the internet and protein-protein interaction networks. One of our systems (model 3) has also been introduced independently [6], proposed as a model for the growth of online social networks.
In our pure reproduction models networks grow endlessly in a deterministic fashion. This allows a rigorous analysis, but costs a degree of realism. Nature includes birth and death and entities may be destroyed for
reasons of conflict, crowding or old age. In this paper we consider age; and extend our models by including vertex mortality.

## 2. The Models

In [5] we defined a set $\left\{F_{m}: m \in\{0,1, \cdots, 7\}\right\}$ of eight different functions $F_{m}$ which map graphs to graphs. $F_{m}(G)$ is the graph obtained by simultaneously giving each of $G$ 's vertices an offspring vertex and then adding edges according to some rule. The connections given to offspring depend upon the binary representation $\alpha \beta \gamma$ of $m$ (i.e. $m=4 \alpha+2 \beta+\gamma$ ) as follows:
$\gamma=1 \Leftrightarrow$ offspring are connected to their parent's neighbours,
$\beta=1 \Leftrightarrow$ offspring are connected to their parents,
$\alpha=1 \Leftrightarrow$ offspring are connected to their parent's neighbour's offspring.

In our age capped reproduction models we think of the vertices as having ages. Graphs grow under these models exactly as before, except that vertices grow and then die when their age exceeds some pre-specified integer $Q$. Our new update operator $T_{m, Q}$ is defined so that $T_{m, Q}(G)$ is the graph obtained by taking the graph $G$ and performing the following process;

1) Increase the age of each vertex by one.
2) Give every vertex an age zero offspring, born with connectivity dependant upon $m$, as above (i.e. the new graph is $\left.F_{m}(G)\right)$.
3) Remove every vertex with age greater than the age cap $Q$.
We are interested in the sequence $\left\{G_{t}\right\}$ of graphs which evolve from an initial structure $G_{0}=\left(V_{0}, E_{0}\right)$ in such a way that $G_{t+1}=T_{m, Q}\left(G_{t}\right), \forall t \geq 0$. We always suppose that initial vertices have age $\leq Q$.

## 3. The Number of Vertices

The number of vertices $\left|G_{t}\right|$ in $G_{t}$ is deeply connected with the golden ratio and its generalisations. The number $n_{i}^{t}$ of age $i$ vertices in $G_{t}$ can be conveniently described in terms of Leslie matrices.

In Leslie's population model [7,8] individuals of age $i$ have a survival rate $s_{i}$ and fertility rate $f_{i}$. The expected number of individuals of a given age, at a given time, is kept track of via repeated multiplication of the state vector with the 'Leslie matrix'

$$
\left(\begin{array}{ccccc}
f_{0} & f_{1} & f_{2} & \cdots & f_{Q} \\
s_{0} & 0 & 0 & \cdots & 0 \\
0 & s_{1} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & s_{Q} & 0
\end{array}\right)
$$

In our case $n^{t+1}=L . n^{t}$ where $n^{t}=\left(n_{0}^{t}, n_{1}^{t}, \cdots, n_{Q}^{t}\right)^{T}$ and $L$ is the Leslie matrix with $s_{i}=f_{i}=1, \forall i$.
$L$ is a primitive matrix with characteristic polynomial

$$
\sum_{i=0}^{Q} x^{i}=x^{Q+1}
$$

and principle eigenvalue $\lambda_{Q}$ (also known as the $Q+1$ step Fibbonacci constant). The golden ratio is $\lambda_{1}=\frac{1+5^{1 / 2}}{2}$, $\lambda_{2}=1.8393, \lambda_{3}=1.9276, \lambda_{4}=1.96559$ and $\lambda_{Q} \rightarrow 2$ as $Q \rightarrow \infty$. When $t$ is large $n^{t+1}=\lambda_{Q} n^{t}$ where
$n^{t}=c\left(1,\left(\lambda_{Q}\right)^{-1},\left(\lambda_{Q}\right)^{-2}, \cdots,\left(\lambda_{Q}\right)^{-Q}\right)^{T}$ is the stable age distribution and $c$ is a constant which depends upon the initial state of the system.

Let $d_{i}=\left(\delta_{i, 0}, \delta_{i, 1}, \ldots, \delta_{i, Q}\right)^{T}$ where $\delta_{i, j}$ is the Kronecker delta. The $n$ step Fibonacci numbers $f_{i}^{[n]}$ are natural generalisations of the famous Fibonacci numbers [9] which can be generated by repeatedly multiplying $d_{0}$ by $L$. When $G_{0}$ is age zero (i.e. all its vertices have zero age) $n_{i}^{t}=\left|G_{0}\right| \cdot\left(L^{t} d_{0}\right)_{i}$, where $\left(L^{t} \cdot d_{0}\right)_{i}=f_{t+1-i}^{[Q+1]}$. In such a case $G_{t}$ will have $\left|G_{0}\right| \cdot f_{t+2}^{[Q+1]}$ vertices.

## 4. Binary Strings

As we update our graphs, their vertex sets will grow, and a good way to keep track of these vertex sets is to use binary strings. Suppose $v$ is a vertex of $G_{0}$. When we update $G$ we write $(v, 0)$ and $(v, 1)$ to denote $v$ 's offspring, and $v$ itself (respectively), in the graph $G_{1}$. This means, for example, that $((v, 0), 0)$ is the grand child of $((v, 1), 1)$ in $G_{2}$. We use short hand by omitting the parenthesis, so for example we write $((v, 0), 0)$ as $v 00$. An example of the evolution of model 2 is shown in Figure 1.

When our age cap $Q=\infty$ an initial graph $G_{0}=\left(V_{0}, E_{0}\right)$ will evolve in exactly the same way as in pure reproduction i.e. $G_{t}=F_{m}^{t}\left(G_{0}\right)$; this will have vertex set $V_{0} \times\{0,1\}^{t}$ and edge set as specified in [5]. When $Q$ is finite the situation is more complex, but our binary string notation allows us to keep track of the ages of vertices in a convenient way.

Let $a b$ denote the concatenation of binary strings $a$ and $b$ and let $a^{t}$ denote the string obtained by concatenating $a$ with itself $t$ times. Suppose $v\left(a 01^{n}\right)$ is a vertex of $G_{t}$ for some $a \in\{0,1\}^{t-1-n}$. Now $v(a 0)$ is a new born offspring in $G_{t-n}$ and every subsequent 1 in $v\left(a 01^{n}\right)$ 's name corresponds to an update within which


Figure 1. A depiction of the evolution of model 2 when $Q=2$, starting with an isolated vertex named $p$.
this vertex survives as a parent and gets older by one. It follows that $v\left(a 01^{n}\right)$ will be an age $n$ vertex in $G_{t}$.

## Theorem 1

If every vertex of the initial graph $G_{0}=\left(V_{0}, E_{0}\right)$ is age zero then $G_{t}$ will be the subgraph of $F_{i}^{t}\left(G_{0}\right)$ induced upon the vertex set $V_{0} \times W_{Q}^{t}$, where $W_{Q}^{t} \subseteq\{0,1\}^{t}$ denotes the set of all $t$ length binary strings which do not contain a run of $Q+1$ consecutive 1 's.

## Proof

Suppose $G_{t}$ is the subgraph of $F_{i}^{t}\left(G_{0}\right)$ induced upon $V_{0} \times W_{Q}^{t}$, as is clearly the case when $t=0$. An age $n$ vertex $v a$ in $G_{t}$, with $v \in V_{0}$, will produce an offspring $v(a 0)$ in $G_{t+1}$. va will also survive to become $v(a 1)$ iff $n<Q$. Such an $a$ must be of the form $01^{n}$ or $1^{n}$. It follows that $G_{t+1}$ will be the subgraph of $F_{i}^{t+1}(G)$ induced upon $V_{0} \times X$ where $X$ is the set of all $a x$ with $a \in W_{Q}^{t}$ and $x \in\{0,1\}$ such that $a_{t-n+1} a_{t-n+2} \cdots a_{t} x \neq 1^{Q+1}$. Clearly $X$ is $W_{Q}^{t+1}$ so we can use induction with $t$ to prove the result $\square$.

If the initial graph holds vertices of non-zero age; $G_{t}$ can be obtained by taking the structure described in theorem 1 and removing every vertex of the form $v\left(1^{n} a\right)$, where $n$ plus the age of $v$ (in $G_{0}$ ) is greater than $Q$.

## 5. How Edges Connect Vertices of Different Ages

To keep track of the number of edges of $G_{t}$ it helps to consider how vertices of different ages link to one another. Let $S$ denote the Leslie matrix with all survival rates set at one and all fertility rates set at zero. Let $F$ denote the Leslie matrix with all survival rates set at zero and all fertility rates set at one (note $L=S+F$ ). Let us ${ }_{T}$ define the age sampling vector $X=\left(X_{0}, X_{1}, \cdots, X_{Q}\right)^{T}$ of a vertex to be such that $X_{i}$ is the number of neighbours it has of age $i$.

Applying the $T_{m, Q}$ update will cause an age $n \leq Q$ vertex to have an offspring with age sampling vector

$$
\begin{equation*}
o_{m, n}(X)=(\gamma S+\alpha F) \cdot X+\beta\left(1-\delta_{n, Q}\right) \cdot d_{n+1} \tag{1}
\end{equation*}
$$

and also, provided $n<Q$, this vertex will also survive the $T_{m, Q}$ update to become a parent with age sampling vector

$$
\begin{equation*}
p_{m}(X)=(S+\gamma F) \cdot X+\beta \cdot d_{0} . \tag{2}
\end{equation*}
$$

Equations (1) and (2) describe how the age sampling vector of a vertex determines the age sampling vector of itself and its offspring on the next time step. Repeatedly using these equations allows us to understand how the history of a vertex relates to its connectivity. The sequence of zeros and ones in $a$ tell us the sequence of birth and survival stages which lead to the creation of a vertex
$v a$ in $G_{t}$ Given this information one can compute the age sampling vector of $v a$ by performing the corresponding sequence of $o_{m, n}$ and $p_{m}$ operations-starting with the age sampling vector of the initial vertex, $v$, in $G_{0}$ 。

Let $e_{i, j}^{t}$ denote the number of edges of $G_{t}$ that connect vertices of age $i$ to vertices of age $j$. We consider how $e_{i, j}^{t}$ evolves in order to describe the growth rate of the number of edges in the different models. The vector $e_{i}^{t}=\left(e_{i, 0}^{t}, e_{i, 1}^{t}, \cdots, e_{i, Q}^{t}\right)$ is equal to the sum of the age sampling vectors of all of $G_{t}$ 's age $i$ vertices and hence satisfies the equations

$$
\begin{align*}
e_{0}^{t+1} & =\sum_{j=0}^{Q}\left((\gamma S+\alpha F) e_{j}^{t}+\beta\left(1-\delta_{j, Q}\right) n_{j}^{t} \cdot d_{j+1}\right)  \tag{3}\\
& i>0 \Rightarrow e_{i}^{t+1}=(S+\gamma F) \cdot e_{i-1}^{t}+\beta \cdot n_{i-1}^{t} \cdot d_{0} \tag{4}
\end{align*}
$$

Since the graphs we are concerned with are undirected we have $e_{i, j}^{t}=e_{j, i}^{t}, \forall i, j$.

The average asymptotic rates of increase of the minimal and maximal degrees for the different models are given in Table 1. We use the term average because, under some models, these extremal degrees increase at varying rates dependant upon the time modulo $Q+1$. These rates where found by determining which binary string describes a vertex with maximal (or minimal) degree and using Equations (1) and (2). For example, suppose the initial graph $G_{0}$ is age zero, and holds a vertex $v$ with maximal degree, $\operatorname{deg}(v)$, also suppose $t=n .(Q+1)+c$, for $c \leq Q$. When $m=1$ the vertex $v a$, with $a=\left(1^{Q} 0\right)^{n} 1^{c}$, will have maximal degree in $G_{t}$. This vertex will have age sampling vector $L^{c}\left(S . L^{Q}\right)^{n}\left(\operatorname{deg}(v) \cdot d_{0}\right)$. The degree of the vertex with this form will increase by $\left(\lambda_{Q-1}\right)^{Q}$ every subsequent $Q+1$ time steps, and so it follows that the average asymptotic rates of increase of the maximal degree when $m=1$ is $\left(\lambda_{Q-1}\right)^{Q /(Q+1)}$.

Table 1. A table showing the average asymptotic growth rates of the minimal and maximal degrees under the different models $m$. The notation $\operatorname{LIN}(x)$ indicates that the extremal degrees increase linearly (as opposed to exponentially) with time with gradient $x$.

| $m$ | growth rate of the <br> minimal degree | growth rate of the <br> maximal degree |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 1 | 0 | $\left(\lambda_{Q-1}\right)^{Q_{(Q+1)}}$ |
| 2 | 0 | 1 |
| 3 | 1 | $\left(\lambda_{Q-1}\right)^{Q_{(Q+1)}}$ |
| 4 | 1 | 1 |
| 5 | $\lambda_{Q}$ | $\lambda_{Q}$ |
| 6 | $\operatorname{LIN}(Q)$ | $\operatorname{LIN}(Q+1)$ |
| 7 | $\lambda_{Q}$ | $\lambda_{Q}$ |

## 6. Connectivity, Degrees and Distances in Specific Models

In this section we will focus on reproduction mechanisms with $m \in\{1,2,3,5,6,7\}$, one after another, and discuss the development of: connected components, number of edges, degree distributions, average path length and diameter. We do not discuss the dynamics when $m=0$ or $m=4$ because they are relatively uninteresting.

Before we discuss the specifics it is worth pointing out an effect that occurs under many models. We say that a graph is age mixed when each of it edges connect a pair of vertices with different ages.

If $\alpha=0$ and $t>Q$ then $G_{t}$ will be age mixed. The reason is that when $\alpha=0$ offspring are not born connected to one another. So when $t>Q$ all of the initial vertices will be dead, and $G_{t}$ will never again produce linked vertices with the same age.

Saying that $G_{t}$ is age mixed has many implications, for example it means that $G_{t}$ has chromatic number $\leq Q$ because its vertices may be coloured according to their ages.

### 6.1. Aspects of Model 1

Suppose $m=1$ and we begin with a connected graph. $G_{t}$ will typically consist of a growing connected component and lots of isolated vertices.

In the special case when $t>Q=1$, updates do not cause the connected part of $G_{t}$ 's structure to change. The reason is that $G_{t}$ is age mixed and every new born vertex either has a dead parent, which it replaces, or no surviving neighbours.

Suppose $G_{0}=\left(V_{0}, E_{0}\right)$ is an age zero graph with $u \in V_{0}$. Any vertex $u a$ of $G_{t}$ will be isolated iff $a$ holds a run of $Q+1$ consecutive zeros.

To see this note that theorem 1, together with results from [5], imply that $v b$ will be a neighbour of $u a$ iff $\{u, v\} \in E_{0}, \quad b \in W_{Q}^{t}$ and $a_{i}=0 \Rightarrow b_{i}=1, \forall i$. Now if $a$ holds a run of $Q+1$ consecutive zeros then this means $b$ holds a run of $Q+1$ consecutive ones, which means $b \notin W_{Q}^{t}$, so no neighbour $v b$ can actually exist. On the other hand if $a$ does not hold a run of $Q+1$ consecutive zeros, and $\{u, v\} \in E_{0}$ then $\{u a, v b\} \in E_{t}$, where $b_{i}=1-a_{i}, \forall i$.

Let $Y_{i}^{t}$ denote the set of $t$ length binary strings of the form $a x^{i}$ where $a$ is any $t-i$ length string which does not hold a run of $Q+1$ consecutive 0 's or a run of $Q+1$ consecutive 1 's, and $x \in\{0,1\}: x \neq a_{t-i}$. By our argument above the number of non-isolated vertices in $G_{t}$ will be $\left|G_{0}\right| \sum_{i=1}^{Q}\left|Y_{i}^{t}\right|$. For example consider a string $100110 \in Y_{1}^{6}$ (when $Q=2$ ), this string can be
thought of as being responsible for generating the strings $1001101 \in Y_{1}^{7}$ and $1001100 \in Y_{2}^{7}$ at the next time step. Following similar reasoning one can see that, for generic $Q$, we have the difference equation;

$$
\left(\begin{array}{c}
\left|Y_{1}^{t+1}\right| \\
\left|Y_{2}^{t+1}\right| \\
\left|Y_{3}^{t+1}\right| \\
\vdots \\
\left|Y_{Q}^{t+1}\right|
\end{array}\right)=\left(\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & 1 & 0
\end{array}\right)\left(\begin{array}{c}
\left|Y_{1}^{t}\right| \\
\left|Y_{2}^{t}\right| \\
\left|Y_{3}^{t}\right| \\
\vdots \\
\left|Y_{Q}^{t}\right|
\end{array}\right)
$$

which involves the $Q \times Q$ Leslie matrix. It follows that the number of non-isolated vertices in $G_{t}$ increases asymptotically at a rate of $\lambda_{Q-1}$ (whilst the total number of vertices grows at a rate of $\lambda_{Q}$ ), meaning eventually almost every vertex of $G_{t}$ will be isolated.

Although vertices do get destroyed during the the $T_{1, Q}$ they are always replaced by offspring which link to their old neighbours. The only way that a component of $G_{0}$ could be disconnected under the update (in a non-trivial way) is if $G_{0}$ has a cutset of edges that connect pairs of age $Q$ vertices. This can only happen during the first $Q$ updates.

Regarding the edges, Equations (3) and (4) lose their dependance upon $n_{i}^{t}$ and $t>Q \Rightarrow e_{i, i}^{t}=0, \forall i$. Given these considerations we can reduce (3) and (4) to the following system of linear difference equations:

$$
\forall i, j \in\{1,2, \cdots, Q\} \text { such that } i<j
$$

$$
\begin{gather*}
e_{0, i}^{t+1}=\sum_{n=0}^{i-2} e_{n, i-1}^{t}+\sum_{n=i}^{Q} e_{i-1, n}^{t}  \tag{5}\\
e_{i, j}^{t+1}=e_{i-1, j-1}^{t} . \tag{6}
\end{gather*}
$$

We can cast this system as a matrix difference equation which describes the evolution of

$$
\left(\begin{array}{c}
e_{0,1}^{t}  \tag{7}\\
e_{0,2}^{t} \\
\vdots \\
e_{0, Q}^{t} \\
e_{1,2}^{t} \\
e_{1,3}^{t} \\
\vdots \\
e_{1, Q}^{t} \\
e_{2,3}^{t} \\
\vdots \\
e_{2, Q}^{t} \\
\vdots \\
\vdots \\
e_{Q-1, Q}^{t}
\end{array}\right)
$$

The matrix which describes how (7) changes is primitive with principle eigenvalue $\mu_{Q}$ so the number of edges in $G_{t}$ increases at a rate of $\mu_{Q}$ asymptotically. $\mu_{1}=1$, $\mu_{2}=\lambda_{2}=1.8393, \mu_{3}=2.3336$ and $\mu_{4}=2.6077$. In general $\mu_{Q}$ increases with $Q$ and $\mu_{\infty}=3$.

Let $D_{t}(n)$ denote the number of vertices of degree $n$ in $G_{t}$. Computer simulations suggest that when $1 \ll t<n$ we have $D_{t}\left(\left\lfloor\lambda_{Q-1} \cdot n\right\rfloor\right)=\left(\lambda_{Q-1}\right)^{-1} . D_{t}(n)$ so it appears at the high end, as if the distribution obeys a geometric law. Whilst it seems there is some pattern in the degree distribution at the high degrees, the behaviour of the distribution of the lower degree vertices is more mysterious. For example it appears that when $Q>1$ there will be less degree 1 vertices than degree 2 vertices when $t$ is large.

Global notions of distance (such as diameter) do not really make sense when $m=1$ because the structure is disconnected, with many isolated vertices.

### 6.2. Aspects of Model 2

Introducing an age cap into the $m=2$ model leads to fascinating self replicative behaviour. Whatever graph we begin with we end up with a set of special tree graphs that grow up and break into more tree graphs. Let $S_{Q}^{t}$ denote the graph obtained by starting with an age zero isolated vertex and evolving updating it with $T_{2, Q}, t$ times. This graph will have vertex set $W_{Q}^{t}$ and a pair of vertices $a, b$ will be adjacent iff $\exists k \in\{1,2, \cdots, t\}$ such that $\forall i \in\{1,2, \cdots, t\}$ we have $i<k \Rightarrow a_{i}=b_{i}, \quad i=k \Rightarrow$ $a_{i} \neq b_{i}$ and $i>k \Rightarrow a_{i}=b_{i}=1$.
To understand the self replicative behaviour in $S_{Q}^{t}$ it helps to understand the self similarity of $S_{\infty}^{t}$, the oldest and most central vertex of which is $1^{t}$. Consider any neighbour $1^{t-n-1} 01^{n}$ of $1^{t}$. Since structures grow out of every vertex in the same way; the subgraph, $X_{n}^{t}$, induced upon the vertices $\left\{1^{t-n-1} 0 x: x \in\{0,1\}^{n}\right\}$ which grew out of $1^{t-n-1} 01^{n}$, over $n$ time steps, will be age-isomorphic to the graph $S_{\infty}^{n}$ which grew out of the initial vertex, over $n$ time steps (by age-isomorphic we mean there is a one to one mapping, from one vertex set to the other, which preserves the adjacency, non-adjacency and ages of the vertices).
More generally $S_{Q}^{t}=S_{\infty}^{t}$ when $t \leq Q$, and $S_{Q}^{Q+1}$ is the graph obtained by taking $S_{\infty}^{Q+1}$ and removing the oldest vertex, $1^{Q+1}$. Since $S_{Q}^{t+1}$ is a tree, the removal of $1^{Q+1}$ causes the graph to break into numerous components, namely $X_{0}^{Q+1}, X_{1}^{Q+1}, \cdots, X_{Q}^{Q+1}$. Since $X_{n}^{Q+1}$ is age-isomorphic to $S_{\infty}^{n}$, it follows that $S_{Q}^{Q+1}$ consists of $Q+1$ different connected components, one age-isomorphic to $S_{\infty}^{n}$ for each $n \leq Q$. Each of these connected components will evolve in the same manner-growing until the age of its central vertex exceeds $Q$, at which point it will
fragment into yet more of these special trees.
Any initial graph will evolve to become a set of these trees after $Q+1$ time steps. The reason is that when $t=Q+2$ all of the initial vertices will have died. This means the oldest surviving ancestor of any vertex in $G_{Q+2}$ will be a vertex which was born when $t>0$. If a pair of vertices lie within the same connected component in $G_{Q+2}$ then they will have the same oldest surviving ancestor, and it follows that every connected component of $G_{Q+2}$ is a tree structure which grew out of a vertex that was not initially present, and is hence age isomorphic to $S_{\infty}^{n}$ for $n \leq Q$.

Let $C_{n}^{t}$ denote the number of connected components of $G_{t}$ which are age-isomorphic to $S_{\infty}^{n}$ for $n \leq Q$. The vector $C^{t}=\left(C_{0}^{t}, C_{1}^{t}, \cdots, C_{Q}^{t}\right)^{T}$ satisfies the matrix equation $C^{t+1}=\Gamma . C^{t}$, where

$$
\Gamma=\left(\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 1 \\
1 & 0 & \cdots & 0 & 1 \\
0 & 1 & \cdots & 0 & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 1
\end{array}\right)
$$

is equivalent to the transpose of the Leslie matrix $L$. It follows that when $t$ is large $C_{n}^{t}$ will increase at a rate of $\lambda_{Q}$ and the probability that a random connected component is age-isomorphic to $S_{\infty}^{i}$ will be

$$
\begin{equation*}
p_{i}=\frac{\sum_{x=0}^{i} \lambda_{Q}^{-x}}{\sum_{y=0}^{Q} \sum_{x=0}^{y} \lambda_{Q}^{-x}}=\frac{1-\lambda_{Q}^{-(i+1)}}{Q+1+\left(\frac{1-\lambda_{Q}^{-(Q+1)}}{1-\lambda_{Q}}\right)} \tag{8}
\end{equation*}
$$

The number of edges is described by the equations:

$$
\begin{gather*}
e_{0}^{t+1}=\sum_{j=0}^{Q-1} n_{j}^{t} \cdot d_{j+1}  \tag{9}\\
i>0 \Rightarrow e_{i}^{t+1}=S \cdot e_{i-1}^{t}+n_{i-1}^{t} \cdot d_{0} \tag{10}
\end{gather*}
$$

When $t>Q$ we will have $e_{i, i}^{t}=0, \forall i$. This implies that $\forall i, j \in\{0,1, \cdots, Q\}: i<j$ we have $e_{i, j}^{t}=n_{j-i-1}^{t-i-1}$ and so the number of edges in $G_{t}$ increases at a rate of $\lambda_{Q}$ asymptotically.

We can gain the asymptotic form of the degree distribution of $G_{t}$. First note that the graph $S_{\infty}^{i}$ has $2^{i}$ vertices. The number of degree $k$ vertices in $S_{\infty}^{i}$ will be

$$
\begin{equation*}
\Delta_{k}^{i}=\left(\left\lfloor 2^{i-k}\right\rfloor+\delta_{k, i}\right)\left(1-\delta_{k, 0}\right)+\delta_{i, 0} \cdot \delta_{k, 0} \tag{11}
\end{equation*}
$$

Now the probability $\frac{D_{t}(k)}{\left|G_{t}\right|}$ that a randomly selected vertex of $G_{t}$ will be of degree $k$ will be equal to [the probability that a randomly selected vertex of $G_{t}$ be-
longs to a connected component isomorphic to $S_{\infty}^{i}$ ] times [the probability that a randomly selected vertex of $S_{\infty}^{i}$ will have degree $k$ ], summed over all $i \in\{0,1, \cdots, Q\}$.

For large $t$ the probability that a randomly selected vertex of $G_{t}$ belongs to a connected component isomorphic to $S_{\infty}^{i}$ is

$$
\begin{equation*}
\frac{p_{i} \cdot 2^{i}}{\sum_{r=0}^{Q} p_{r} \cdot 2^{r}}=\frac{2^{i}\left(1-\lambda_{Q}^{-(i+1)}\right)}{\Omega_{Q}} \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{Q}=2^{Q+1}-1+\lambda_{Q}^{-1}\left(\frac{1-\left(\frac{2}{\lambda_{Q}}\right)^{Q+1}}{\left(\frac{2}{\lambda_{Q}}\right)-1}\right) \tag{13}
\end{equation*}
$$

The probability that a randomly selected vertex of $S_{\infty}^{i}$ will be of degree $k$ will be

$$
\begin{equation*}
\frac{\left(\left\lfloor 2^{i-k}\right\rfloor+\delta_{k, i}\right)\left(1-\delta_{k, 0}\right)+\delta_{i, 0} \cdot \delta_{k, 0}}{2^{i}} \tag{14}
\end{equation*}
$$

Hence as $t \rightarrow \infty$ we have $\frac{D_{t}(k)}{\left|G_{t}\right|}$ will be equal to

$$
\begin{equation*}
\sum_{i=0}^{Q} \frac{2^{i}\left(1-\lambda_{Q}^{-(i+1)}\right)\left(\left\lfloor 2^{i-k}\right\rfloor+\delta_{k, i}\right)\left(1-\delta_{k, 0}\right)+\delta_{i, 0} \cdot \delta_{k, 0}}{\Omega_{Q} .2^{i}} \tag{15}
\end{equation*}
$$

Suppose $t$ is large.

$$
\begin{align*}
& \frac{D_{t}(0)}{\left|G_{t}\right|}=\frac{1-\lambda_{Q}^{-1}}{\Omega_{Q}}  \tag{16}\\
& \frac{D_{t}(Q)}{\left|G_{t}\right|}=\frac{2\left(1-\lambda_{Q}^{-(Q+1)}\right)}{\Omega_{Q}} \tag{17}
\end{align*}
$$

If $1 \leq k \leq Q-1$ then $\frac{D_{t}(k)}{\left|G_{t}\right|}$ will be

$$
\begin{equation*}
\frac{2}{\Omega_{Q}}\left(2^{Q-k}-\lambda_{Q}^{-(k+1)}-\lambda_{Q}^{k} \cdot\left(\frac{\left(\frac{2}{\lambda_{Q}}\right)^{Q-k}-1}{\left(\frac{2}{\lambda_{Q}}\right)-1}\right)\right), \tag{18}
\end{equation*}
$$

and if $k \notin\{0,1,2, \cdots, Q\}$ then $\frac{D_{t}(k)}{\left|G_{t}\right|}=0$.
Once again we do not discuss distances because global notions of distance do not really make sense upon graphs which constantly disconnect.

### 6.3. Aspects of Model 3

Growth model 3 produces complicated structures; we
can say a little about their connectivity using reasoning like that used when $m=1$. Since newborn vertices are never linked, $t>Q$ implies that $G_{t}$ will not hold any linked vertices with the same age. If $G_{0}$ is connected then $G_{t}$ will usually be connected. When $G_{0}$ has a cutset of edges connecting pairs of vertices with the same age then $T_{3, Q}\left(G_{0}\right)$ will be disconnected. This is the only way that structures can become disconnected, and it can only happen during the first $Q$ updates.

With respect to edge numbers, there are many similarities in the way that $G_{t}$ evolves when $m=1$ and $m=3$. The only difference is that when $m=3$ offspring are connected to their parents, and this means that the equations which describe the evolution of $e_{i, j}^{t}$ gain a dependance upon the number of vertices. When $t>Q$ we will have $e_{i, i}^{t}=0, \forall i$, and we will hence have that:

$$
\begin{align*}
& \forall i, j \in\{1,2, \cdots, Q\} \text { such that } i<j, \\
& \qquad e_{0, i}^{t+1}=\sum_{n=0}^{i-2} e_{n, i-1}^{t}+\sum_{n=i}^{Q} e_{i-1, n}^{t}+n_{i-1}^{t}  \tag{19}\\
& e_{i, j}^{t+1}=e_{i-1, j-1}^{t} \tag{20}
\end{align*}
$$

In the $m=1$ case the number of edges increase asymptotically at a rate of $\mu_{Q}$. The $m=3$ case is similar except that the number of edges is bolstered by the number of vertices $n_{i}^{t}$, which increases at a lesser rate of $\lambda_{Q}$. For large $t$ the effect of these additional edges is hence negligible and the number of edges again increases at a rate of $\mu_{Q}$.

Like the $m=1$ case computer simulations again suggest that when $1 \ll t<n$ we have

$$
\begin{equation*}
D_{t}\left(\left\lfloor\lambda_{Q-1} \cdot n\right\rfloor\right)=\left(\lambda_{Q-1}\right)^{-1} \cdot D_{t}(n) \tag{21}
\end{equation*}
$$

so the distribution again obeys a geometric law at the high end.

When $Q=1$ we can describe the evolution of the degree distribution exactly for any initial graph $G_{0}$ that is age mixed with no isolated vertices. Applying $T_{3,1}$ to $G_{0}$ is equivalent to changing the age of each vertex (from 0 to 1 , and from 1 to 0 ) and then, for each age 1 vertex $v$, adding an age zero vertex that is only adjacent to $v$.

Let $N_{x}^{t}(d)$ denote the number of vertices of age $x$ and degree $d$ in $G_{t} . \forall t \geq 0$ we have

$$
\begin{gather*}
N_{1}^{t+1}(1)=0,  \tag{22}\\
N_{0}^{t+1}(1)=N_{1}^{t}(1)+\sum_{i=1}^{\infty} N_{0}^{t}(i)=N_{1}^{t}(1)+n_{0}^{t},  \tag{23}\\
d>1 \Rightarrow N_{0}^{t+1}(d)=N_{1}^{t}(d),  \tag{24}\\
N_{1}^{t+1}(d)=N_{0}^{t}(d-1) . \tag{25}
\end{gather*}
$$

Solving these equations implies $\forall t, d>0 \quad \forall x \in\{0,1\}$
that when $d>\frac{t+x+1}{2}$ we have

$$
\begin{equation*}
N_{x}^{t}(d)=\left(1-\delta_{1, x} \delta_{1, d}\right) N_{t+x \bmod 2}^{0}(d-\lfloor(t+x) / 2\rfloor) \tag{26}
\end{equation*}
$$

when $d=\frac{t+x+1}{2}$ we have

$$
\begin{equation*}
N_{x}^{t}(d)=n_{0}^{0}+N_{1}^{0}(1) \tag{27}
\end{equation*}
$$

and when $d<\frac{t+x+1}{2}$ we have

$$
\begin{equation*}
N_{x}^{t}(d)=n_{0}^{t+x+1-2 d} \tag{28}
\end{equation*}
$$

When we introduce mortality our graphs seem to get longer. Diameter and average path length become greater. This is a result of the death of old vertices (which tend to be more central), this decreases the ease with which one can travel between the extremities.

Let $L_{t}$ denote the sum of $d(u, v)$ for each ordered pair of vertices $(u, v)$ in $G_{t}$. The average length $l_{t}$ is equal to $L_{t} \cdot\left|G_{t}\right|^{-2}$. Let $U_{i, j}^{t}$ denote the sum of the distances $d(u, v)$ between each ordered pair of vertices $(u, v)$ from $G_{t}$ such that either $u$ is of age $i, v$ is of age $j$ or $u$ is of age $j, v$ is of age $i$. When $Q=1$ the average length is given by

$$
\begin{equation*}
l_{t}=\frac{U_{0,0}^{t}+U_{0,1}^{t}+U_{1,1}^{t}}{\left(n_{0}^{t}+n_{1}^{t}\right)^{2}} \tag{29}
\end{equation*}
$$

When $m=3$ it seems as if both the average length and diameter of $G_{t}$ increase linearly with $t$ whenever $Q$ is finite. In the special case where $Q=1$ we can gain an exact description.

Suppose that $G=(V, E)$ is a connected age mixed graph; if $u$ and $v$ are age zero vertices of $G$ then, after applying the $T_{3,1}$ update, $d(u 1, v 1)=d(u, v)$, $d(u 0, v 1)=d(u, v)+1$ and (provided $u \neq v), d(u 0, v 0)$ $=d(u, v)+2$. If $u$ is age zero and $v$ is age one in $T_{3,1}(G)$ then after the update we have $d(u 1, v 0)=d(u, v)$ and $d(u 0, v 0)=d(u, v)+1$. If $u$ and $v$ are both of age one then after the update $d(u 0, v 0)=d(u, v)$. The diameter of $G_{t}$ will increase by two every two time steps and moreover the system obeys the equations

$$
\begin{gather*}
U_{0,0}^{t+1}=U_{0,0}^{t}+U_{0,1}^{t}+U_{1,1}^{t}+2 \cdot n_{0}^{t}\left(n_{0}^{t}+n_{1}^{t}-1\right),  \tag{30}\\
U_{0,1}^{t+1}=U_{0,1}^{t}+2\left(U_{0,0}^{t}+n_{0}^{t} \cdot n_{0}^{t}\right)  \tag{31}\\
U_{1,1}^{t+1}=U_{0,0}^{t} . \tag{32}
\end{gather*}
$$

These equations imply that $L_{t+1}$ is equal to

$$
\begin{align*}
& \text { 2. } L_{t}+2 \cdot L_{t-1}-L_{t-2}+4\left(n_{0}^{t}\right)^{2}  \tag{33}\\
& +2 . n_{1}^{t}\left(3 . n_{0}^{t}-2\right)+2 . n_{1}^{t-1}\left(1-n_{0}^{t-1}\right),
\end{align*}
$$

which means that when $t$ is large, the average length
increases linearly with

$$
\begin{equation*}
l_{t+1}=l_{t}+\frac{8+14 \cdot \lambda_{1}}{10+15 \cdot \lambda_{1}} \tag{34}
\end{equation*}
$$

For $Q>1$ we have that $T_{3,1}^{t}(G)$ is a partial subgraph of $T_{3, Q}^{t}(G)$ which is a partial subgraph of $T_{3, \infty}^{t}(G)$. This implies that the curve which describes $l_{t}$, for generic $Q$ is bounded below by a constant (because of the $Q=\infty$ case, see [5]) and bounded above by a straight line.

### 6.4. Aspects of Model 5

In this case, when $G_{0}$ is age zero, $G_{t}$ may be obtained by replacing each vertex $v$ of $G_{0}$ with a cluster $C_{v}$ of $f_{t+2}^{[Q+1]}$ isolated vertices, and then connecting each vertex of $C_{u}$ to each vertex of $C_{v}$ whenever $u$ and $v$ where adjacent in $G_{0}$. It follows that

$$
\begin{equation*}
D_{t}(n)=f_{t+2}^{[Q+1]} \cdot D_{0}\left(\frac{n}{f_{t+2}^{[Q+1]}}\right) \tag{35}
\end{equation*}
$$

Equations (3) and (4) which describes the development of the edges may be cast as the matrix equation

$$
\left(\begin{array}{c}
e_{0}^{t+1} \\
e_{1}^{t+1} \\
e_{2}^{t+1} \\
\vdots \\
e_{Q}^{t+1}
\end{array}\right)=\left(\begin{array}{ccccc}
L & L & L & \cdots & L \\
L & 0 & 0 & \cdots & 0 \\
0 & L & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & L & 0
\end{array}\right)\left(\begin{array}{c}
e_{0}^{t} \\
e_{1}^{t} \\
e_{2}^{t} \\
\vdots \\
e_{Q}^{t}
\end{array}\right)
$$

The matrix involved is clearly the Kronecker product of $L$ with itself, it is hence primitive with principle eigenvalue $\lambda_{Q}^{2}$. It follows that the asymptotic growth rate of the number of edges will be $\lambda_{Q}^{2}$.

Suppose our initial graph is connected, non-trivial and age zero. $G_{t}$ can be obtained by replacing each vertex by a cluster of $f_{t+2}^{[Q+1]}$ vertices. This means every ordered pair $(u, v)$ such that $d(u, v)=k$, in the initial graph gives rise to $f_{t+2}^{[Q+1]} \cdot f_{t+2}^{[Q+1]}$ ordered pairs, spaced by distance $k$, in $G_{t}$. In addition to this, every cluster adds $2 . f_{t+2}^{[Q+1]}\left(f_{t+2}^{[Q+1]}-1\right)$ to the total distance, by the fact that every pair of distinct vertices within a given cluster will be spaced by distance 2 . It follows that the total distance of $G_{t}$ will be

$$
\begin{equation*}
L_{t}=f_{t+2}^{[Q+1]} \cdot f_{t+2}^{[Q+1]} L_{0}+2 \cdot f_{t+2}^{[Q+1]}\left(f_{t+2}^{[Q+1]}-1\right)\left|G_{0}\right| \tag{36}
\end{equation*}
$$

This means (irrespective of $Q$ ) that when $t$ is large the average length approaches the constant $l_{t}=l_{0}+\frac{2}{\left|G_{0}\right|}$. The diameter of $G_{t}$ will be the maximum of the diameter
of $G_{0}$ and 2.

### 6.5. Aspects of Model 6

In this case $G_{t}$ will be a connected graph that can be obtained by taking the $t$ dimensional hypercube graph and removing some vertices. The next graph in a sequence can be obtained by fusing together previous structures. For example when $t>Q=1, G_{t+1}$ can be obtained by taking the disjoint union of $G_{t}$ and $G_{t-1}$, choosing an isomorphism $f$ from $G_{t-1}$ to the subgraph of $G_{t}$ induced upon its age zero vertices (such an isomorphism always exists) and adding an edge from each $v$ vertex of $G_{t-1}$ to $f(v)$. The age one vertices of $G_{t+1}$ will be those which came from $G_{t-1}$, vertices which came from $G_{t}$ will be age zero.

The number of edges $\left\|G_{t}\right\|$, in $G_{t}$, satisfies $e_{0,0}^{t+1}=$ $\left\|G_{t}\right\|, \quad e_{i, j}^{t+1}=e_{i-1, j-1}^{t}$ and $e_{0, i}^{t+1}=n_{i-1}^{t}, \quad \forall i, j>0$. This implies

$$
\begin{equation*}
\left\|G_{t+1}\right\|=\sum_{i=0}^{Q} \sum_{j=i}^{Q} e_{i, j}^{t+1} \tag{37}
\end{equation*}
$$

we can split the sums to get

$$
\begin{equation*}
\left\|G_{t+1}\right\|=\sum_{i=0}^{Q} e_{i, i}^{t+1}+\sum_{i=0}^{Q-1} \sum_{j=i+1}^{Q} e_{i, j}^{t+1} \tag{38}
\end{equation*}
$$

making substitutions we find

$$
\begin{equation*}
\left\|G_{t+1}\right\|=\sum_{i=0}^{Q}\left\|G_{t-i}\right\|+\sum_{i=0}^{Q-1 Q-i-1} \sum_{j=0}^{t-i} n_{j} . \tag{39}
\end{equation*}
$$

When $t$ is large the minimal degree of $G_{t}$ becomes large-implying that the average degree also becomes large. This implies

$$
\begin{equation*}
\sum_{i=0}^{Q}\left\|G_{t-i}\right\| \sum_{i=0}^{Q-1}\left|G_{t-i}\right|>\sum_{i=0}^{Q-1 Q-i-1} \sum_{j=0}^{t-i} n_{j}^{t i} \tag{40}
\end{equation*}
$$

and so the asymptotic growth rate of the number of edges will be $\lambda_{Q}$.

Determination of the degree distribution when $m=6$ appears to be a difficult problem. Although some progress can be made when $Q=1$ the resulting formulae are long and complicated.

With respect to distances it appears that the diameter and average length of $G_{t}$ increase linearly when $t$ is large. We can show explicitly that this is the case when $Q=1$.
We say a graph is zero spanning if there is a shortest path between each pair of age zero vertices that only passes through age zero vertices. Updating any connected graph with $T_{6,1}$ will always yield a zero spanning graph. Supposing that $G_{t}$ is a zero spanning graph, if $u$ and $v$ are age zero vertices of $G_{t}$ then after updating with $T_{6,1}$ we will have $d(u 1, v 1)=d(u 0, v 0)=d(u, v)$ and
$d(u 0, v 1)=d(u, v)+1$. If $u$ is age zero and $v$ is age one in $G$ then after the update we will have $d(u 1, v 0)=d(u, v)+1$ and $d(u 0, v 0)=d(u, v)$. If $u$ and $v$ are both age one vertices of $G$ then after updating we will have $d(u 0, v 0)=d(u, v)$. This implies that the system obeys the equations:

$$
\begin{gather*}
U_{0,0}^{t+1}=U_{0,0}^{t}+U_{0,1}^{t}+U_{1,1}^{t}  \tag{41}\\
U_{0,1}^{t+1}=U_{0,1}^{t}+2\left(U_{0,0}^{t}+n_{0}^{t}\left(n_{0}^{t}+n_{1}^{t}\right)\right)  \tag{42}\\
U_{1,1}^{t+1}=U_{0,0}^{t} \tag{43}
\end{gather*}
$$

These equations imply that as $t \rightarrow \infty$ the average length increases linearly with

$$
l_{t+1}=l_{t}+\frac{2}{5}
$$

The reasoning behind this is very similar to that when $Q=1$ and $m=3$. The diameter of $G_{t}$ will increase by one every time step once the graph becomes zero spanning.

### 6.6. Aspects of Model 7

When our initial graph $G_{0}$ is age zero $G_{t}$ may be obtained by replacing each vertex $v$ of $G_{0}$ with a complete graph $K_{v}$ on $f_{t+2}^{[Q+1]}$ vertices, and then connecting each vertex of $K_{u}$ to each vertex of $K_{v}$ whenever $u$ and $v$ where adjacent in $G_{0}$. It follows that

$$
\begin{equation*}
D_{t}(n)=f_{t+2}^{[Q+1]} \cdot D_{0}\left(\frac{n+1-f_{t+2}^{[Q+1]}}{f_{t+2}^{[Q+1]}}\right) \tag{44}
\end{equation*}
$$

With respect to the edges this case is similar to the $m=5$ case, except that there is an extra dependence upon $n_{i}^{t}$ caused by the presence of edges linking offspring to their parents.

$$
\left(\begin{array}{c}
e_{0}^{t+1} \\
e_{1}^{t+1} \\
e_{2}^{t+1} \\
\vdots \\
e_{Q}^{t+1} \\
n^{t+1}
\end{array}\right)=\left(\begin{array}{cccccc}
L & L & L & \cdots & L & S \\
L & 0 & 0 & \cdots & 0 & B^{0} \\
0 & L & 0 & \cdots & 0 & B^{1} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & L & 0 & B^{Q-1} \\
0 & 0 & \cdots & 0 & 0 & L
\end{array}\right)\left(\begin{array}{c}
e_{0}^{t} \\
e_{1}^{t} \\
e_{2}^{t} \\
\vdots \\
e_{Q}^{t} \\
n^{t}
\end{array}\right)
$$

where $B^{n}$ is the $(Q+1) \times(Q+1)$ matrix such that $\forall i, j \in\{0,1, \cdots, Q+1\}$ we have $B_{i, j}^{n}=0$, except that $B_{0, n}^{n}=1$.
In the $m=5$ case the number of edges increase asymptotically at a rate of $\lambda_{Q}^{2}$. This $m=7$ case is similar except that the number of edges is bolstered by the number of vertices $n_{i}^{t}$, which increases at a lesser rate of $\lambda_{Q}$. For large $t$ the effect of these additional edges is hence negligible and the number of edges again increases at a rate of $\lambda_{Q}^{2}$.

Suppose our initial graph is connected, non-trivial and age zero. $G_{t}$ can be obtained by replacing each vertex by a complete graph on $f_{t+2}^{[Q+1]}$ vertices. This means every ordered pair $(u, v)$ such that $d(u, v)=k$, in the initial graph gives rise to $f_{t+2}^{[Q+1]} \cdot f_{t+2}^{[Q+1]}$ ordered pairs, spaced by distance $k$, in $G_{t}$. In addition to this, every cluster adds $f_{t+2}^{[Q+1]} \cdot\left(f_{t+2}^{[Q+1]}-1\right)$ to the total distance, by the fact that every pair of distinct vertices within a given cluster will be spaced by distance 1 . It follows that the total distance of $G_{t}$ will be

$$
\begin{equation*}
L_{t}=f_{t+2}^{[Q+1]} \cdot \cdot_{t+2}^{[Q+1]} L_{0}+f_{t+2}^{[Q+1]}\left(f_{t+2}^{[Q+1]}-1\right)\left|G_{0}\right| \tag{45}
\end{equation*}
$$

Interestingly this means that when $t$ is large $l_{t}$ loses its dependance upon $Q$ and approaches the constant $l_{t}=l_{0}+\frac{1}{\left|G_{0}\right|}$. The diameter of $G_{t}$ will be equal to the diameter of $G_{0}$.

## 7. Discussion

We have discussed many properties of age capped models, however many open problems remain. These include describing degree distribution when $m \in\{1,3,6\}$ and demonstrating the linearity of average length when $m \in\{3,6\}$ (for generic $Q$ ).

There are many directions in which our models may be expanded. As highlighted by theorem 1, our models may be regarded as an extension of pure reproduction models by adding restrictions upon the language of binary strings which the vertices can possess. Many other restrictions could be considered, e.g. forbidding the subword $1^{Q+1} 0$ (which would correspond to saying vertices of age $>Q$ become infertile).

Our models can be viewed as an extension of Leslie's population model, introducing the idea of a network which connects the reproducing individuals. We will further develop this connection by considering the evolution of generic Leslie matrices (so that individuals of a given age can have differing numbers of offspring and chances of survival). Taking this approach and considering connectivity as stochastic (so that $\alpha, \beta$ and $\gamma$ are probabilities, rather then binary integers) should yield models which directly simulate the development of animal social networks and other phenomena.

This paper demonstrates how our original reproducing graph models can be generalised in different directions whilst remaining analytically tractable. Perhaps the main reason these models are amenable to analysis is that the growth of one part of a graph is not influenced by the structure of another. This spatial independence allows
one to understand the evolution of generic structures by studying the evolution of simple ones.

There are many extensions of these models that it would be interesting to consider. In the future papers we will discuss the fascinating dynamics which can ensue when game theory is incorporated into these models. In this case we lose the spatial independence and dynamics of immense complexity become possible. It is also possible to extend many of the results here to cases where individuals produce several offspring-connected up in different ways. This kind of generalisation allows one model how the social networks of specific types of organisms grow in a more direct way.

## 8. Acknowledgements

The authors gratefully acknowledge support from the EPSRC (Grant EP/D003105/1) and helpful input from Dr Jonathan Jordan, and others in the Amorph Research Project (www.amorph.group.shef.ac.uk).

## 9. References

[1] P. Erdös and A. Rényi, "On Random Graphs. I," Publicationes Mathematicae, Vol. 6, 1959, pp. 290-297.
[2] G. U. Yule, "A Mathematical Theory of Evolution, Based on the Conclusions of Dr. J. C. Willis, F. R. S.," Philosophical Transactions of the Royal Society of London, B, Vol. 213, 1925, pp. 21-87.
[3] D. J. Watts and S. H. Strogatz, "Collective Dynamics of 'Small-World’ Networks," Nature, Vol. 393, No. 6684, 1998, pp. 440-442.
[4] R. Southwell and C. Cannings, "Games on Graphs that Grow Deterministically," Proceedings of International Conference on Game Theory for Networks GameNets '09, Istanbul, Turkey, 2009, pp. 347-356.
[5] R. Southwell and C. Cannings, "Some Models of Reproducing Graphs: I Pure Reproduction," Journal of Applied Mathematics, Vol. 1, No. 3, 2010, pp. 137-145.
[6] A. Bonato, N. Hadi, P. Horn, P. Praalat and C. Wand, "Models of On-Line Social Networks," To appear in Internet Mathematics, 2010.
[7] P. H. Leslie, "The Use of Matrices in Certain Population Mathematics," Biometrika, Vol. 30, 1945, pp. 183-212.
[8] P. H. Leslie, "Some Further Notes on the Use of Matrices in Population Mathematics," Biometrika, Vol. 35, No. 3-4, 1948, pp. 213-245.
[9] T. D. Noe, "Primes in Fibonacci n-step and Lucas n-step Sequences," Journal of Integer Sequences, Vol. 8, 2005, pp. 1-12.

# Transformation of Nonlinear Surface Gravity Waves under Shallow-Water Conditions 

Iftikhar B. Abbasov<br>Taganrog Technological Institute, Southern Federal University, Taganrog, Russia<br>E-mail: iftikhar_abbasov@mail.ru<br>Received April 30, 2010; revised June 18, 2010; accepted June 21, 2010


#### Abstract

This article describes transformation of nonlinear surface gravity waves under shallow-water conditions with the aid of the suggested semigraphical method. There are given profiles of surface gravity waves on the crests steepening stages, their leading edges steepening. There are discussed the spectral component influence on the transformation of surface wave profile.
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## 1. Introduction

Surface gravity waves under shallow-water conditions were of great interest for many researchers many years ago. In spite of their magnetic view, they are rather hard to describe. The research problems of surface waves in the near-shore region within shallow-water model are discussed in [1,2]. [3] is concerned with nonlinear waves in strongly dispersive media. Transformation of surface waves in the near-shore region is discussed in [4]. The nonlinear dynamics of surface gravity waves in longwave approximation is described in $[5,6]$. [6] analysed the process of surface wave deformation under shallow-water conditions, estimated spectral amplitude of nonlinear wave with its steepness.

In works [7,8] give mathematic simulation of gravity waves in approximation of shallow water. [8] is concerned with numerical simulation of water waves within nonlinear-dispersive model of shallow water taking account of bed topography. Experimental data on influence of the dispersion effects on the propagation of nonlinear surface waves in inshore area are given in [9].

## 2. Statement of the Problem

In work [10] discussed the problem of nonlinear surface waves propagation under shallow-water conditions. Shal-low-water equation taking account of quadratic nonlinearity was solved by the method of successive approximations.

Either the shallow-water equation or the method of successive approximations is the basis of nonlinear wave research. In the middle of the $19^{\text {th }}$ century G. Airy described tide waves and G. Stokes described waves of finite amplitude with this equation and this method [11]. However, the generating process of higher harmonics, resulting in wave crest sharpening, did not always meet energy conservation law. When higher harmonics are growing, the decrease of principal wave energy is ignored. The exact solution of shallow-water equation without dispersion and damping appears to be Riemannian invariants, based on different propagation velocity of wave crests and troughs [12,13]. In addition, shallow-water equation ignores dispersion effect because of its weakening on shallow water.

Surface gravity waves on shallow water in approximation of small nonlinearity and small dispersion are described by well known Cortvega and De Vries equation [11,12]. In the equation small nonlinearity, resulting in wave steepening, and small dispersion, resulting in wave diffusion, compensate each other. Thereat, stationary nonlinear wave (named as a cnoidal wave) occurs, which propagates without form change at a constant velocity. However, form stability of cnoidal waves doesn't allow retracing the dynamics of nonlinear surface gravity waves with the propagation on the shallow water.

In the development of earlier studies this work describes the transformation process of surface wave profile with the propagation on the shallow water. There was an attempt to describe not only the initial wave crest sharp-
ening but further steepening of its leading edge. One uses rather understandable and vivid semigraphical method based on energy conservation law given in [10].

## 3. Research Method

Method of successive approximations is the straightest way of the solution of nonlinear Equations [14]. Here, the small parameter expansion $\varepsilon(\varepsilon \ll 1)$ is used, restricting to the first two terms under the restriction $u^{(n+1)} \ll u^{(n)}$.

The equation taking account of quadratic nonlinearity takes the form $[12,13]$ :

$$
\begin{equation*}
\frac{\partial u}{\partial t}+c \frac{\partial u}{\partial x}=-\varepsilon u \frac{\partial u}{\partial x} \tag{1}
\end{equation*}
$$

where $u=\vartheta_{x}$ - the horizontal component of medium particle velocity, nonlinearity $-\varepsilon=\frac{\vartheta_{x}}{c}=\frac{a}{H}$, the propagation velocity of gravity waves $c=\sqrt{g H}, a$ - the amplitude of the vertical shift of the free surface, $H$ - the fluid depth.

With the propagation of the initial harmonic wave on shallow water as a consequence of nonlinear effects, the second harmonic appears. With the growth of the second harmonic its interaction with first harmonic will get stronger. This interaction will lead to the exciting of the third, fourth, and so on, harmonics.
In the first approximation, solution of Equation (1) consists of primary waves and takes the form [10]:

$$
\begin{align*}
& u_{\text {prim. }}^{(1)}(x, t)=\varepsilon u^{(1)}(x, t)+\varepsilon^{2} u^{(2)}(x, t)=  \tag{2}\\
& =\varepsilon U_{0} \exp [i k x]-i k t \varepsilon^{2} U_{0}^{2} \exp [i 2 k x]+c . c .
\end{align*}
$$

In the second approximation the non-homogeneous linear equation is solved

$$
\begin{equation*}
\frac{\partial u_{\text {sec. }}^{(2)}}{\partial t}+c \frac{\partial u_{\text {sec. }}^{(2)}}{\partial x}=-\frac{\partial u_{\text {prim. }}^{(1)^{2}}}{2 \partial x} . \tag{3}
\end{equation*}
$$

After squaring and solution differentiation in the first approximation (2) we obtain the expression in the second approximation:

$$
\begin{align*}
& u_{\text {sec. }}^{(2)}(x, t)=\left[\left(t \varepsilon^{2} U_{0}^{2} / 2\right) \cdot i k_{2} \exp \left[i k_{2} x\right]+\right. \\
& +\left(-k^{2} t^{3} \varepsilon^{4} U_{0}^{4} / 2\right) \cdot i k_{4} \exp \left[i k_{4} x\right]+ \\
& +\left(-i k t^{2} \varepsilon^{3} U_{0}^{3}\right) \cdot i k_{3} \exp \left[i k_{3} x\right]+  \tag{4}\\
& \left.+\left(-i k t^{2} \varepsilon^{3} U_{0}^{3}\right) \cdot i k_{1} \exp \left[i k_{1} x\right]\right]+(c . c .)
\end{align*}
$$

where $k_{n}=n k, n=1,2,3,4$ - harmonic number.
As a consequence of interaction between principal wave $k$ and second $2 k$ secondary waves with double values $2 k, 4 k$, and complex waves $k$ and $3 k$ will occur. With
time, higher harmonics in the spectrum lead to the distortion of wave profile.

The solution of shallow-water Equation (1) in two approximations for horizontal velocity of medium particles will take the form

$$
\begin{align*}
& u_{\text {sec. }}(x, t)=\varepsilon u_{p r i m .}^{(1)}(x, t)+\varepsilon^{2} u_{\text {sec. }}^{(2)}(x, t)= \\
& =\left[\varepsilon^{2} U_{0} \exp [i k x]-i k t \varepsilon^{3} U_{0}^{2} \exp [2 i k x]\right]+ \\
& +\left[k t^{2} \varepsilon^{5} U_{0}^{3} \cdot k_{1} \exp \left[i k_{1} x\right]+\left(t \varepsilon^{4} U_{0}^{2} / 2\right) \cdot i k_{2} \exp \left[i k_{2} x\right]+\right. \\
& +k t^{2} \varepsilon^{5} U_{0}^{3} \cdot k_{3} \exp \left[i k_{3} x\right]+ \\
& \left.+\left(-k^{2} t^{3} \varepsilon^{6} U_{0}^{4} / 2\right) \cdot i k_{4} \exp \left[i k_{4} x\right]+\right]+(c . c .) \tag{5}
\end{align*}
$$

## 4. Simulation within the Gulf

To check the results obtained we will use hydrologic conditions of the Gulf of Taganrog of the Azov Sea. The mean depth of the gulf does not exceed 5 m , therefore, the shallow-water conditions will be satisfied with gravity waves with their lengths are not longer than 30 m , the gulf bed is flat, surface tension is absent, the effect of wind is not taken into account.

Before calculation one should mark some physical features of existent wave processes. In formula (5) all harmonic amplitudes are always growing because of secular terms. However, according to the formula, the first harmonic amplitude remains constant at that. Though, higher harmonics are fared energetically from the first harmonic.

It follows that the primary waves amplitude in formula (5) $u_{\text {prim. }}^{(1)}(x, t)$ should be getting decreased. That is why to research profile dispersions of a gravity wave it is necessary to consider these physical features of wave processes otherwise it will break the energy conservation law.

In the absence of dissipation, energies of primary and secondary waves should satisfy должны отвечать the energy conservation law

$$
\begin{equation*}
E_{1}^{(1)}(x)+E_{2}^{(1)}(x)=E_{1}^{(2)}(x)+E_{2}^{(2)}(x)+E_{3}^{(2)}(x)+E_{4}^{(2)}(x) \tag{6}
\end{equation*}
$$

where $E_{n}^{(1)}(x), E_{n}^{(2)}(x)$ - energies of primary and secondary waves.

Let us follow variations the profile change of the gravity wave after coming into the gulf with the initial parameters: frequency $f=0.09 \mathrm{~Hz}$; length $\lambda=77.8 \mathrm{~m}$; initial steepness $-2 a / \lambda=0.014 ; a=0.537 \mathrm{~m} ; k H=0.4$. According to Figure 1(a) for this wave instability appears at the distance: $x_{\text {inst. }}^{(2)} \approx 10 \mathrm{~km}$ (i.e. in $t_{\text {inst. }}^{(2)} \approx 24 \mathrm{~min}$.). Though our model is correct only within $X \approx 6 \mathrm{~km}$, i.e. till, while the primary limitation $u^{(n+1)} \ll u^{(n)}$ is fulfilled,


Figure 1. Primary and secondary wave velocities (a) and profiles (b, c, d) of the surface gravity wave: $\boldsymbol{f}=\mathbf{0 . 0 9 ~ H z ; ~} \lambda$ $=77.8 \mathrm{~m}$; wave parameter $-\mathbf{k H}=\mathbf{0 . 4}$; initial steepness $2 a / \lambda=0.014$; nonlinear parameter $-\varepsilon=0.107$.
when the value for the second approximation is by an order less than the value for the initial approximation.

Because of Figure 1(a) analysis, it is possible point out that the amplitude of primary waves and first harmonic falls with the growth of secondary waves summary amplitude. The amplitude of the second harmonic grows slowly, and to the moment of instability it falls down as there is a complete energy transfer from primary waves (principal wave and the second harmonic) to secondary waves.
With the growth of initial steepness the instability distance decreases, with the growth of the wave amplitude (with the constant steepness) this distance lengthens, as nonlinear parameter value decreases.

Let us follow the profile change of the initial gravity
wave within distance $x \approx 6 \mathrm{~km}$. Figures $\mathbf{1 ( b ) , 1 ( c )}$ and $\mathbf{1 ( d )}$ describe dependences of horizontal velocity change $u(x, t)$ on the distance run taking account of the formula (5) (expanded vertical scale). The wave with an initially cosinusoidal profile is gradually distorted in a run distance time, the crests steepen Figure 1(c), and the wave troughs flatten. Thereafter there is a steepening of the wave leading edge Figure 1(d). This is the result of the increasing influence of high frequency harmonics. The increasing of particle velocity on the crest leads to the further steepening of the wave leading edge. The breaking of such a wave in shallow water happens as a plunging or spilling breaker $[15,16]$. The breaking cause in our case is naturally liquid depth.

An additional point to emphasize is that the shal-low-water condition could not be observed for the higher harmonics appear. It could lead to the propagation velocity dispersion that could cause braking of nonlinear process. But approaching the coast as the depth lessens, the shallow-water condition will be met better, therefore the wave breaks.

To analyse the secondary waves influence Figure 2 gives graphs showing the growth of velocity amplitude of the secondary waves because of the distance. It clearly enough shows the relation between harmonics. Within the secondary waves, velocity amplitude of the fourth harmonic increases faster (because of the greatest degree of a secular term in the formula (5)), then there comes the third one, the first one and the second one. This conformity is observed for the gravity waves with other initial data as well.

## 5. Analysis and the Result Comparison

Analysing the constructed profiles of the surface gravity waves it is necessary to note their following features. From the field studies it is known that the profile of real surface waves is asymmetrical: the crests are steep and short, sharpened, and troughs are flattened and broad [11]. Undulations are asymmetrical as well: particles velocity below the crests is lower than below the troughs. Theses peculiarities are explained by Stokes theory and the ap-


Figure 2. The increase of velocity amplitudes of secondary waves from the distance with: $\boldsymbol{f}=\mathbf{0 . 0 9 \mathrm { Hz } ; \lambda = 7 7 . 8 \mathrm { m } ; \boldsymbol { k H } =}$ $0.4 ; 2 a / \lambda=0.014 ; \varepsilon=0.107$.
pearance of principal wave high frequency harmonics. For our study the surface waves obtain such profiles on the initial propagation phases, it is shown in Figure 1(b). On this stage higher harmonics generation leads to the crests sharpening, at that the crests keep symmetrical relating to a vertical axis.
Beside the asymmetry type described above, there is another asymmetry type of the real surface wave profile. It is expressed in such a way that the advancing side of the transformed wave gets steeper than the wave tail [17-19]. This difference in steepness ratio increases with the approaching to the coast. This asymmetry type of the real surface wave profile is not described by Stokes theory as well as the major part of other theories. Though to describe the process of wave climb from the open sea to the coast G. Whitham offered the equation with an integral element based on Cortvega and De Vries equation. On the wave breaking stage the operation of an integral element becomes modest and the solutions of Whitham equation are analogue to the solutions of simplest equations with nonlinear nature (analogue to the Equation (1)), falling and breaking for a final time [12,20].
For our study the surface wave profiles in the third propagation area just as obtain the second asymmetry kind, Figure 1(d) At that, steepening becomes more and more intense with the growth of the wave length, i.e. with the increase of nonlinearity factor.

One of the explanations of steepening of crest advancing side is the following: higher harmonics gradually displace in phase relating to the principal wave [16,21,22]. When phase displacement approaches the value of $\pi / 2$, the advancing side becomes almost vertical; as a result the wave could fall. In the obtained resultant expression for particle horizontal velocity (5) even harmonics amplitudes are imaginary. With the increase of secondary waves the imaginary is felt stronger than in the beginning as it leads to the phase displacement relative to the principal wave amplitude. It is necessary to note that there is no phase difference between the principal wave and higher harmonics in Stokes theory, i.e. it couldn't describe these processes.

To show the influence of even harmonics, especially the fourth one, the surface gravity wave profile, Figure 3 gives graphs showing the horizontal velocity $u(x, t)$ of medium particles for the same propagation interval. The special influence of the fourth harmonic is connected with its rapid growth, it follows that the greatest energy-output ratio within secondary waves. Figure 3(a) gives the surface gravity wave profile, counted according to the formula (5), when the fourth harmonic in phase is behind the principal wave with $\pi / 2$. Figure 3(b) gives the wave profile for the case, when the imaginary of the fourth harmonic amplitude is changed to be of real type, i.e. there is


Figure 3. The fourth harmonic influence on the surface gravity wave profile: (a) is behind the principal wave with $\pi / 2$; (b) subtracted in phase; (c) is ahead of the principal wave with $\pi / 2$; (d) summarized in phase.
no the phase displacement between the harmonic and the principle wave. At that the fourth harmonic amplitude is negative, it follows that it is subtracted from the principle wave amplitude. It leads to the symmetric property of wave crest relating to vertical axis.

In formula (5) only the fourth harmonic amplitude is negative. The change of the negative sign to the positive one leads to the change of steepening of the wave crest front edge to the trailing edge. This case is given in Figure 3(c), it reminds the profile of the reverse wave, the wave propagates backwards. In this case the fourth harmonic leads in phase the principle wave with $\pi / 2$. If in formula (5) at the same time one changes the negative sign to the positive one, as well as the imaginary of the fourth harmonic changes to be of real type, the wave
profile takes the form as in Figure 3(d).
In this case the fourth harmonic amplitude is summarized in phase with the principle wave amplitude, intensifying the wave crest. The given profile resembles Stokes waves of finite amplitude on the deep water (or trochoidal wave).
It is important to pay attention to the appearance of the local projection in the trough between the crests. This projection is also connected with the fourth harmonic, and it changes its location depending on the phase. Experimental observations with the trough between the principal wave crests in nearshore zone are given in [9,21,23].

## 6. Conclusions

As a consequence of the researches made, one could note that the suggested semigraphical method allows to describe not only the process of the initial sharpening of the surface waves during the propagation under shallow water conditions, and further steepening of their front edge. In our study we described the influence of the first four harmonics of the principle wave on profile transformation but the real wave spectrum is constant, and for more reasonable study it is necessary to record at least first eight harmonics. The record of higher harmonics will lead to more intense sharpening of wave crests and steepness growing of the wave leading edge.
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#### Abstract

In this paper we characterize a broad class of semilinear surjective operators $G_{H}: V \rightarrow Z$ given by the following formula $G_{H} w=G w+H(w), w \in V$, where $V, Z$ are Hilbert spaces, $G \in L(V, Z)$ and $H: V \longrightarrow Z$ is a suitable nonlinear function. First, we give a necessary and sufficient condition for the linear operator $G$ to be surjective. Second, we prove the following statement: If $\operatorname{Rang}(G)=Z$ and $H$ is a Lipschitz function with a Lipschitz constant $h$ small enough, then $\operatorname{Rang}\left(G_{H}\right)=Z$ and for all $z \in Z$ the equation $G w+H(w)=z$ admits the following solution $w_{z}=G^{*}\left(G G^{*}\right)^{-1}\left(I+H \circ G^{*}\left(G G^{*}\right)^{-1}\right)^{-1} z$. We use these results to prove the exact controllability of the following semilinear evolution equation $z^{\prime}=A z+B u(t)+F(t, z, u(t))$, $z \in Z, u \in U, t>0$, where $Z, U$ are Hilbert spaces, $A: D(A) \subset Z \longrightarrow Z$ is the infinitesimal generator of strongly continuous semigroup $\{T(t)\}_{t \geq 0}$ in $Z, \quad B \in L(U, Z)$, the control function $u$ belong to $L^{2}(0, \tau ; U)$ and $F:[0, \tau] \times Z \times U \longrightarrow Z$ is a suitable function. As a particular case we consider the semilinear damped wave equation, the model of vibrating plate equation, the integrodifferential wave equation with Delay, etc.
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## 1. Introduction

In this paper we characterize a broad class of semilinear surjective operators
$G_{H}: V \longrightarrow Z$ given by the following formula

$$
\begin{equation*}
G_{H} w=G w+H(w), w \in V, \tag{1.1}
\end{equation*}
$$

Where $Z, V$ are Hilbert spaces, $G: V \longrightarrow Z$ is a bounded linear operator (continuous and linear) and $H: V \longrightarrow Z$ is a suitable non linear function in general nonlinear. First, we give a necessary and sufficient condition for the linear operator $G$ to be surjective. Second, we prove the following statement: If $\operatorname{Rang}(G)=Z$ and $H$ is a Lipschitz function with a Lipschitz constant $h$ small enough, then $\operatorname{Rang}\left(G_{H}\right)=Z$ and for all $z \in Z$ the equation
$G w+H(w)=z, \quad$ admits the following solution

$$
w_{z}=G^{*}\left(G G^{*}\right)^{-1}\left(I+H \circ G^{*}\left(G G^{*}\right)^{-1}\right)^{-1} z .
$$

We apply our results to prove the exact controllability of the following semilinear evolution equation

[^1]\[

$$
\begin{equation*}
z^{\prime}=A z+B u(t)+F(t, z, u(t)), z \in Z, u \in U, t>0 \tag{1.2}
\end{equation*}
$$

\]

where $Z$ and $U$ are Hilbert spaces, $A: D(A) \subset Z \longrightarrow Z$ is the infinitesimal generator of strongly continuous semigroup $\{T(t)\}_{t \geq 0}$ in $Z, B \in L(U, Z)$, the control function $u$ belong to $L^{2}(0, \tau ; U)$ and $F:[0, \tau] \times Z \times U \longrightarrow Z$ is a suitable function. We give a necessary and sufficient condition for the exact controllability of the linear system

$$
\begin{equation*}
z^{\prime}=A z+B u(t), z \in Z, u \in U, t>0 . \tag{1.3}
\end{equation*}
$$

Under some conditions on $F$, we prove that the controllability of the linear system (1.3) is preserved by the semilinear system (1.2). In this case the control $u \in L^{2}(0, \tau ; U)$ steering an initial state $z_{0}$ to a final state $z_{1}$ at time $\tau>0$ (using the non linear system (1.2)) is given by the following formula:

$$
u(t)=B^{*} T^{*}(\tau-t) W^{-1}(I+K)^{-1}\left(z_{1}-T(\tau) z_{0}\right),
$$

where $K: Z \rightarrow Z$ is non linear operator given by:

$$
K \xi=\int_{0}^{\tau} T(\tau-s) F\left(s, Z_{\xi}(s),(S \xi)(s)\right) d s,
$$

and $z_{\xi}(\cdot)$ is the solution of (1.2) corresponding to the
control $u$ define by:

$$
u(t)=(S \xi)(t)=B^{*} T^{*}(\tau-t) W^{-1} \xi, \quad t \in[0, \tau]
$$

As an application we consider some control systems governed by partial differential equations, integrodifferential equations and difference equations that can be studied using these results. Particularly, we work in details the following controlled damped wave equation

$$
\left\{\begin{array}{l}
w_{t t}+c w_{t}-d w_{x x}=u(t, x)+f\left(t, u(t, x), w, w_{t}\right)  \tag{1.4}\\
0<x<1 \\
w(t, 0)=w(t, 1)=0 \\
t \in I R
\end{array}\right.
$$

where $d>0, c \geq 0$ the distributed control $u \in L^{2}\left(0, t_{1}\right.$; $\left.L^{2}(0,1)\right)$ and the nonlinear term $f(t, w, v, u)$ is a function $f:\left[0, t_{1}\right] \times I R^{3} \rightarrow I R$. A physical interpretation of the nonlinear term $f\left(t, u, w, w_{t}\right)$ could be as an eternal force like in the suspension bridge equation proposed by Lazer and McKenna (see [1]).
The novelty in this work lies in the following facts: First, the main results are obtained by standard and basic functional analysis such as Cauchy-Schwarz inequality, Hahn-Banach theorem, the open mapping theorem, etc. Second, the results are so general that can be apply to those control systems governed by evolutions equations like the one studied in [1-3] and [4]. Third, we find a formula for a control steering the system from the initial state $z_{0}$ to a final state $z_{1}$ on time $\tau>0$, for both the linear and the nonlinear systems, which is very important from engineering point of view. Also, we present here a variational approach to find solutions of the semilinear equation $G w+H(w)=z$ which is motivated by the one used to prove the interior controllability for some control system governed by PDE's, see [5]. Finally, these results can be used to motivate the study of semilinear range dense operator in order to characterize the approximate controllability of evolution equations.

## 2. Surjective Linear Operator

In this section we shall presents a characterization of surjective bounded linear operator. To this end, we denote by $L(V, Z)$ the space of linear and bounded operators mapping $V$ to $Z$ endow with the norm of the uniform convergence, and we will use the following lemma from [6] in Hilbert space:

Lemma 1. Let $G^{*} \in L(Z, V)$ be the adjoint operator of $G \in L(V, Z)$. Then the following statements holds:

1) $\operatorname{Rang}(G)=Z \Longleftrightarrow \exists \gamma>0$ such that

$$
G^{*} z_{V} \geq \gamma z_{Z}, z \in Z .
$$

2) $\overline{\operatorname{Rang}(G)}=Z \Longleftrightarrow \operatorname{Ker}\left(G^{*}\right)=\{0\}$.

In the same way as definition 4.1.3 from [7] we define the following concept:

Definition 1. The generalize controllability gramian of the operator $G$ is define by:

$$
\begin{equation*}
W=G G^{*}: Z \rightarrow Z \tag{2.1}
\end{equation*}
$$

Theorem 1. An operator $G \in L(V, Z)$ is surjective if, and only if, the operator $W=G G^{*}$ is invertible. Under this condition, for all $z \in Z$ the equation

$$
\begin{equation*}
G w=z, \tag{2.2}
\end{equation*}
$$

admits the following solution

$$
\begin{equation*}
w_{z}=G^{*}\left(G G^{*}\right)^{-1} z=G^{*} W^{-1} z \tag{2.3}
\end{equation*}
$$

Moreover, this solution has minimum norm. i.e.,

$$
\begin{equation*}
w_{z}=\inf \{w: G w=z, w \in V\}, \tag{2.4}
\end{equation*}
$$

and $w_{z}=w, G w=z \Longleftrightarrow w_{z}=w$.
Proof Suppose $G$ is surjective. Then, from the foregoing Lemma there exists $\gamma>0$ such that

$$
G^{*} z_{V}^{2} \geq \gamma^{2} z_{Z}^{2}, z \in Z
$$

Therefore,

$$
\begin{equation*}
\left\langle G G^{*} z, z\right\rangle=\left\langle W z, z>\geq \gamma^{2} z_{Z}^{2} \quad z \in Z\right. \tag{2.5}
\end{equation*}
$$

This implies that $W$ is one to one. Now, we shall prove that $W$ is surjective. That is to say

$$
R(W)=\operatorname{Range}(W)=Z
$$

For the purpose of contradiction, let us assume that $R(W)$ is strictly contained in Z. Using Cauchy Schwarz's inequality and (2.5) we get

$$
W_{z} \geq \gamma^{2} z_{z}, \quad z \in Z
$$

which implies that $R(W)$ is closed. Then, from Hahn Banach's Theorem there exists $z_{0} \in Z$ with $z_{0} \neq 0$ such that

$$
\left\langle W_{z}, z_{0}\right\rangle=0, \forall z \in Z
$$

In particular, putting $z=z_{0}$ we get from (2.5) that

$$
0=\left\langle W z_{0}, z_{0}\right\rangle \geq \gamma^{2} z_{0}{ }_{z}^{2}
$$

Then $z_{0}=0$, which is a contradiction. Hence, $W$ is a bijection and from the open mapping Theorem $W^{-1}$ is a bounded linear operator.

Now, suppose $W$ is invertible. Then, given $z \in Z$ we shall prove the existence of $w \in V$ such that $G w=z$. This $w$ can be taking as follows

$$
w_{z}=G^{*} W^{-1} z
$$

In fact,

$$
G w_{z}=G G^{*} W^{-1} z=G G^{*}\left(G G^{*}\right)^{-1} z=z
$$

Now, we shall see that the solution
$w_{z}=G^{*}\left(G G^{*}\right)^{-1} z=G^{*} W^{-1} z$ of the Equation (2.2) has minimum norm. In fact, let $w \in V$ such that $G w=z$ and consider

$$
\begin{aligned}
& w^{2}=w_{z}+\left(w-w_{z}\right)^{2}=w_{z}^{2} \\
& +2 \operatorname{Re}\left\langle w_{z}, w-w_{z}\right\rangle+w-w_{z}^{2} .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& \left\langle w_{z}, w-w_{z}\right\rangle=\left\langle G^{*} W^{-1} z, w-w_{z}\right\rangle= \\
& =\left\langle W^{-1} z, G w-G w_{z}\right\rangle=\left\langle W^{-1} z, z-z\right\rangle=0 .
\end{aligned}
$$

Hence, $w^{2}-w_{z}^{2}=w-w_{z}^{2} \geq 0$.
Therefore, $w_{z} \leq w$, and $w_{z}=w$ if $w_{z}=w$.
Corollary 1. If an operator $G \in L(V, Z)$ is surjective, then the operator
$S: Z \longrightarrow V$ defined by:

$$
\begin{equation*}
S \xi=G^{*} W^{-1} \xi \tag{2.6}
\end{equation*}
$$

is a right inverse of $G$.i.e., $G \circ S=I$.
Definition 2. Under the condition of the above theorem the operator

$$
S=G^{*} W^{-1}: Z \longrightarrow V
$$

is called the generalize steering operator.
Lemma 2. An operator $G \in \underline{L(V, Z)}$ satisfies
$\overline{\operatorname{Rang}(G)}=Z \quad$ if, and only if, $\overline{\operatorname{Rang}(W)}=Z$.
Proof Suppose that $\overline{\operatorname{Rang}(G)}=Z$. Then, from Lemma 1 part (2) we have that

$$
\begin{equation*}
\langle W z, z\rangle>0, \forall z \in Z, z \neq 0 \tag{2.7}
\end{equation*}
$$

For the purpose of contradiction, let us assume that

$$
\overline{\operatorname{Rang}(W)} \subset Z
$$

Then, from Hanh Banach's Theorem there exists $z_{0} \neq 0$ such that

$$
\left\langle W_{z,} z_{0}\right\rangle=0, \forall z \in Z
$$

In particular, if we put $z=z_{0}$, then $\left\langle W z_{0}, z_{0}\right\rangle=0$, which contradicts (2.7).
Now, suppose that $\overline{\operatorname{Rang}(W)}=Z$. Then,
$\overline{\operatorname{Rang}\left(G G^{*}\right)}=Z$, and consequently $\overline{\operatorname{Rang}(G)}=Z$.

### 2.1. Variational Method to Obtain Solutions

The Theorem 1 gave a formula for one solution of the system (2.2) which has minimum norma. But, it is not the only way allowing to build solutions of this equation. Next, we shall present a variational method to obtain solutions of (2.2) as a minimum of the quadratic functional $\jmath: Z \rightarrow I R$,

$$
\begin{equation*}
\jmath(\xi)=\frac{1}{2} G^{*} \xi^{2}-\langle z, \xi\rangle, \forall \xi \in Z \tag{2.8}
\end{equation*}
$$

Proposition 1. For a given $z \in Z$ the Equation (2.2) has a solution $w \in V$ if, and only if,

$$
\begin{equation*}
\left\langle w, G^{*} \xi\right\rangle-\langle z, \xi\rangle=0, \quad \forall \xi \in Z \tag{2.9}
\end{equation*}
$$

It is easy to see that (2.9) is in fact an optimality condition for the critical points of the quadratic functional $\jmath$ define above.

Lemma 3. Suppose the quadratic functional $\jmath$ has a minimizer $\xi_{z} \in Z$. Then,

$$
\begin{equation*}
w_{z}=G^{*} \xi_{z}, \tag{2.10}
\end{equation*}
$$

is a solution of (2.2).
Proof. First, observe that $\jmath$ has the following form

$$
\jmath(\xi)=\frac{1}{2}\left\langle G G^{*} \xi, \xi\right\rangle-\langle z, \xi\rangle, \quad \forall \xi \in Z .
$$

Then, if $\xi_{z}$ is a point where $\jmath$ achieves its minimum value, we obtain that

$$
\frac{d}{d \xi}\{j\}\left(\xi_{z}\right)=G G^{*} \xi_{z}-z=0
$$

So, $G G^{*} \xi_{z}=z$ and $w_{z}=G^{*} \xi_{z}$ is a solution of (2.2).
Remark 1. Under the condition of Theorem 1, the solution given by the formulas (2.10) and (2.3) coincide.

Theorem 2. The system (2.2) is solvable if, and only if, the quadratic functional $\jmath$ defined by (2.8) has a minimum for all $z \in Z$.

Proof Suppose (2.2) is solvable. Then, the operator $G$ is surjective. Hence, from Lemma 1 there exists $\gamma>0$ such that

$$
G^{*} \xi^{2} \geq \gamma^{2} \xi^{2}, \xi \in Z
$$

Then,

$$
\jmath(\xi) \geq \frac{\gamma^{2}}{2} \xi^{2}-z \xi, \xi \in Z
$$

Therefore,

$$
\lim _{\xi \rightarrow \infty} \jmath(\xi)=\infty
$$

Consequently, $\jmath$ is coercive and the existence of a minimum is ensured. The other way of the proof follows as in proposition 1.

## 3. Surjective Semlinear Operators

In this section we shall look for conditions under which the semilinear operator

$$
\begin{align*}
G_{H}: V \longrightarrow & Z \text { given by: } \\
& G_{H} w=G w+H(w), \quad w \in V \tag{3.1}
\end{align*}
$$

is surjective. To this end, we shall use the following theorem from non linear analysis.

Theorem 1. Let $Z$ be a Banach space and $K: Z \rightarrow Z$ a Lipschitz function with a Lipschitz constant $k<1$ and consider $\hat{G}(z)=z+K z$. Then $\hat{G}$ is an homemorphisme whose inverse is a Lipschitz function with a Lipschitz constant $(1-k)^{-1}$.

Theorem 2. If $\operatorname{Rang}(G)=Z$ and $H$ is a Lipschitz function with a Lipschitz constant $h$ such that $h G^{*}\left(G G^{*}\right)^{-1}<1$, then $\operatorname{Rang}\left(G_{H}\right)=Z$ and for all $z \in Z$ the equation

$$
\begin{equation*}
G_{H} w=G w+H(w)=z, \tag{3.2}
\end{equation*}
$$

admits the following solution

$$
\begin{align*}
& w_{z}=G^{*}\left(G G^{*}\right)^{-1}\left(I+H \circ G^{*}\left(G G^{*}\right)^{-1}\right)^{-1} z=  \tag{3.3}\\
& =S(I+H \circ S)^{-1} z
\end{align*}
$$

where $S=G^{*}\left(G G^{*}\right)^{-1}$.
Proof Suppose that $\operatorname{Rang}(G)=Z$. Then, from Corollary 1 we know that the operator $S$ define by (2.6) is a right inverse of $G$, so if we put $G_{H}=G_{H} \circ S$, we get the new operator

$$
\begin{equation*}
G_{H} \xi=G_{H} \circ S \xi=\xi+H(S \xi), \xi \in Z, \tag{3.4}
\end{equation*}
$$

where $S=G^{*}\left(G G^{*}\right)^{-1}=G^{*} W^{-1}$. Hence, if we define the operator $K: Z \longrightarrow Z$ by:

$$
\begin{equation*}
K \xi=H(S \xi) \tag{3.5}
\end{equation*}
$$

the operator $G_{H}$ can be written as follows

$$
\begin{equation*}
G_{H} \xi=\xi+K \xi=(I+K) \xi, \xi \in Z . \tag{3.6}
\end{equation*}
$$

On the other hand, $K$ is a Lipschitz function with a Lipschitz constant $\kappa \leq h G^{*}\left(G G^{*}\right)^{-1}<1$. Then, applying Theorem 1 we get the result.
Theorem 3. If $\operatorname{Rang}(G)=Z$ and the operator $K$ given by (3.5) is linear and $K \geq 0$, then $\operatorname{Rang}\left(G_{H}\right)=Z$ and for all $z \in Z$ the equation

$$
\begin{equation*}
G_{H} w=G w+H(w)=z, \tag{3.7}
\end{equation*}
$$

admits the following solution

$$
w_{z}=G^{*} W^{-1}(I+K)^{-1} z
$$

Proof Since $G_{H} \circ S=I+K$, then

$$
\left\langle\left(G_{H} \circ S\right) z, z\right\rangle>z^{2}, \forall z \in Z
$$

Then, in the same way as in the proof of Theorem 1 we get the result.

Corollary 1. Under the conditions of the above Theorems, the operator
$\Gamma: Z \longrightarrow V$ define by:

$$
\begin{align*}
& \Gamma z=G^{*}\left(G G^{*}\right)^{-1}\left(I+H \circ G^{*}\left(G G^{*}\right)^{-1}\right)^{-1} z=  \tag{3.8}\\
& =S(I+H \circ S)^{-1} z,
\end{align*}
$$

is a right inverse of $G_{H}$. i.e., $G_{H} \circ \Gamma=I \mathrm{~d}$
Corollary 2. Under the conditions of the above

Theorems, the solution
$w_{z}=S(I+H \circ S)^{-1} z$ of the Equation (3.2) depends continuously on $z$. Moreover,

$$
w_{z}-w_{y v} \leq \frac{S}{1-h S} z-y_{z}, \forall z, y \in Z .
$$

## 4. Controllability of Semilinear Evolution Equations

In this section we shall characterize the exact controllability of the semilinear evolution equation

$$
\begin{align*}
& z^{\prime}=A z+B u(t)+F(t, z, u(t)) \\
& z \in Z, u \in U, t>0 \tag{4.1}
\end{align*}
$$

Where $Z, U$ are Hilbert spaces, $A: D(A) \subset Z \longrightarrow Z$ is the infinitesimal generator of strongly continuous semigroup $\{T(t)\}_{t \geq 0}$ in $Z, \quad B \in L(U, Z)$, the control function $u$ belongs to $L^{2}(0, \tau ; U)$ and $F:[0, \tau] \times Z \times U \longrightarrow Z$ is a suitable function.

### 4.1. Linear Systems

First, we shall study the controllability of the linear system (1.3), and to this end, for all $z_{0} \in Z$ and $u \in L^{2}(0, \tau ; U)$ the the initial value problem

$$
\left\{\begin{array}{l}
z^{\prime}=A z(t)+B u(t), t>0  \tag{4.2}\\
z(0)=z_{0},
\end{array}\right.
$$

admits only one mild solution given by:

$$
\begin{equation*}
z(t)=T(t) z_{0}+\int_{0}^{t} T(t-s) B u(s) d s \quad t \in[0, \tau] \tag{4.3}
\end{equation*}
$$

Definition 1. (Exact Controllability) The system (1.3) is is said to be exactly controllable on $[0, \tau]$, if for all $z_{0}, z_{1} \in Z$ there exists a control $u \in L^{2}(0, \tau ; U)$ such that the solution $z(t)$ of (4.3) corresponding to $u$, verifies: $z(\tau)=z_{1}$.

Consider the following bounded linear operator:

$$
\begin{equation*}
G: L^{2}(0, \tau ; U) \rightarrow Z, G u=\int_{0}^{\tau} T(\tau-s) B u(s) d s \tag{4.4}
\end{equation*}
$$

whose adjoint operator $G^{*}: Z \longrightarrow L^{2}(0, \tau ; U)$ is given by:

$$
\begin{equation*}
\left(G^{*} \xi\right)(s)=B^{*} T^{*}(\tau-s) \xi, \forall s \in[0, \tau], \forall \xi \in Z \tag{4.5}
\end{equation*}
$$

Then, the gramian $W=G G^{*}: Z \rightarrow Z$ takes the following classical form

$$
\begin{equation*}
W_{z}=\int_{0}^{\tau} T(\tau-s) B B^{*} T^{*}(\tau-s) z d s \tag{4.6}
\end{equation*}
$$

Then, the following Theorem from [7](pg. 47, Theorem 4.17) is a characterization of the exact controllability of the linear system (1.3).

Theorem 1. For the system (1.3) we have the following condition for exact controllability.

System (1.3) is exactly controllable on $[0, \tau]$ if, and only if, any one of the following condition hold for some $\gamma>0$ and all $z \in Z:$

1) $G\left(L^{2}(0, \tau ; U)\right)=\operatorname{Range}(G)=Z$,
2) $\left\langle W_{z, z}\right\rangle \geq \gamma\|z\|_{z}{ }^{2}$,
3) $\left\|G^{*} z\right\|_{Z}{ }^{2}:=\int_{0}^{\tau}\left\|\left(G z^{*}\right)(s)\right\|_{U}{ }^{2} d s \geq \gamma\|z\|_{z}{ }^{2}$
4) $\int_{0}^{\tau}\left\|B^{*} T^{*}(\tau-s) z\right\|_{U}{ }^{2} \geq \gamma\|z\|_{z}{ }^{2}$,
5) $\operatorname{Ker}\left(G^{*}\right)=\{0\}$ and $\operatorname{Rang}\left(G^{*}\right)$ is closed.

Remark 1. One can observe that the invertibility of the operator $W$ is not proved in the foregoing theorem and, consequently, none formula for the control steering the system (4.2) from initial state $z_{0}$ to a final state $z_{1}$ on time $\tau>0$ is given.
Now, we are ready to formulate and prove a new result on exact controllability of the linear system (1.3).

Theorem 2. The system (1.3) is exactly controllable on $[0, \tau]$ if, and only if, the operator $W$ is invertible. Moreover, the control $u \in L^{2}(0, \tau ; U)$ steering an initial state $z_{0}$ to a final state $z_{1}$ at time $\tau>0$ is given by the following formula:

$$
\begin{equation*}
u(t)=B^{*} T^{*}(\tau-t) W^{-1}\left(z_{1}-T(\tau) z_{0}\right) \tag{4.7}
\end{equation*}
$$

Proof It follows directly from the above notation and applying Theorem 1.

Corollary 1. If the system (1.3) is exactly controllable, then the operator
$S: Z \longrightarrow L^{2}(0, \tau ; U)$ define by:

$$
\begin{equation*}
S \xi=G^{*} W^{-1} \xi \text { or }(S \xi)(s)=B^{*} T^{*}(\tau-s) W^{-1} \xi \tag{4.8}
\end{equation*}
$$

is a right inverse of $G$. i.e., $G \circ S=I$
In this case the Equation (2.2) takes the following form

$$
\begin{align*}
& G u=z \\
& u \in L^{2}(0, \tau ; U), z \in Z \tag{4.9}
\end{align*}
$$

and the quadratic functional $\jmath$ given by (2.8) can be written as follows

$$
\mathfrak{J}(\xi)=\frac{1}{2} \int_{0}^{\tau} B^{*} T^{*}(\tau-s) \xi^{2} d s-\langle z, \xi\rangle, \xi \in Z .(4.10)
$$

The following results follow from Proposition 1, Lemma 3 and Theorem 1 respectively.

Proposition 1. For a given $z \in Z$ the Equation (4.9) has a solution $u \in L^{2}(0, \tau ; U)$ if, and only if,

$$
\begin{equation*}
\int_{0}^{\tau}<u(t), B^{*} T^{*}(\tau-t) \xi>d s=<z, \xi>, \forall \xi \in Z \tag{4.11}
\end{equation*}
$$

It is easy to see that (4.11) is in fact an optimality condition for the critical points of the quadratic functional $\mathfrak{I}$ define above.

Lemma 1. Suppose the quadratic functional $\mathfrak{I}$ has a minimizer $\xi_{z} \in Z$. Then,

$$
\begin{equation*}
u(t)=B^{*} T^{*}(\tau-t) \xi_{z}, t \in[0, \tau] \tag{4.12}
\end{equation*}
$$

is a solution of (4.9).
Theorem 3. The system (1.3) is exactly controllable if, and only if, the quadratic functional $\mathfrak{J}$ define by (1) has a minimizer $\xi_{z}$ for all $z \in Z$.

Moreover, under this condition we obtain that

$$
\begin{equation*}
u(t)=B^{*} T^{*}(\tau-t) \xi_{z}=B^{*} T^{*}(\tau-t) W^{-1} z, t \in[0, \tau] \tag{4.13}
\end{equation*}
$$

and $\xi_{z}=W^{-1} z$.

### 4.2. Nonlinear System

We assume that $F$ is good enough such that the Equation (4.1) with the initial condition $z(0)=z_{0}$ and a control $u \in L^{2}(0, \tau, U)$ admits only one mild solution given by:

$$
\begin{align*}
& z(t)=T(t) z_{0}+\int_{0}^{t} T(t-s) B u(s) d s+  \tag{4.14}\\
& \int_{0}^{t} T(t-s) F(s, z(s), u(s)) d s, t \in[0, \tau]
\end{align*}
$$

Definition 2. (Exact Controllability) The system (4.1) is said to be exactly controllable on $[0, \tau]$, if for all $z_{0}, z_{1} \in Z$, there exists a control $u \in L^{2}(0, \tau ; U)$ such that the corresponding solution $z$ of (4.14) satisfies $z(\tau)=z_{1}$.
Define the following operator: $G_{F}: L^{2}(0, \tau ; U) \longrightarrow Z$ by

$$
\begin{align*}
G_{F} u & =\int_{0}^{\tau} T(\tau-s) B u(s) d s+\int_{0}^{\tau} T(\tau-s) F(s, z(s), u(s)) d s \\
& =G u+\int_{0}^{\tau} T(\tau-s) F(s, z(s), u(s)) d s \tag{4.15}
\end{align*}
$$

where $z(t)=z(t, u)$ is the solution of (4.14) corresponding to the control $u$. Then, the following proposition is trivial and characterizes the exact controllability of (4.1).

Proposition 2. The system (4.1) is exactly controllable on $[0, \tau]$ if, and only if,

$$
\operatorname{Rang}\left(G_{F}\right)=Z .
$$

So, in order to prove exact controllability of system (4.1) we have to verify the condition of the foregoing proposition. To this end, we need to assume that the linear system (1.3) is exactly controllable. In this case we know from corollary 1 that the steering operator $S$ defined by (4.8) is a right inverse of $G$, so if we put $G_{F}=G_{F} \circ S$, we get the following representation:

$$
\begin{equation*}
G_{F} \xi=G_{F} \circ S \xi=\xi+\int_{0}^{\tau} T(\tau-s) F\left(s, z_{\xi}(s),(S \xi)(s)\right) d s \tag{4.16}
\end{equation*}
$$

where $z_{\xi}(\cdot)$ is the solution of (4.14) corresponding to
the control $u$ define by:

$$
u(t)=(S \xi)(t)=B^{*} T^{*}(\tau-t) W^{-1} \xi, t \in[0, \tau] .
$$

Hence, if we define the operator $K: Z \longrightarrow Z$ by:

$$
\begin{equation*}
K \xi=\int_{0}^{\tau} T(\tau-s) F\left(s, z_{\xi}(s),(S \xi)(s)\right) d s \tag{4.17}
\end{equation*}
$$

the operator $G_{F}$ can be written as follows

$$
\begin{equation*}
G_{F} \xi=\xi+K \xi=(I+K) \xi \tag{4.18}
\end{equation*}
$$

Now, we shall prove some abstract results making assumptions on the operator $K$. After that, we will put conditions on the nonlinear term $F$ that imply condition on $K$.
Theorem 4. If the linear system (1.3) is exactly controllable on $[0, \tau]$ and the operator $K$ is globally Lipschitz with a Lipschitz constant $k<1$, then the non linear system (4.1) is exactly controllable on $[0, \tau]$ and the control steering the initial state $z_{0}$ to the final state $z_{1}$ is given by:

$$
u(t)=B^{*} T^{*}(\tau-t) W^{-1}(I+K)^{-1}\left(z_{1}-T(\tau) z_{0}\right) .
$$

Proof It follows directly from Equation (3.6) and Theorem 1 or Theorem 2.

Theorem 5. If the system (1.3) is exactly controllable on $[0, \tau]$ and the operator $K$ is linear with $K \geq 0$, then the system (4.1) is exactly controllable on $[0, \tau]$ and the control $u(t)$ steering the initial state $z_{0}$ to the final state $z_{1}$ is given by:

$$
u(t)=B^{*} T^{*}(\tau-t) W^{-1}(I+K)^{-1}\left(z_{0}-T(\tau) z_{1}\right)
$$

Proof It follows directly from Equation (3).
The proof of the following lemma follows as in lemma 5.1 from [1].

Lemma 2. If $F$ satisfies the Lipschitz condition

$$
\begin{aligned}
& F\left(t, z_{2}, u_{2}\right)-F\left(t, z_{1}, u_{1}\right) \leq L\left\{z_{2}-z_{1}+u_{2}-u_{1}\right\} \\
& z_{2}, z_{1} \in Z \quad u_{2}, u_{1} \in U \quad t \in[0, \tau]
\end{aligned}
$$

then

$$
K z_{2}-K z_{1} \leq K(L) z_{2}-z_{1}, \quad z_{2}, z_{1} \in Z
$$

where $K(L)=L H_{1} H_{2}$ and

$$
\begin{aligned}
& H_{1}=M[B+L] e^{M L \tau} \tau+1, H_{2}= \\
& =M^{2} B W^{-1} \tau, M=\sup _{0 \leq s \leq t \leq \tau} T(t-s) .
\end{aligned}
$$

Theorem 6. If $F$ satisfies the foregoing Lipschitz condition, the linear system (1.3) is exactly controllable on $[0, \tau]$ and

$$
\begin{equation*}
L\left(M[B+L] e^{M L \tau} \tau+1\right)\left(M^{2} B W^{-1} \tau\right)<1 \tag{4.19}
\end{equation*}
$$

then the non linear system (4.1) is exactly controllable on $[0, \tau]$ and the control steering the initial state $z_{0}$ to the final state $z_{1}$ is given by:

$$
u(t)=B^{*} T^{*}(\tau-t) W^{-1}(I+K)^{-1}\left(z_{1}-T(\tau) z_{0}\right) .
$$

Proof From Lemma 2 we know that $K$ is a Lipschitz function with a Lipschitz constant $k$ given by:

$$
k=L\left(M[B+L] e^{M L \tau} \tau+1\right)\left(M^{2} B W^{-1} \tau\right)
$$

and from condition (4.19) we get that $k<1$. Hence, applying Theorem 4 we complete the proof.

## 5. Applications and Further Research

In this section we consider some control systems governed by partial differential equations, integrodifferential equations and difference equations that can study using these results. Particularly, we work in details the controlled damped wave equation. Finally, we propose future investigations an open problem.

### 5.1. The Controlled Semilinear Damped Wave Equation

Consider the following control system governed by a $1 D$ semilinear damped wave equation

$$
\left\{\begin{array}{l}
w_{t t}+c w_{t}-d w_{x x}=u(t, x)+f\left(t, u(t, x), w, w_{t}\right)  \tag{5.1}\\
0<x<1 \\
w(t, 0)=w(t, 1)=0 \\
t \in I R
\end{array}\right.
$$

where $d>0, c \geq 0$, the distributed control $u \in L^{2}\left(0, t_{1} ; L^{2}(0,1)\right)$ and the nonlinear term $f(t, w, v, u)$ is a function $f:\left[0, t_{1}\right] \times I R^{3} \rightarrow I R$.

Abstract Formulation of the Problem.
Now we will choose the space in which problem (5.1) will be set as an abstract first order ordinary differential equation.

Let $X=L^{2}[0,1]$ and consider the linear unbounded operator

$$
A: D(A) \subset X \rightarrow X \text { defined by } A \varphi=-\varphi_{x x} \text {, where }
$$

$$
\begin{equation*}
D(A)=\left\{\varphi \in X: \varphi, \varphi_{x}, \text { are a.c, } \varphi_{x x} \in X ; \varphi(0)=\varphi(1)=0\right\} . \tag{5.2}
\end{equation*}
$$

The operator $A$ has the following very well known properties:

1) The spectrum of $A$ consists of only eigenvalues

$$
0<\lambda_{1}<\lambda_{2}<\cdots<\lambda_{n} \rightarrow \infty
$$

each one with multiplicity one.
2) There exists a complete orthonormal set $\left\{\varphi_{n}\right\}$ of eigenvectors of $A$.
3) For all $x \in D(A)$ we have

$$
\begin{equation*}
A x=\sum_{n=1}^{\infty} \lambda_{n}<x, \varphi_{n}>\varphi_{n}=\sum_{n=1}^{\infty} \lambda_{n} E_{n} x, \tag{5.3}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is the inner product in $X$ and

$$
\begin{align*}
& E_{n} x=<x, \varphi_{n}>\varphi_{n}, \lambda_{n}=n^{2} \pi^{2}  \tag{5.4}\\
& \text { and } \varphi_{n}(x)=\sqrt{2} \sin (n \pi x) .
\end{align*}
$$

So, $\left\{E_{n}\right\}$ is a family of complete orthogonal projections in $X$ and

$$
x=\sum_{n=1}^{\infty} E_{n} x, x \in X
$$

4)     - Agenerates an analytic semigroup $\left\{e^{-A t}\right\}$ given by:

$$
\begin{equation*}
e^{-A t} x=\sum_{n=1}^{\infty} e^{-\lambda_{n} t} E_{n} x \tag{5.5}
\end{equation*}
$$

and
5) The fractional powered spaces $X^{r}$ are given by:

$$
X^{r}=D\left(A^{r}\right)=\left\{x \in X: \sum_{n=1}^{\infty}\left(\lambda_{n}\right)^{2 r} E_{n} x^{2}<\infty\right\} r \geq 0
$$

with the norm

$$
x_{r}=A^{r} x=\left\{\sum_{n=1}^{\infty} \lambda_{n}^{2 r} E_{n} x^{2}\right\}^{1 / 2}, x \in X^{r}
$$

where

$$
\begin{equation*}
A^{r} x=\sum_{n=1}^{\infty} \lambda_{n}^{r} E_{n} x \tag{5.6}
\end{equation*}
$$

Also, for $r \geq 0$ we define $Z_{r}=X^{r} \times X$, which is a Hilbert Space with norm given by:

$$
\left\|\left[\begin{array}{l}
w \\
v
\end{array}\right]\right\|_{Z_{r}}^{2}=w_{r}^{2}+v^{2}
$$

Using the change of variables $w^{\prime}=v$, the system (5.1) can be written as a first order systems of ordinary differential equations in the Hilbert space

$$
\begin{align*}
& Z_{1 / 2}=D\left(A^{1 / 2}\right) \times X=X^{1 / 2} \times X \quad \text { as: } \\
& \quad z^{\prime}=A z+B u+F(t, z, u(t)), z \in Z_{1 / 2}, t \geq 0 \tag{5.7}
\end{align*}
$$

where

$$
z=\left[\begin{array}{l}
w  \tag{5.8}\\
v
\end{array}\right], B=\left[\begin{array}{c}
0 \\
I_{X}
\end{array}\right], A=\left[\begin{array}{cc}
0 & I_{X} \\
-d A & -c I_{X}
\end{array}\right],
$$

is an unbounded linear operator with domain $D(A)=D(A) \times X$ and

$$
F(t, z, u)=\left[\begin{array}{c}
0  \tag{5.9}\\
f(t, u, w, v)
\end{array}\right]
$$

and the function F : $\left[0, \mathrm{t}_{1}\right] \times Z_{1 / 2} \times X \rightarrow Z_{1 / 2}$. Since $X^{1 / 2}$ is continuously included in $X$ we obtain for all $z_{1}, z_{2} \in Z_{1 / 2}$ and $u_{1}, u_{2} \in X$ that

$$
\begin{align*}
& F\left(t, z_{2}, u_{2}\right)-F\left(t, z_{1}, u_{1}\right)_{z_{1 / 2}} \\
& \leq L\left\{z_{2}-z_{11 / 2}+u_{2}-u_{1}\right\} \quad t \in\left[0, t_{1}\right] . \tag{5.10}
\end{align*}
$$

Throughout this section, without lose of generality, we will assume that

$$
c^{2}<4 d \lambda_{1}
$$

The following proposition follows from [8] and [1].
Proposition 1. The operator $A$ given by (5.8), is the infinitesimal generator of strongly continuous group $\{T(t)\}_{t \in I R}$ in $Z_{1 / 2}$ given by:

$$
\begin{equation*}
T(t) z=\sum_{n=1}^{\infty} e^{A_{n} t} P_{n} z, z \in Z_{1 / 2} \tag{5.11}
\end{equation*}
$$

where $\left\{P_{n}\right\}_{n \geq 0}$ is a family of complete orthogonal projections on the Hilbert space $\mathbf{Z}_{\frac{1}{2}}$ given by:

$$
\begin{equation*}
P_{n}=\operatorname{diag}\left(E_{n}, E_{n}\right), n \geq 1 \tag{5.12}
\end{equation*}
$$

and

$$
A_{n}=B_{n} P_{n}, B_{n}=\left(\begin{array}{cc}
0 & 1  \tag{5.13}\\
-d \lambda_{n} & -c
\end{array}\right), n \geq 1
$$

This group decays exponentially to zero. In fact, we have the following estimate

$$
\begin{equation*}
T(t) \leq M(c, d) e^{-\frac{c}{2} t}, t \geq 0 \tag{5.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{M(c, d)}{2 \sqrt{2}}=\sup _{n}\left\{2\left|\frac{c \pm \sqrt{4 d \lambda_{n}-c^{2}}}{\sqrt{c^{2}-4 d \lambda_{n}}}\right|,(2+d)\left|\frac{\sqrt{\lambda_{n}}}{\sqrt{4 d \lambda_{n}-c^{2}}}\right|\right\} \tag{5.15}
\end{equation*}
$$

The proof of the following theorem follows in the same way as the one for Theorem 4.1 from [1].

Theorem 1. The system

$$
\left\{\begin{array}{l}
z^{\prime}=A z+B u z \in Z_{1 / 2}, t>0  \tag{5.16}\\
z(0)=z_{0}
\end{array}\right.
$$

is exactly controllable on $[0, \tau]$.
Theorem 2. If the following estimate holds

$$
\begin{equation*}
L\left(M(c, d)[1+L] e^{M(c, d) L \tau} \tau+1\right)\left(M(c, d)^{2} W^{-1} \tau\right)<1 \tag{5.17}
\end{equation*}
$$

then the system (5.7) is exactly controllable on $[0, \tau]$.
Proof It follows from Theorem 6 one we observe that in this case $B \leq 1$.

### 5.2. Future Research

These results can be applied to the following class of second order diffusion system in Hilbert spaces

$$
\begin{aligned}
& w^{\prime \prime}+A_{0} w=u(t)+f(t, w, u) \\
& t>0, \quad w \in W \quad u \in U
\end{aligned}
$$

Where $W, U$ are Hilbert spaces, the control $u \in L^{2}(0, \tau ; U)$, $A_{0}: D\left(A_{0}\right) \subset W \rightarrow W$ is an unbounded linear operator in $W$ with the spectral decomposition:

$$
A_{0} w=\sum_{j=1}^{\infty} \lambda_{j} \sum_{k=1}^{\gamma_{j}}<\phi_{k, j}, w>\phi_{k, j}=\sum_{j=1}^{\infty} \lambda_{j} E_{j} w,
$$

where $E_{j} w=\sum_{k=1}^{\gamma_{j}}<\phi_{k, j}, w>\phi_{k, j},\left\{\varphi_{k, j}\right\}$ is a complete orthonormal set of eigenvectors of $-A_{0}$ correspondent to the eigenvalues $\lambda_{1}<\lambda_{2}<\cdots<\lambda_{n} \rightarrow \infty$ with multiplicity $\gamma_{n}$ and $-A_{0}$ generates a strongly continuous semigroup $\{T(t)\}_{t \geq 0}$ given by:

$$
T(t) w=\sum_{j=1}^{\infty} e^{-\lambda_{j} t} E_{j} w, w \in W, t \geq 0
$$

and $f:[0, \tau] \times W \times U \longrightarrow W$ is a suitable function.
Examples of this class are the following well known systems of partial differential equations:

Example 1. The $n \mathrm{D}$ wave equation with Dirichlet boundary conditions

$$
\left\{\begin{array}{l}
\frac{\partial^{2} w}{\partial^{2} t}-\Delta w=u(t, x)+f(t, u(t, x), w) \\
t \geq 0, x \in \Omega \\
w(t, x)=0 \\
t \geq 0, x \in \partial \Omega .  \tag{5.18}\\
w(0, x)=\varphi_{0}(x) \\
\frac{\partial z}{\partial t}(0, x)=\psi_{0}(x), \\
x \in \Omega
\end{array}\right.
$$

where $\Omega$ is a sufficiently smooth bounded domain in $I R^{N}, u \in L^{2}\left([0, r] ; L^{2}(\Omega)\right), \varphi_{0}, \psi_{0} \in L^{2}(\Omega)$ and $f$ is a suitable function.

Example 2. The model of Vibrating Plate

$$
\left\{\begin{array}{l}
\frac{\partial^{2} w}{\partial^{2} t}+\Delta^{2} w+=u(t, x)+f(t, u(t, x), w) \\
t \geq 0, x \in \Omega \\
w=\Delta w=0  \tag{5.19}\\
t \geq 0, x \in \partial \Omega . \\
w(0, x)=\varphi_{0}(x) \\
\frac{\partial w}{\partial t}(0, x)=\psi_{0}(x) \\
x \in \Omega .
\end{array}\right.
$$

where $\Omega$ is a sufficiently smooth bounded domain in
$I R^{2}, u \in L^{2}\left([0, r] ; L^{2}(\Omega)\right), \varphi_{0}, \psi_{0} \in L^{2}(\Omega)$ and $f$ is a suitable function.

Others type of problems are the following control problems:

Example 3. Interior Controllability of the 1D Wave Equation

$$
\left\{\begin{array}{l}
y_{t t}-y_{x x}=1_{\omega} u(t, x)+f\left(t, u(t, x), w, w_{t}\right)  \tag{5.20}\\
\text { in }(0, \tau) \times(0,1) \\
\\
y(t, 0)=y(t, 1)=0, \quad t \in(0, \tau) \\
y(0, x)=y_{0}(x), \quad \text { in }[0,1]
\end{array}\right.
$$

where $\omega$ is an open nonempty subset of $[0,1], 1_{\omega}$ denotes the characteristic function of the set $\omega$, the distributed control $u \in L^{2}\left(0, \tau ; L^{2}[0,1]\right)$ and the nonlinear term $f(t, w, v, u)$ is a function $f:\left[0, t_{1}\right] \times I R^{3} \rightarrow I R$. For the interior controllability of the linear wave equation one can see [5].

Example 4. Exact Controllability of Integrodifferential 1D Wave Equation with Delay.

$$
\left\{\begin{array}{l}
y_{t t}-y_{x x}=u(t, x)+\int_{0}^{t} p(s, y(s-r, x) d s  \tag{5.21}\\
\text { in }(0, \tau) \times(0,1) \\
y(t, 0)=y(t, 1)=0 \\
t \in(0, \tau) \\
\\
y(s, x)=y_{0}(s, x) \\
\text { in }[-r, 0] \times[0,1] \\
y_{t}(s, x)=y_{1}(s, x) \\
\text { in }[-r, 0] \times[0,1]
\end{array}\right.
$$

where the distributed control $u \in L^{2}\left(0, \tau ; L^{2}[0,1]\right)$,
$y_{0}, y_{1}:[-r, 0] \times[0,1] \longrightarrow I R$ are continuous functions and the nonlinear term $p \in L^{1}([-r, \tau] \times[0,1])$.

Example 5. Exact controllability of Semilinear Difference Equations

$$
\begin{align*}
& z(n+1)=A(n) z(n)+B(n) u(n)+ \\
& f(z(n), u(n)), n \in I N^{*}, z(0)=z_{0} \tag{5.22}
\end{align*}
$$

where $Z, U$ are Hilbert spaces, $A \in l^{\infty}(I N, L(Z))$, $B \in l^{\infty}(I N, L(U, Z)), \quad u \in l^{2}(I N, U), L(U, Z)$ denotes the space of all bounded linear operators from $U$ to $Z$ and $L(Z, Z)=L(Z)$. The nonlinear term
$f: Z \times U \longrightarrow Z$ is a continuous Lipschitzian function. That is to say: For all $z_{2}, z_{1} \in Z$ and $u_{1}, u_{2} \in U$ we have that

$$
\begin{equation*}
f\left(z_{2}, u_{2}\right)-f\left(z_{1}, u_{1}\right) \leq L\left\{z_{2}-z_{1}+u_{2}-u_{1}\right\} . \tag{5.23}
\end{equation*}
$$

### 5.3. Open Problem

The solution of the following problem is very important, no only to study the approximate controllability of evolution Equation (1.2), it also can be used to solve others mathematical problems.

The problem can be formulate as follows: Let $Z, W$ be Hilbert spaces, $G \in L(W, Z)$ and $H: W \longrightarrow Z$ is a suitable nonlinear function. When the following statement holds?

If $\overline{\operatorname{Rang}(G)}=Z$ and $H$ is a Lipschitz function with a Lipschitz constant $h$ small enough, then
$\overline{\operatorname{Rang}(G+H)}=Z$ and for all $z \in Z$ there is a sequence $\left\{w_{\alpha}\right\}_{\alpha>0} \subset W$ such that equation

$$
\lim _{\alpha \rightarrow 0^{+}}\left(G w_{\alpha}+H\left(w_{\alpha}\right)\right)=z
$$
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#### Abstract

The main aim of the present paper is to study the robustness of the developed sequential probability ratio test (SPRT) for testing the hypothesis about scale parameter of gamma distribution with known shape parameter and exponential distribution with location parameter. The robustness of the SPRT for scale parameter of gamma distribution is studied when the shape parameter has undergone a change. The similar study is conducted for the scale parameter of exponential distribution when the location parameter has undergone a change. The expressions for operating characteristic and average sample number functions are derived. It is found in both the cases that the SPRT is robust only when there is a slight variation in the shape and location parameter in the respective distributions.
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## 1. Introduction

The robustness of sequential probability ratio test (SPRT) has been studied by several authors for various probability distributions when the distribution under consideration has undergone a change. Barlow and Proschan [1], Harter and Moore [2], Montagne and Singpurwalla [3], and others have studied this problem for various probability models.
In this paper, the problem of testing simple hypothesis against simple alternatives for scale parameter of the gamma distribution assuming shape parameter to be known is considered. The gamma distribution plays important role in many areas of the Statistics including areas of life testing and reliability. It is used to make realistic adjustment to exponential distribution in life-testing situations. The fact that a sum of independent exponentially distributed random variables has a gamma distribution, leads to the appearance of gamma distribution in the theory of random counters and other topics associated with precipitation processes.
In Section 2, we state the problem and develop SPRT for testing of hypothesis giving expressions for Operating Characteristic (OC) and Average Sample Number (ASN) functions. In Section 3, robustness of the devel-
oped SPRT with respect to OC functions when the distribution considered here has undergone a change in the shape parameter, has been studied. In Section 4 we have studied the robustness of SPRT for the scale parameter of exponential distribution with respect to OC function when the location parameter has undergone a change.

## 2. Materials and Methods

## The set-up of the problem and SPRT

Let $X_{1}, X_{2}, \ldots$. . be a sequence of random variables from a gamma distribution with scale parameter $\theta(>0)$ and shape parameter $\lambda(>0)$, whose density function is given by

$$
\begin{equation*}
f(x: \theta, \lambda)=\frac{x^{\lambda-1} e^{-x \mid \theta}}{\theta^{\lambda} \Gamma \lambda}, x>0 \tag{1}
\end{equation*}
$$

where it is assumed that $\lambda$ is known. Suppose we want to test the null hypothesis $\mathrm{H}_{0}$ : $\theta=\theta_{0}$ against the alternative $\mathrm{H}_{1}: \theta=\theta_{1}\left(>\theta_{0}\right)$. For this problem following SPRT is developed.

$$
\begin{equation*}
\text { Let } Z=\operatorname{In} \frac{f\left(x ; \theta_{1}\right)}{f\left(x ; \theta_{0}\right)}=\lambda \operatorname{In}\left(\frac{\theta_{0}}{\theta_{1}}\right)+\left(\frac{1}{\theta_{0}}-\frac{1}{\theta_{1}}\right) x \tag{2}
\end{equation*}
$$

Two numbers $A$ and $B(0<B<1<A)$ are chosen. At
nth stage accept $\mathrm{H}_{0}$ if $\sum_{i=1}^{n} z_{i} \leq \operatorname{In} B$, reject $\mathrm{H}_{0}$ if $\sum_{i=1}^{n} z_{i} \geq \operatorname{In} A$, otherwise, continue sampling by taking (n $+1)$ th observation. Here $Z_{i}$ is obtained by replacing $X$ by $X_{i}$ in (2). Let $(\alpha, \beta)$ be the desired strength of SPRT, then according Wald [4], A and B are approximately given by $A \approx \frac{1-\beta}{\alpha}, B \approx \frac{\beta}{1-\alpha}$, where $\alpha \in(0,1)$ and $\beta \in(0,1)$.
The Operating Characteristic (OC) function $L(\theta)$ is given by

$$
\begin{equation*}
L(\theta) \frac{A^{h(\theta)}-1}{A^{h(\theta)}-B^{h(\theta)}} \tag{3}
\end{equation*}
$$

Where $h(\theta)$ is the non-zero solution of

$$
\begin{equation*}
E\left(e^{h(\theta) z}\right)=1 \tag{4}
\end{equation*}
$$

From (1) and (2), since

$$
E\left(e^{h(\theta) z}\right)=\left\{1-h(\theta) \theta\left(\frac{1}{\theta_{0}}-\frac{1}{\theta_{1}}\right)\right\}^{-\lambda}\left(\frac{\theta_{0}}{\theta_{1}}\right)^{h(\theta) \lambda}
$$

we get from (4) that

$$
\begin{equation*}
\theta=\frac{1-\left(\frac{\theta_{0}}{\theta_{1}}\right)^{h(\theta)}}{h(\theta)\left(\frac{1}{\theta_{0}}-\frac{1}{\theta_{1}}\right)} \tag{5}
\end{equation*}
$$

The Average Sample Number (ASN) function is given by

$$
\begin{equation*}
E(N \mid \theta)=\frac{L(\theta) \ln B+[1-L(\theta)] \ln A}{E(Z)} \tag{6}
\end{equation*}
$$

Provided $E(Z) \neq 0$,
where

$$
\begin{equation*}
E(Z)=\lambda\left[\ln \left(\frac{\theta_{0}}{\theta_{1}}\right)+\theta\left(\frac{1}{\theta_{0}}-\frac{1}{\theta_{1}}\right)\right] \tag{7}
\end{equation*}
$$

The maximum value of ASN occurs in the neighbourhood of $\theta=\tilde{\theta}$, say where $\tilde{\theta}$ is the solution of $E_{\tilde{\theta}}(Z)=0$ and this value is given by

$$
\begin{equation*}
E_{\tilde{\theta}}(N)=\frac{-\ln A \cdot \ln B}{E_{\tilde{\theta}}\left(Z^{2}\right)} \tag{8}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
\tilde{\theta}=\frac{\ln \left(\theta_{1} / \theta_{0}\right)}{\left(\frac{1}{\theta_{0}}-\frac{1}{\theta_{1}}\right)} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{\tilde{\theta}}\left(Z^{2}\right)=\lambda\left\{\ln \left(\frac{\theta_{0}}{\theta_{1}}\right)\right\}^{2} \tag{10}
\end{equation*}
$$

Table 1 contains the values of $E_{0}(N), E_{1}(N)$ and $E_{\tilde{\theta}}(N)$ for different values of $\alpha, \beta$ and ratios of and ratios of $\theta_{0}$ and $\theta_{1}$.

## 3. Results and Discussions

### 3.1. Robustness of the SPRT for Scale Parameter of Gamma Distribution

Let us suppose that there is misspecification for the shape parameter $\lambda$ in the probability distribution. Then the pdf (1) becomes $f\left(x ; \theta, \lambda^{*}\right)$. To study the robustness of the SPRT developed in Section 2 with respect to OC function, consider $h(\theta)$ as the solution of the equation.

$$
\begin{gathered}
E_{\lambda^{*}}\left(e^{h(\theta) z}\right)=1 \\
\text { i.e. } \int_{0}^{\infty}\left[\frac{f\left(x ; \theta_{1}, \lambda\right)}{f\left(x ; \theta_{0}, \lambda\right)}\right]^{h(\theta)} f\left(x ; \theta, \lambda^{*}\right) d x=1
\end{gathered}
$$

giving

$$
\begin{equation*}
\theta=\frac{1-\left(\frac{\theta_{0}}{\theta_{1}}\right)^{\frac{\lambda}{\lambda^{2} h(\theta)}}}{h(\theta)\left(\frac{1}{\theta_{0}}-\frac{1}{\theta_{1}}\right)} \tag{11}
\end{equation*}
$$

For different values of $\theta, h(\theta)$ is evaluated and the OC function is obtained. The robustness of SPRT with respect to ASN function can be studied by replacing the denominator of (7) by

$$
\begin{equation*}
E_{\lambda^{*}}(Z)=\int_{0}^{\infty} z f\left(x ; \theta, \lambda^{*}\right) d x=\lambda \operatorname{In}\left(\frac{\theta_{0}}{\theta_{1}}\right)+\left(\frac{1}{\theta_{0}}+\frac{1}{\theta_{1}}\right) \theta \lambda * \tag{12}
\end{equation*}
$$

We consider the cases $\lambda>\lambda^{*}$ and $\lambda<\lambda^{*}$ to study the robustness of the SPRT. In Table 2, we present the ASN function for the cases $\lambda>\lambda^{*}$ for the SPRT of testing the hypothesis $\mathrm{H}_{0}: \theta=45$ against $\mathrm{H}_{1}: \theta=50$. The values of OC function for the cases $\lambda>\lambda^{*}$ and $\lambda<\lambda^{*}$ respectively are plotted Figure 1 and Figure 2.

### 3.2. Robustness of SPRT for Exponential Distribution

The random variable $X$ is said to follow exponential distribution with location parameter $\theta$ and scale parameter $\lambda$

Table 1. ASN values of SPRT for scale parameter of gamma distribution.

| $\lambda=5, \alpha=0.01, \beta=0.01$ |  |  |  | $\lambda=5, \alpha=0.05, \beta=0.05$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta_{0} / \theta_{1}$ | $E_{0}(N)$ | $E_{1}(N)$ | $E_{\theta}(N)$ | $\theta_{0} / \theta_{1}$ | $E_{0}(N)$ | $E_{1}(N)$ | $E_{\theta}(N)$ |
| 0.1 | 0.64 | 0.13 | 0.80 | 0.1 | 0.38 | 0.08 | 0.33 |
| 0.2 | 1.11 | 0.38 | 1.63 | 0.2 | 0.65 | 0.22 | 0.67 |
| 0.3 | 1.79 | 0.80 | 2.91 | 0.3 | 1.05 | 0.47 | 1.20 |
| 0.4 | 2.85 | 1.54 | 5.03 | 0.4 | 1.68 | 0.91 | 2.07 |
| 0.5 | 4.66 | 2.94 | 8.79 | 0.5 | 2.74 | 1.73 | 3.61 |
| 0.6 | 8.13 | 5.78 | 16.18 | 0.6 | 4.78 | 3.40 | 16.64 |
| 0.7 | 15.89 | 12.53 | 33.20 | 0.7 | 19.35 | 17.37 | 13.63 |
| 0.8 | 38.92 | 33.54 | 84.81 | 0.8 | 22.90 | 19.73 | 34.82 |
| 0.9 | 168.02 | 156.62 | 380.42 | 0.9 | 198.87 | 192.16 | 156.20 |
| $\lambda=5, \alpha=0.01, \beta=0.01$ |  |  |  | $\lambda=5, \alpha=0.05, \beta=0.05$ |  |  |  |
| $\theta_{0} / \theta_{1}$ | $E_{0}(N)$ | $E_{1}(N)$ | $E_{\theta}(N)$ | $\theta_{0} / \theta_{1}$ | $E_{0}(N)$ | $E_{1}(N)$ | $E_{\theta}(N)$ |
| 0.1 | 0.41 | 0.12 | 0.51 | 0.1 | 0.60 | 0.09 | 0.51 |
| 0.2 | 0.72 | 0.35 | 1.05 | 0.2 | 1.03 | 0.24 | 1.05 |
| 0.3 | 1.15 | 0.74 | 1.88 | 0.3 | 1.66 | 0.52 | 1.88 |
| 0.4 | 1.84 | 1.43 | 3.24 | 0.4 | 2.64 | 1.00 | 3.24 |
| 0.5 | 3.01 | 2.72 | 5.66 | 0.5 | 4.33 | 1.90 | 5.66 |
| 0.6 | 5.25 | 5.36 | 10.42 | 0.6 | 7.54 | 3.73 | 10.42 |
| 0.7 | 10.27 | 11.62 | 21.38 | 0.7 | 14.74 | 18.10 | 21.38 |
| 0.8 | 25.15 | 31.11 | 54.61 | 0.8 | 36.10 | 21.67 | 54.61 |
| 0.9 | 108.58 | 145.27 | 244.96 | 0.9 | 155.84 | 101.22 | 244.96 |

Table 2. ASN function for $\lambda<\lambda^{*}\left(\mathrm{H}_{0}: \theta=45, \mathrm{H}_{1}: \theta=50, \alpha=\right.$ $\beta=0.05, \lambda=5$.

| $\theta / \lambda^{*}$ | 5.0 | 5.05 | 5.10 | 5.15 | 5.20 | 5.25 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 41.00 | 41.30 | 44.11 | 47.32 | 51.03 | 55.33 | 60.39 |
| 42.00 | 48.87 | 52.92 | 57.66 | 63.26 | 69.93 | 77.94 |
| 43.00 | 59.62 | 65.72 | 73.02 | 81.81 | 92.38 | 104.97 |
| 44.00 | 75.50 | 84.94 | 96.24 | 109.58 | 124.72 | 140.68 |
| 45.00 | 99.02 | 112.80 | 128.09 | 143.50 | 156.49 | 163.82 |
| 46.00 | 129.74 | 144.44 | 155.87 | 160.87 | 157.93 | 147.84 |
| 47.00 | 154.07 | 157.58 | 153.15 | 142.24 | 127.85 | 112.80 |
| 48.00 | 149.13 | 137.97 | 123.70 | 109.01 | 95.54 | 83.89 |
| 49.00 | 120.96 | 106.59 | 93.41 | 82.03 | 72.48 | 64.57 |
| 50.00 | 92.35 | 81.06 | 71.59 | 63.74 | 57.25 | 51.83 |
| 51.00 | 71.40 | 63.49 | 56.95 | 51.51 | 46.96 | 43.11 |
| 52.00 | 57.12 | 51.57 | 46.94 | 43.03 | 39.70 | 36.85 |
| 53.00 | 47.25 | 43.23 | 39.82 | 36.89 | 34.36 | 32.16 |
| 54.00 | 40.18 | 37.15 | 34.54 | 32.27 | 30.28 | 28.52 |
| 55.00 | 34.91 | 32.55 | 30.49 | 28.68 | 27.06 | 25.62 |

if its probability density function is given by

$$
\begin{equation*}
f(x ; \theta, \lambda)=\lambda e^{-\lambda(x-\theta)}, x>0, \lambda>0 \tag{13}
\end{equation*}
$$

where it is assumed that $\theta$ is known.
Given a sequence of observations $X_{1}, X_{2}, \ldots$, from (13), we wish to test the null hypothesis $\mathrm{H}_{0}: \lambda=\lambda_{0}$ against the alternative $\mathrm{H}_{1}: \lambda=\lambda_{1}\left(>\lambda_{0}\right)$. We propose the following SPRT.
Let $Z=\operatorname{In}\left\{\frac{f\left(x ; \lambda_{1}\right)}{f\left(x ; \lambda_{0}\right)}\right\}=\operatorname{In}\left(\frac{\lambda_{1}}{\lambda_{0}}\right)-\left(\lambda_{1}-\lambda_{0}\right)(x-\theta)$
We choose two numbers $A$ and $B$ such that $0<B<1$ $<A$. At $n^{\text {th }}$ stage, accept $\mathrm{H}_{0}$ if $\sum_{i=1}^{n} z_{i} \leq$ In $B$, reject $\mathrm{H}_{0}$ if $\sum_{i=1}^{n} Z_{i} \geq \ln A$, otherwise continue sampling by taking ( $n+$ $1)^{\text {th }}$ observation. Here $Z_{i}$ is obtained by replacing $x$ by $x_{i}$ in (3.2). If $\alpha$ and $\beta$ are the probabilities of type I and type II errors respectively, then $A \cong \frac{1-\beta}{\alpha}, B \cong \frac{\beta}{1-\alpha}$ The OC function $L(\lambda)$ is given by


Figure 1. Graph of OC function for gamma distribution $\lambda<$ $\lambda^{*}$.


Figure 2. Graph of OC function for gamma distribution $\boldsymbol{\lambda} \boldsymbol{>}$ $\lambda^{*}$.

$$
\begin{equation*}
L(\lambda) \approx \frac{A^{h(\lambda)}-1}{A^{h(\lambda)}-B^{h(\lambda)}} \tag{15}
\end{equation*}
$$

Where $h(\lambda)$ is the solution of $E\left[e^{h(\lambda) z}\right]=1$.
Here, $E\left[e^{h(\lambda) Z}\right]=\lambda\left(\frac{\lambda_{1}}{\lambda_{0}}\right)^{h(\lambda)}$ and hence we obtain
$\lambda=\left(\frac{\lambda_{0}}{\lambda_{1}}\right)^{h(\lambda)}$.
Let is suppose that the location parameter $\theta$ has undergone a change and the pdf (3.1) becomes $f\left(x ; \theta^{*} ; \lambda\right)$. To study the robustness of the SPRT developed here with respect to OC function, we consider $h(\lambda)$ as the solution of the equation

$$
\int_{0}^{\infty}\left[\frac{f\left(x ; \theta, \lambda_{1}\right)}{f\left(x ; \theta, \lambda_{0}\right)}\right]^{h(\lambda)} f\left(x ; \theta^{*} ; \lambda\right) d x=1
$$

giving

$$
\begin{equation*}
h(\lambda)=\frac{-\ln \lambda}{\left(\lambda_{1}-\lambda_{0}\right)\left(\theta^{*}-\theta\right)+\ln \left(\frac{\lambda_{1}}{\lambda_{0}}\right)} \tag{16}
\end{equation*}
$$



Figure 3. Graph of OC function for exponential distribution $\theta<\boldsymbol{\theta}^{*}$.


Figure 4. Graph of OC function for exponential distribution $\theta>\boldsymbol{\theta}^{*}$.

For different values of $\lambda, h(\lambda)$ is evaluated and OC function is obtained with the help of Equation (15).

The values of OC function for the cases $\lambda<\lambda^{*}$ and $\lambda>\lambda^{*}$ are plotted in Figures $\mathbf{3} \& 4$ respectively.

## 4. Conclusions

## Some Remarks

1) The values of OC function for the cases $\lambda>\lambda^{*}$ and $\lambda<\lambda^{*}$ respectively are plotted Figure 1 and Figure 2. The figures indicate that for $\lambda>\lambda^{*}\left(\lambda<\lambda^{*}\right)$, the OC curve shifts to the right side (left side) of the curve for when $\lambda=\lambda^{*}$. From the figure it is clear that SPRT is robust for $\lambda^{*}=\lambda \pm 0.05$ as the deviation in OC function is insignificant. However, for other values of $\lambda^{*}$ the test becomes highly non-robust.
2) We have considered the SPRT for testing the hypothesis $\mathrm{H}_{0}: \lambda=1$ versus $\mathrm{H}_{1}: \lambda=2$ for $\alpha=\beta=0.05$. The values of OC function for the cases $\lambda<\lambda *$ and $\lambda>\lambda^{*}$ are plotted in Figures $3 \& 4$ respectively. It is exhibited from the table that the SPRT is non-robust even for $\lambda^{*}=\lambda \pm 0.05$. The ASN function for the case $\lambda<\lambda^{*}$ is tabulated in Table 2.
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#### Abstract

We study a nonlinear differential equations in the Banach space of real functions and continuous on a bounded and closed interval. With the help of a suitable theorems (fixed point) and some boundary conditions, the $5^{\text {th }}$ order nonlinear differential equations has at least one positive solution.


Keywords: Fixed-Point Theorem, Banach Space, Nonlinear 5 ${ }^{\text {th }}$ Order Differential Equations

## 1. Introduction

In this paper, we are going to study the solvability nonlinear $5^{\text {th }}$ order differential equations. We will look for solutions of that equation in the Banach space. The main tool used in our investigations to existence of positive solutions for the nonlinear 5th order boundary value problems. Let us mention that the theory of nonlinear differential equations has many useful applications in describing numerous events and problems of the real world. For example, nonlinear differential equations are often applicable in engineering, mathematical physics, economics and biology [1,2]. The nonlinear $5^{\text {th }}$ order differential equations studied in this paper is an existence and nonexistence of positive solutions by using object of mathematical investigations [3-5]. The results presented in this paper seem to be new and original. They generalize several results obtained up to now in the study of nonlinear differential equations of several types.

## 2. Notation, Definition and Auxiliary Results

## Theorem 2.1 [6,7]

Assume that $U$ is a relatively open subset of convex set $K$ in Banach space $E$. Let $N: \bar{U} \rightarrow K$ be a compact map with $o \in U$. Then either

1) $N$ has a fixed point in $\bar{U}$; or
2) There $u \in U$ and $\lambda \in(0,1)$ such that $u=\lambda N u$. Definition 2.1 An operator is called completely con-
tinuous if it is continuous and maps bounded sets into pre-compacts.

Definition 2.2 Let $E$ be a real Banach space. A nonempty closed convex set $K \subset E$ is called cone of $E$ if it satisfies the following conditions:

1) $x \in K, \sigma \geq 0$ implies $\sigma x \in K$;
2) $x \in K,-x \in K$ implies $x=0$.

## 3. Main Result

In this section, we will study the existence and nonexistence of positive solutions for the nonlinear boundary value problem:

$$
\begin{gather*}
u^{(5)}(t)=f(t, u(t)), 0<t<1,  \tag{3.1}\\
u(0)=u^{\prime}(0)=u^{\prime \prime \prime}(0)=u^{(4)}(1)=0,  \tag{3.2}\\
\alpha u^{\prime}(1)+\beta u^{\prime \prime}(1)=0,  \tag{3.3}\\
\text { where } \beta, \alpha \geq 0, \quad \alpha+\beta>0
\end{gather*}
$$

Theorem 3.1.Under conditions (3.2) and (3.3), Equation (3.1) has a unique solution.

Proof: Applying the Laplace transform to Equation (3.1) we get,

$$
\begin{align*}
& s^{5} \bar{u}(s)-s^{4} u(0)-s^{3} u^{\prime}(0)-s^{2} u^{\prime \prime}(0)  \tag{3.4}\\
& -s u^{\prime \prime \prime}(0)-u^{4}(0)=\bar{y}(s)
\end{align*}
$$

Where $\bar{u}(s)$ and $\bar{y}(\mathrm{~s})$ is the Laplace transform of $u(t)$ and $y(t)$ respectively. The Laplace inversion of Equation (3.4) gives the final solution as:

$$
\begin{align*}
& u(t)=\frac{\alpha+3 \beta}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{t^{2}}{2!} f(s, u(s)) d s-\frac{\alpha}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{t^{2}(1-s)^{3}}{2!} f(s, u(s)) d s  \tag{3.5}\\
& -\frac{\beta}{[\alpha+\beta] 2!} \int_{0}^{1} \frac{t^{2}(1-s)^{2}}{2!} f(s, u(s)) d s-\int_{0}^{1} \frac{t^{4}}{4!} f(s, u(s)) d s+\int_{0}^{t} \frac{(t-s)^{4}}{4!} f(s, u(s)) d s
\end{align*}
$$

The proof is complete.
Defining $T: X \rightarrow X$ as:

$$
\begin{align*}
& T u(t)=\frac{\alpha+(3) \beta}{[\alpha+\beta](3)!} \int_{0}^{1} \frac{t^{2}}{2!} f(s, u(s)) d s-\frac{\alpha}{[\alpha+\beta](3)!} \int_{0}^{1} \frac{t^{2}(1-s)^{3}}{2!} f(s, u(s)) d s \\
& -\frac{\beta}{[\alpha+\beta](2)!} \int_{0}^{1} \frac{t^{2}(1-s)^{2}}{2!} f(s, u(s)) d s-\int_{0}^{1} \frac{t^{4}}{(4)!} f(s, u(s)) d s+\int_{0}^{t} \frac{(t-s)^{4}}{(4)!} f(s, u(s)) d s \tag{3.6}
\end{align*}
$$

Where $\mathrm{X}=\mathrm{C}[0,1]$ is the Banach space endowed with the supper norm. We have the following result for operator T .

Assume that $f:[0,1] \times R \rightarrow R$ is continuous function, then T is completely continuous operator.

Proof: It is easy to see that T is continuous. For $u \in M=\{u \in X ;\|u\| \leq l, \quad l>0\}$, we obtain,

$$
\begin{aligned}
T u(t) & =\left\lvert\, \begin{array}{l}
\frac{\alpha+3 \beta}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{t^{2}}{2!} f(s, u(s)) d s-\frac{\alpha}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{t^{2}(1-s)^{3}}{2!} f(s, u(s)) d s \\
\left.-\frac{\beta}{[\alpha+\beta] 2!} \int_{0}^{1} \frac{t^{2}(1-s)^{2}}{2!} f(s, u(s)) d s-\int_{0}^{1} \frac{t^{4}}{4!} f(s, u(s)) d s+\int_{0}^{t} \frac{(t-s)^{4}}{4!} f(s, u(s)) d s \right\rvert\, \\
\end{array}\right. \\
& =\frac{\alpha+3 \beta}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{t^{2}}{2!}|f(s, u(s))| d s+\frac{\alpha}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{t^{2}(1-s)^{3}}{2!}|f(s, u(s))| d s \\
& +\frac{\beta}{[\alpha+\beta] 2!} \int_{0}^{1} \frac{t^{2}(1-s)^{2}}{2!}|f(s, u(s))| d s+\int_{0}^{1} \frac{t^{4}}{4!}|f(s, u(s))| d s+\int_{0}^{t} \frac{(t-s)^{4}}{4!}|f(s, u(s))| d s \\
& \leq \frac{\alpha+3 \beta}{[\alpha+\beta] 3!} \frac{L}{2!}+\frac{\alpha}{[\alpha+\beta] 4!} \frac{L}{2!}+\frac{\beta}{[\alpha+\beta] 3!} \frac{L}{2!}+\frac{L}{4!}+\frac{L}{5!}
\end{aligned}
$$

where $L=\max _{0 \leq t \leq 1,|u| \leq 1}|f(t, u(t))|+1$, tinuity of $\overline{T(M)} . \forall u \in M, \forall \varepsilon>0, t_{1}<t_{2} \in[0,1]$.
so $\mathrm{T}(\mathrm{M})$ is bounded. Next we shall show the equicon- Let

$$
\left.\begin{array}{rl}
\eta<\operatorname{Min}\left\{\begin{array}{l}
2!\frac{\varepsilon[\alpha+\beta] 3!}{5 L[\alpha+3 \beta]}, 2!\frac{\varepsilon[\alpha+\beta] 4!}{5 L \alpha}, \\
2!\frac{\varepsilon[\alpha+\beta] 3!}{5 L \beta}
\end{array}\right\}, \sigma<\left\{\frac{\varepsilon(4)!}{5 L}\right\}, \gamma<\left\{\varepsilon \frac{5!}{5 L}\right\}, \mathrm{t}^{2}{ }_{2}-\mathrm{t}^{2}{ }_{1}<\eta, \mathrm{t}_{2}^{4}-\mathrm{t}_{1}^{4}<\sigma, \mathrm{t}_{2}^{5}+\mathrm{t}_{1}^{5}<\gamma
\end{array}\right] \begin{aligned}
& \left.\frac{\alpha+3 \beta}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{t_{2}^{2}-t_{1}^{2}}{2!} f(s, u(s)) d s-\frac{\alpha}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{\left(t_{2}{ }^{2}-t_{1}^{2}\right)(1-s)^{3}}{2!} f(s, u(s)) d s \right\rvert\, \\
& \left|T u\left(t_{2}\right)-T u\left(t_{1}\right)\right|
\end{aligned}=\left\lvert\, \begin{aligned}
& -\frac{\beta}{[\alpha+\beta] 2!} \int_{0}^{1}\left(\frac{\left.t_{2}^{2}-t_{1}^{2}\right)(1-s)^{2}}{2!} f(s, u(s)) d s-\int_{0}^{1} \frac{t_{2}^{4}-t_{1}^{4}}{4!} f(s, u(s)) d s\right. \\
& +\int_{0}^{t_{2}} \frac{\left(t_{2}-s\right)^{4}}{4!} f(s, u(s)) d s-\int_{0}^{t_{1}} \frac{\left(t_{1}-s\right)^{4}}{4!} f(s, u(s)) d s \\
&
\end{aligned}\right.
$$

Thus $\overline{T(M)}$ is equi-continuous. The Arzela-Ascoli theorem implies that the operator T is completely continuous.

Theorem 3.2
Assume that $f:[0,1] \times R \rightarrow R$ is continuous function, and there exist constants
$0<\mathrm{c}_{1}<\left(5 \frac{2!(\alpha+\beta) 4!}{n \alpha+(4)^{2} \beta}, \frac{5!}{6}\right), \mathrm{c}_{2}>0$, such that
$|f(t, u(t))| \leq c_{1}|u|+c_{2}$ for all $t \in[0,1]$. Then the boundary value problem (3.1),(3.2)and(3.3) has a solution.

Proof: Following [8,9], we will apply the nonlinear alternative theorem to prove that T has one fixed point.

Let $\Omega=\{u \in X ;\|u\|<R\}$, be open subset of $X$, where

$$
R>\left\{4\left\{\begin{array}{l}
\frac{5 \alpha+(4)^{2} \beta}{2!(4)!(\alpha+\beta)} c_{1}, \frac{6 c_{1}}{5!} \\
\frac{5 \alpha+(4)^{2} \beta}{2!(4)!(\alpha+\beta)} c_{2}, \frac{6 c_{2}}{5!}
\end{array}\right\}\right\}
$$

We suppose that there is a point $u \in \partial \Omega$ and $c_{1} \in(0,1)$ such that $u=T u$. So, for $u \in \partial \Omega$, we have:

$$
\begin{aligned}
T u(t) & =\left|\begin{array}{l}
\frac{\alpha+3 \beta}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{t^{2}}{2!} f(s, u(s)) d s-\frac{\alpha}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{t^{2}(1-s)^{3}}{2!} f(s, u(s)) d s \\
\left.-\frac{\beta}{[\alpha+\beta] 2!} \int_{0}^{1} \frac{t^{2}(1-s)^{2}}{2!} f(s, u(s)) d s-\int_{0}^{1} \frac{t^{4}}{4!} f(s, u(s)) d s+\int_{0}^{t} \frac{(t-s)^{4}}{4!} f(s, u(s)) d s \right\rvert\, \\
\end{array}\right| \frac{\alpha+3 \beta}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{t^{2}}{2!}|f(s, u(s))| d s+\frac{\alpha}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{t^{2}(1-s)^{3}}{2!}|f(s, u(s))| d s \\
& +\frac{\beta}{[\alpha+\beta] 2!} \int_{0}^{1} \frac{t^{2}(1-s)^{2}}{2!}|f(s, u(s))| d s+\int_{0}^{1} \frac{t^{4}}{4!}|f(s, u(s))| d s+\int_{0}^{t} \frac{(t-s)^{4}}{4!}|f(s, u(s))| d s
\end{aligned}
$$

So,

$$
\begin{aligned}
T u(t) & =\left\lvert\, \begin{array}{l}
\frac{\alpha+3 \beta}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{t^{2}}{2!} f(s, u(s)) d s-\frac{\alpha}{[\alpha+\beta] 3!} \int_{0}^{1} \frac{t^{2}(1-s)^{3}}{2!} f(s, u(s)) d s- \\
\\
\end{array} \begin{array}{l}
{[\alpha+\beta] 2!} \\
\left.\int_{0}^{1} \frac{\alpha+3 \beta}{2} \frac{t^{2}(1-s)^{2}}{2!} f(s, u(s)) d s-\int_{0}^{1} \frac{t^{4}}{4!} f(s, u(s)) d s+\int_{0}^{t} \frac{t^{2}}{2!}\left(c_{1}|u(s)|+c_{2}\right) d s+\frac{\alpha}{4!} f(s, u(s)) d s \right\rvert\, \\
\\
\end{array}+\frac{\beta}{[\alpha+\beta] 2!} \int_{0}^{1} \frac{t^{2}(1-s)^{2}}{2!}\left(c_{1}|u(s)|+c_{2}\right) d s+\int_{0}^{1} \frac{t^{2}(1-s)^{3}}{2!}\left(c_{1}|u(s)|+c_{2}\right) d s\right. \\
& \leq \frac{\alpha+3 \beta}{2![\alpha+\beta] 3!}\left(c_{1}|u(s)|+c_{2}\right) d s+\int_{0}^{t} \frac{(t-s)^{4}}{4!}\left(c_{1}|u(s)|+c_{2}\right) d s \\
& \frac{\alpha+3 \beta}{2![\alpha+\beta] 3!}\left(c_{2}\right)+\frac{\alpha}{2![\alpha+\beta] 4!}\left(c_{2}\right)+\frac{\alpha}{2![\alpha+\beta] 3!}\left(c_{2}\right)+\frac{1}{4!}\left(c_{2}\right)+\frac{1}{5!}\left(c_{2}\right)<\frac{R}{4}+\frac{R}{4}+\frac{R}{4}+\frac{R}{4}=\mathrm{R},
\end{aligned}
$$

which implies that $\|T\| \neq R=\|u\|$, that is a contraction. Then the nonlinear alternative theorem implies that T has a fixed point $u \in \overline{\bar{\Omega}}$, that is , problem(3.1),(3.2) and (3.3) has a solution $u \in \bar{\Omega}$.

Finally, we give an example to illustrate the results obtained in this paper.

Example: By using the Equation (3.1) with the conditions (3.2) and (3.3) to solve the boundary value problem

$$
\begin{equation*}
u^{5}(t)=\frac{u+1}{u^{2}+7} \tag{3.7}
\end{equation*}
$$

and applying the theorem 3.2 with $\alpha=1$ and $\beta=1$,
we found $c_{1}<\min \left(\frac{2!(\alpha+\beta) 4!}{5 \alpha+16 \beta}, \frac{5!}{6}\right)$. So, we conclude that the problem (3.7) has a solution.
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#### Abstract

In this paper we prove the analyticity of the semigroups generated by some singular differential matrix operators of the form $\mathcal{A}=\frac{d^{2}}{d x^{2}}+\frac{B(x)}{x} \frac{d}{d x}$, in the Banach space $C\left([0,+\infty], M_{d}(C)\right)$, with suitable boundary conditions. To illustrate the work an example is discussed.
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## 1. Introduction

As we will see in the sequel the problem of characterizing operator matrices generating strongly continuous semigroups or analytic semigroups is quite difficult. The main problem consists in finding appropriate assumptions on the matrix entries allowing general results but still including the concrete examples we have in mind.
The evolution of a physical system in time is usually described in a Banach space by an initial value problem of the form

$$
\left\{\begin{array}{l}
\frac{d U(t)}{d t}-\mathcal{A} U(t)=0, \quad t \geq 0  \tag{1.1}\\
U(0)=U_{0}
\end{array}\right.
$$

Problem of type (1.1) is well posed in a Banach space $X$ if and only if the operator $(\mathcal{A}, D(\mathcal{A}))$ generates a $C_{0}$-semigroup $\left(T_{t}\right)_{t>0}$ on $X$. Here the solution $U(t)$ is given by $U(t)=T_{t} U_{0}$ for the initial data $U_{0} \in D(\mathcal{A})$. For operator semigroups we refer to [1-5] and to [6] for the theory of operator matrices. The harmonic analysis for a class of differential operators with matrix coefficients was treated in [7,8]. In this work we are interested in a generalization of the analyticity and the positivity of the semigroup generated by a matrix singular differential operator $(\mathcal{A}, D(\mathcal{A}))$. A similar study was realized in [9] for a class of differential operators with matrix coefficients and interface. For the scalar case we refer to [10].

This paper is organized as follows. In the second section we introduce some notations and give preliminaries results. In the third section we investigate some properties of the operator $(\mathcal{A}, D(\mathcal{A}))$ in particular we prove that it is closed, densely defined, dissipative and satisfies the positive minimum principle. Some spectral properties of the operator $(\mathcal{A}, D(\mathcal{A}))$ are obtained in this section. In section fourth we established the analyticity of the semigroup generated by an operator in the form $(\mathcal{A}, D(\mathcal{A}))$. In this case the problem (1.1) has a unique solution for all $U_{0} \in X$. In section five we present a concrete example of application of the results obtained.

## 2. Notations and Preliminary Results

Let $M_{d}(C)$ be the space of $d \times d$ matrices with complex coefficients and $I_{d}$ the identity matrix. The norm of a matrix $A=\left(a_{i j}\right)_{1 \leq i, j \leq d} \in M_{d}(C)$ will be defined by

$$
\begin{equation*}
\|A\|=\max _{1 \leq i, j \leq d}\left(\left|a_{i j}\right|\right) \tag{2.1}
\end{equation*}
$$

The reason of this special choice will be justified in Lemma 2.1 and Lemma 2.2.

A matrix $A=\left(a_{i j}\right)_{1 \leq i, j \leq d} \in M_{d}(C)$ is called nonnegative (resp positive) if all entries $a_{i j}$ are real numbers and nonnegative (resp positive). In this case we write $A \geq 0, \quad(\operatorname{resp} . A>0)$ and we call $|A|=\left(\left|a_{i j}\right|\right)_{1 \leq i, j \leq d}$
the absolute value of $A$.
For $A=\left(a_{i j}\right)_{1 \leq i, j \leq d} \in M_{d}(C)$ and $A=\left(a_{i j}\right)_{1 \leq i, j \leq d} \in$ $M_{d}(C)$, we will write

$$
A \geq B \text { if } A-B \geq 0
$$

and

$$
A>B \text { if } A-B>0 .
$$

A matrix-valued functions is said to be continuous, differentiable or integrable if all its elements are continuous, differentiable or integrable functions. If the matrix $A(x)$ is integrable over $[a, b]$, then

$$
\left\|\int_{a}^{b} A(x) d x\right\| \leq \int_{a}^{b}\|A(x)\| d x
$$

For two matrix functions $A(x)=\left(a_{i j}(x)\right)_{1 \leq i, j \leq d}$ and $B(x)=\left(b_{i j}(x)\right)_{1 \leq i, j \leq d}$, we shall write the negligibility $A(x)=o(B(x)), \quad x \rightarrow x_{0}$ if, $a_{i j}(x)=o\left(b_{i j}(x)\right) x \rightarrow x_{0}$ for all $1 \leq i, j \leq d$. Similarly we define the notions of domination $A(x)=O(B(x))$ and the equivalence $A(x) \sim B(x)$ (see for more details [11]).
Let $X$ be the space $C\left([0,+\infty], M_{d}(C)\right)$ of continuous, matrix-valued functions on $[0,+\infty]$. On the space $X$ we define the norm $\|\cdot\|_{X}$, by $\|f\|_{X}=\sup _{x \geq 0}\|f(x)\|$, for all $f \in X$.

Note that the normed space $\left(X,\|\cdot\|_{X}\right)$ is a Banach space.
We denote by $\left.\left.C_{\infty}^{k}(] 0,+\infty\right], M_{d}(C)\right), k=1,2, \cdots$ the space of all $k$-times continuously differentiable matrixvalued functions $U$ defined on $] 0,+\infty[$ such that $\lim _{x \rightarrow+\infty} U^{(p)}(x)$ exists and finite for all $0 \leq p \leq k$.

Consider a singular second order differential operator $(\mathcal{A}, D(\mathcal{A}))$ with matrix coefficients defined on $X$ by

$$
\mathcal{A} U=\frac{d^{2}}{d x^{2}} U+\frac{B(x)}{x} \frac{d}{d x} U,
$$

where $U$ and $B$ are matrix-valued functions, with the domain

$$
\begin{aligned}
& D(\mathcal{A})=\left\{U \in C\left([0,+\infty], M_{d}(C)\right) \cap \mathcal{C}_{\infty}^{2}(] 0,+\infty\right] \\
& \left.\left.M_{d}(C)\right), \lim _{x \rightarrow 0} \mathcal{A} U(x)=0\right\}
\end{aligned}
$$

We assume that $B$ is a real valued continuous and bounded matrix-valued function on $[0,+\infty[$ and if $B(0)=-I_{d}$ we add the assumption

$$
\begin{equation*}
R x^{D} \geq|B(x)-B(0)| \tag{2.2}
\end{equation*}
$$

in a neighborhood of 0 , for nonnegative constants diagonal matrices $R$ and $D$. Here $x^{D}$ is the diagonal matrix with diagonal entries $\alpha_{i}=x^{d_{i}}, i=1,2 \cdots, d$, where $d_{i}, i=1,2, \cdots, d$ are the diagonal entries of $D$.

We will now recall some results needed in the sequel.
Lemma 2.1 Let $A \in M_{d}(C)$. The following properties hold

1) $A \geq 0$ if and only if $A B \geq 0$ for all $B \geq 0$.
2) $|A B| \leq|A||B|$, hence $|A B| \leq|A||B|$ if $A \geq 0$.

Lemma 2.2 Let $A, B \in M_{d}(C)$. The following properties hold

1) $|A| \leq|B|$ implies $\|A\| \leq\|B\|$.
2) $\|A\|=\|A\|$.
3) $\|A E\| \leq d\|A\|$, where

$$
E=\left(e_{i j}\right)_{1 \leq i, j \leq d}, e_{i j}=1,1 \leq i, j \leq d
$$

Proposition 2.1 Let $A$ be a nonnegative matrix with spectral radius $r(A)$.

1) The resolvent $R(\mu, A)$ is positive whenever $\mu>r(A)$.
2) If $|\mu|>r(A)$, then $|R(\mu, A)| \leq R(|\mu|, A)$.

## Proof.

1) We use the Neumann series representation for the resolvent

$$
\begin{aligned}
& R(\mu, A)=(\mu-A)^{-1}=\mu^{-1}\left(I_{d}-\mu^{-1} A\right)^{-1} \\
& =\sum_{n \geq 0} \frac{A^{n}}{\mu^{n+1}} \quad \text { for }|\mu|>r(A) .
\end{aligned}
$$

If $A \geq 0$ then $A^{n} \geq 0$, for all $n$, hence for $\mu>r(A)$, we have

$$
R(\mu, A)=\lim _{n \rightarrow+\infty} \sum_{k=0}^{n} \frac{A^{k}}{\mu^{k+1}} \geq 0
$$

since the finite sums are positive and convergence holds in every entry.
2) For $|\mu|>r(A)$, we have

$$
\begin{aligned}
& |R(\mu, A)|=\left|\lim _{n \rightarrow+\infty} \sum_{k=0}^{n} \frac{A^{k}}{\mu^{k+1}}\right| \\
& \leq \lim _{n \rightarrow+\infty} \sum_{k=0}^{n} \frac{A^{k}}{|\mu|^{k+1}}=R(|\mu|, A) .
\end{aligned}
$$

Theorem 2.1 ([12], Perrons Theorem)
If $A$ is a nonnegative matrix, then $r(A)$ is an eigenvalue of $A$ with positive eigenvector.

## Definition 2.1

1) An operator ( $S, D(S)$ ) on a Banach Lattice $(X, \geq)$ is called positive if
$S u \geq 0$ for all $u \in D(S)_{+}=\{v \in D(S), v \geq 0\}$.
2) A semigroup $\left(T_{t}\right)_{t>0}$ on $X$ is positive if and only if $T_{t}$ is positive for all $t>0$.

Remark 2.1 An operator ( $S, D(S)$ ) defined on a $\mathcal{C}(K)$ - space ( $K$ compact) satisfies the positive minimum principle if for every $u \in D(S)$, $u$ positive and $x \in K, u(x)=0$, then $(S u)(x) \geq 0$.

Theorem 2.2 ([1])

Let $(S, D(S)$ ) be the generator of a semigroup $\left(T_{t}\right)_{t>0}$ on $C(K)$, then the semigroup is positive if and only if $(S, D(S))$ satisfies the positive minimum principle.

## 3. The Diagonal Case

In this section we assume that the matrix function $B$ is diagonal.

### 3.1. Characterization of the Operator $(\mathcal{A}, D(\mathcal{A}))$

The proofs of Proposition 3.1 and Proposition 3.2 can be deduced from the scalar case given in Proposition 2.2 and Proposition 2.3 from [10].

Proposition 3.1 Let $-I_{d}>B(0)$ and
$\left.\left.U \in X \cap C_{\infty}^{2}(] 0,+\infty\right], M_{d}(C)\right)$. Then $U \in D(\mathcal{A})$ if and only if $U \in \mathcal{C}^{2}\left([0, \tau], M_{d}(C)\right)$ for some $\tau>0$ and $U^{\prime}(0)=U^{\prime \prime}(0)=0$.
Proposition 3.2 Let $B(0)=-I_{d}$ and
$\left.\left.U \in X \cap C_{\infty}^{2}(] 0,+\infty\right], M_{d}(C)\right)$. Then $U \in D(\mathcal{A})$ if and only if $\left.U \in C^{1}([0, \tau]), M_{d}(C)\right)$ for some $\tau>0$, $U^{\prime}(0)=0$ and

$$
\lim _{x \rightarrow 0} \frac{1}{x} \int_{0}^{x}\left(U^{\prime \prime}(x)-U^{\prime \prime}(t)\right) d t=0
$$

Moreover, if $U \in D(\mathcal{A})$ then $U^{\prime \prime}(x)=o(\log x E)$ and $\frac{1}{x} U^{\prime}(x)=o(\log x E)$ as $x \rightarrow 0$, where $E$ is the constant matrix introduced in Lemma 2.2.

Proposition 3.3 The operator $(\mathcal{A}, D(\mathcal{A}))$ is a densely defined, closed, dissipative and satisfies the positive minimum principle.
Proof. Put $B(x)=\left(\begin{array}{cccc}b_{1}(x) & 0 & \cdots & 0 \\ 0 & b_{2}(x) & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & b_{d}(x)\end{array}\right)$
and for $i=1,2 \cdots, d$, let $\mathcal{A}_{i} u=u^{\prime \prime}+\frac{b_{i}(x)}{x} u^{\prime}$ with

$$
\begin{aligned}
& D\left(\mathcal{A}_{i}\right)= \\
& \left.\left.\left\{u \in C([0,+\infty], C) \cap \mathcal{C}_{\infty}^{2}(] 0,+\infty\right], C\right), \lim _{x \rightarrow 0} \mathcal{A}_{i} u(x)=0\right\} .
\end{aligned}
$$

Then $U=\left(u_{i j}\right)_{1 \leq i, j \leq d} \in D(\mathcal{A})$ if and only if $u_{i j} \in D\left(\mathcal{A}_{i}\right)$ for all $i, j=1,2 \cdots, d$. Hence from ([10]. Lemma 2.4), the operator $(\mathcal{A}, D(\mathcal{A}))$ is a densely defined and closed.

Let us show that $(\mathcal{A}, D(\mathcal{A}))$ is dissipative:
$\lambda\|U\|_{X} \leq\|\lambda U-\mathcal{A} U\|_{X}$, for $\lambda>0$ and $U \in D(\mathcal{A})$
Let $U=\left(u_{i j}\right)_{1 \leq i, j \leq d} \in D(\mathcal{A})$ and $\lambda>0$. According to [10], for all $1 \leq i, j \leq d$ we have

$$
\lambda\left\|u_{i j}\right\|_{\infty} \leq\left\|\left(\lambda u_{i j}-\mathcal{A}_{i} u_{i j}\right)\right\|_{\infty}
$$

then

$$
\lambda\|U\|_{X} \leq\|(\lambda U-\mathcal{A} U)\|_{X},
$$

and hence the dissipativity holds.
In order to prove that $(\mathcal{A}, D(\mathcal{A}))$ satisfies the positive minimum principle, assume that $U=\left(u_{i j}\right)_{1 \leq i, j \leq d} \in D(\mathcal{A})$ and positive such that $U\left(x_{0}\right)=0$ for some $x_{0} \in[0, \infty[$. If $x_{0}>0$ then $\left(u_{i j}\right) \geq 0$ and $u_{i j}\left(x_{0}\right)=0$, for all $i, j=1,2$, $\cdots, d$. Hence $u_{i j}{ }^{\prime}\left(x_{0}\right)=0$ and $u_{i j}{ }^{\prime \prime}\left(x_{0}\right) \geq 0$ for all $i, j=$ $1,2, \cdots, d$. That means $\mathcal{A} U\left(x_{0}\right) \geq 0$. If $x_{0}=0$ then $\mathcal{A} U\left(x_{0}\right)=0$.

### 3.2. Spectral Analysis of the Operator $(\mathcal{A}, D(\mathcal{A}))$

The purpose of next theorem is to deduce under reasonable hypothesis on the coefficients of $B$ a precise description of the spectrum of the operator $(\mathcal{A}, D(\mathcal{A}))$.

Theorem 3.1 If $-I_{d} \geq B(0)$, then the spectrum of $(\mathcal{A}, D(\mathcal{A}))$ is contained in $]-\infty, 0$ ].
Proof. Let $\lambda \in C, U=\left(u_{i j}\right)_{1 \leq i, j \leq d} \in D(\mathcal{A})$
and $V=\left(v_{i j}\right)_{1 \leq i, j \leq d} \in X$.
We have $(\lambda-\mathcal{A}) U=V \Leftrightarrow\left(\lambda-\mathcal{A}_{i}\right) u_{i j}=v_{i j}$
for all $i, j=1,2, \cdots, d$
$\Leftrightarrow u_{i j}=\left(\lambda-\mathcal{A}_{i}\right)^{-1} v_{i j}$ for all $i, j=1,2, \cdots, d$ and $\lambda \in \bigcap_{i=1}^{i=d} \rho\left(\mathcal{A}_{i}\right)$.

This is sufficient to note that the spectrum of $(\mathcal{A}, D(\mathcal{A}))$ verifies $\sigma(\mathcal{A}) \subset \bigcup_{i=1}^{i=d} \sigma\left(\mathcal{A}_{i}\right)$ and then the result hold by ([10], Lemma 2.6).

Theorem 3.2 The operator $(\mathcal{A}, D(\mathcal{A}))$ with $-I_{d} \geq B(0)$, generates an analytic semigroup of angle $\frac{\pi}{2}$. Moreover, the semigroup is positive and contractive.
Proof. For $0<\theta<\pi$, put
$\sum_{\theta}=\left\{z \in C^{*} ;|\arg (z)| \leq \pi-\theta\right\}$. It is clear from theorem 3.1 that $\sum_{\theta} \subset \rho(\mathcal{A})$ and then for $\lambda \in \sum_{\theta}$ and $i=1,2, \cdots, d$, the operator $\left(\lambda-\mathcal{A}_{i}\right)$ is invertible and verifies $\left\|\left(\lambda-\mathcal{A}_{i}\right)^{-1}\right\| \leq \frac{C_{i}}{|\lambda|_{i}}$ for some positive constant $C_{i}$ (see [10]). So $(\lambda-\mathcal{A})$ is invertible and veri-
fies $\left\|(\lambda-\mathcal{A})^{-1}\right\|_{X} \leq \frac{\max _{1 \leq i \leq d} C_{i}}{|\lambda|}$. Hence the operator $(\mathcal{A}, D(\mathcal{A}))$ with $-I_{d} \geq B(0)$, generates an analytic semigroup of angle $\frac{\pi}{2}$. For the positivity using the relation between the operators $\mathcal{A}_{i}, i=1,2, \cdots, d$ and $\mathcal{A}$ and from the fact that each operator $\left(\mathcal{A}_{i}, D\left(\mathcal{A}_{i}\right)\right)$, $i=1,2, \cdots, d$, generates an analytic positive and contractive semigroup, we deduce the result.

## 4. The Non Diagonal Case

In this section we consider the operator

$$
\mathcal{A} U=U^{\prime \prime}+\frac{B(x)}{x} U^{\prime}
$$

Assume that $B(x)=P(x) D(x) P^{-1}(x)$, where D is diagonal matrix function and P is nonsingular matrix function. If $P$ is constant, put $V=P^{-1} U$, then

$$
U=P V, U^{\prime}=P V^{\prime} \text { and } U^{\prime \prime}=P V^{\prime \prime}
$$

so we obtain

$$
P^{-1} \mathcal{A} P V=\left(V^{\prime \prime}+\frac{D(x)}{x} V^{\prime}\right)
$$

Hence, from Theorem 3.2 we can easily verify the following
Proposition 4.1 The operator $(\mathcal{A}, D(\mathcal{A}))$ with $-I_{d} \geq D(0)$, generates an analytic semigroup of angle $\frac{\pi}{2}$.

Remark that the condition $-I_{d} \geq D(0)$ is equivalent to the fact that the spectrum $\sigma(B(0))$ of the constant matrix $B(0)$ verifies $\sigma(B(0)) \subseteq]-\infty,-1]$.

We turn now to the general case in which we proceed with a perturbation argument. For this we recall the following definition

Definition 4.1 ([2].Definition 2.1).
Let $A: D(A) \subset X \rightarrow X$ be a linear operator on the Banach space $X$. Any operator $B: D(B) \subset X \rightarrow X$ is called $A$-bounded if $D A) \subseteq D(B)$ and if there exist constants $a, b$ in $\mathbb{R}_{+}$such that

$$
\begin{equation*}
\|B U\| \leq a\|A U\|+b\|U\| \text { for all } U \in D(A) \tag{5.1}
\end{equation*}
$$

The $A$-bound of $B$ is
$a_{0}=\inf \{a \geq 0$ : there exists $b \geq 0$ such that (5.1) holds $\}$
Proposition 4.2 ([2].Theorem 2.10).
Let the operator $(A, D(A))$ generates an analytic semigroup on a Banach space $X$. Then there exists a constant $\alpha>0$ such that $(A+B, D(A))$ generates an
analytic semigroup for every $A$-bounded operator $B$ having $A$-bound $a_{0}<\alpha$.

Introduce now the operators $\left(\mathcal{A}_{0}, D\left(\mathcal{A}_{0}\right)\right)$ and ( $\mathcal{R}, D(\mathcal{R})$ ) given by

$$
\mathcal{A}_{0}=\frac{d^{2}}{d x^{2}}+\frac{B(0)}{x} \frac{d}{d x} \text { and } \mathcal{R}=\frac{B(x)-B(0)}{x} \frac{d}{d x}
$$

with,

$$
\begin{aligned}
& D(\mathcal{R})=D\left(\mathcal{A}_{0}\right)=\{U \in C([0,+\infty], \\
& \left.\left.\left.\left.M_{d}(C)\right) \cap C_{\infty}^{2}(] 0,+\infty\right], M_{d}(C)\right), \lim _{x \rightarrow 0} \mathcal{A}_{0} U(x)=0\right\} .
\end{aligned}
$$

Then we have $\mathcal{A}=\mathcal{A}_{0}+\mathcal{R}$ and if we choose $D(\mathcal{A})=D\left(\mathcal{A}_{0}\right)$, we obtain the principal result of the paper.

Theorem 4.1 Assume that $B(0)$ is diagonalizable and $\sigma(B(0)) \subseteq]-\infty,-1]$ or $B(0)=-I_{d}$ and (2.2) holds. Then the operator $(\mathcal{A}, D(\mathcal{A}))$, generates an analytic semigroup of angle $\frac{\pi}{2}$.

Proof. Let $U \in D(\mathcal{A})$ and observe that

$$
\begin{aligned}
& \mathcal{A} U=\frac{d^{2}}{d x^{2}} U+\frac{B(x)}{x} \frac{d}{d x} U \\
& =\frac{d^{2}}{d x^{2}} U+\frac{B(0)}{x} \frac{d}{d x} U+\frac{B(x)-B(0)}{x} \frac{d}{d x} U \\
& =\mathcal{A}_{0} U+\mathcal{A} U,
\end{aligned}
$$

Let $\varepsilon>0$, there exists $\delta>0$ such that for all $0<x<\delta$ we have $\|B(x)-B(0)\|<\varepsilon$. The formula $\frac{U^{\prime}(x)}{x}=\int_{0}^{1} U^{\prime \prime}(x t) d t$ implies that

$$
\|R U(x)\| \leq \varepsilon\left\|U^{\prime \prime}\right\|_{X}, \quad 0<x<\delta
$$

On the other hand from the Taylor expansion to order 2 at $x>\delta$ and for all $U \in D(\mathcal{A})$ there exists a constant $C_{\varepsilon}>0$ such that

$$
\begin{aligned}
& \|R U(x)\| \leq \varepsilon\left\|U^{\prime \prime}\right\|_{X}+C_{\varepsilon}\|U\|_{X} \\
& \leq \varepsilon\left\|\mathcal{A}_{0} U\right\|_{X}+\varepsilon\left\|\frac{B(0)}{x} U^{\prime}\right\|_{X}+C_{\varepsilon}\|U\|_{X}
\end{aligned}
$$

Since $B(0)$ is diagonalizable and $\sigma(B(0)) \subset]-\infty,-1[$ or $B$ satisfies the condition (2.2) for $B(0)=-I_{d}$, the map

$$
U \mapsto \frac{B(0)}{x} \frac{d}{d x} U
$$

from $D(\mathcal{A})$ into $C\left([0,+\infty], M_{d}(C)\right)$ is continuous (see [10]. Remark 2.5), so we deduce that the operator $\mathcal{R}$ is $\mathcal{A}$-bounded with $\mathcal{A}$-bound is equal to zero. Hence, the desired result follows by applying Theorem 3.2 and Proposition 4.2.

## 5. Application and Example

Assume now that the operator $(\mathcal{A}, D(\mathcal{A}))$ satisfies the assumptions of Theorem 4.1, it generates so an analytic semigroup, and consider the evolution equation problem

$$
\left\{\begin{array}{l}
\frac{d U}{d t}(t)-\mathcal{A} U(t)=f(t), \quad t \geq 0  \tag{5.2}\\
U(0)=U_{0}
\end{array}\right.
$$

Corollary 5.1 If $f=0$ then the problem (5.2) has a unique solution for all $U_{0} \in X$. This solution is of infinitely continuously differentiable on $] 0,+\infty[$.

For general case we have by Pazy [3] and R.autry [13].

Corollary 5.2 If $f=\left(f_{i j}\right)_{1 \leq i, j \leq d}$, and for all $i, j, f_{i j} \in L^{1}(] 0, T[, C)$ and for every $\left.t \in\right] 0, T[$ there is a $\delta_{t}^{i, j}$ and a continuous function $\varphi_{t}^{i, j}:[0,+\infty[\rightarrow[0,+\infty[$ such that

$$
\left|f_{i j}(t)-f_{i j}(s)\right| \leq \phi_{t}^{i, j}(|t-s|) \text { and } \int_{0}^{\delta_{t}^{i, j}} \frac{\phi_{t}^{i j}(\tau) d \tau}{\tau}<\infty
$$

Then the problem (5.2) has a classical solution.

## EXAMPLE

Let the Banach space $X=C\left([0,+\infty], M_{d}(C)\right)$ and $\alpha \geq 0$. Put $\phi(x)=x^{\alpha}$ and define the linear transformation $P_{\phi}$ on $X$ in itself by $P_{\phi} U=U o \phi$. It is clear that $P_{\phi}$ is invertible and $\left(P_{\phi}\right)^{-1}=P_{\phi^{-1}}$.

Consider now the operator ( ${ }^{\phi} \mathcal{L}, D(\mathcal{L})$ ) defined on $X$ by

$$
\mathcal{L} U=x^{2-2 \alpha} U^{\prime \prime}+x^{1-2 \alpha} B(x) U^{\prime}
$$

with

$$
\begin{aligned}
& \left.D(\mathcal{L})=\left\{U \in X \cap C^{2}(] 0,+\infty\right], M_{d}(C)\right) \\
& \left.\mathcal{L} U \in X, \lim _{x \rightarrow 0}\left(\mathcal{L}_{\phi} P_{\phi}\right) U(x)=0\right\}
\end{aligned}
$$

and $B \in X$ is a diagonal matrix real valued function satisfying $B(0)<(1-2 \alpha) I_{d}$. A simple calculus gives

$$
\begin{equation*}
\mathcal{L}=\alpha^{2} P_{\phi} \mathcal{K}\left(P_{\phi}\right)^{-1} \tag{5.3}
\end{equation*}
$$

where

$$
\mathcal{K} U=U^{\prime \prime}+\frac{1}{\alpha}\left(\frac{\alpha-1+B\left(x^{\frac{1}{\alpha}}\right)}{x}\right) U^{\prime} .
$$

Put

$$
\begin{aligned}
& D(\mathcal{K})=\left\{U \in C\left([0,+\infty], M_{d}(C)\right) \cap C_{\infty}^{2}(] 0,+\infty\right] \\
& \left.\left.M_{d}(C)\right), \lim _{x \rightarrow 0} \mathcal{K} U(x)=0\right\}
\end{aligned}
$$

From Theorem 3.2 the operator ( $\mathcal{K}, D(\mathcal{K})$ ) generates an analytic semigroup of angle $\frac{\pi}{2}$ moreover, the semi-
group is positive and contractive. Hence the relation (5.3) implies that the operator ( $\mathcal{L}, D(\mathcal{L})$ ) generates an analytic semigroup of angle $\frac{\pi}{2}$ and the semigroup is contractive if $\alpha \geq 1$.
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#### Abstract

In this paper a new method based on neural network has been developed for obtaining the solution of the Stokes problem. We transform the mixed Stokes problem into three independent Poisson problems which by solving them the solution of the Stokes problem is obtained. The results obtained by this method, has been compared with the existing numerical method and with the exact solution of the problem. It can be observed that the current new approximation has higher accuracy. The number of model parameters required is less than conventional methods. The proposed new method is illustrated by an example.
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## 1. Introduction

CFD stands for Computational Fluid Dynamics, a subgenre of fluid mechanics that uses computers (numerical methods and algorithms) to represent, or model, problems that engage fluid flows. CFD software is usually used to solve equations in a discretized way. The domain is transferred into a grid or mesh - a regular/irregular and 2D/3D surface of cells. After discretization, an equation solver runs to solve the equations of fluid motion (Euler equations, Navier-Stokes equations, etc.). Algorithms from numerical linear algebra, like: Gauss-Seidel, successive over relaxation, Krylov subspace method or algorithms from Multigrid family are typically used. These methods involve millions of calculations, so, as it can be easily observed, computing is time consuming. Also in many problems, even with parallel programming and supercomputers, only approximate solutions can be reached.
There are various optimization methods of computer science which can be used for CFD. Simulated Annealing, Genetic Algorithms, Evolution Strategy, Feed-Forward Neural Networks are popular and we reimplemented in many projects.

In [1] a framework is created for evolutionary optimization which is then tested on aerodynamic design example. The framework was based on covariance matrix adaptation, with the feed-forward neural network as an approximate fitness function. An aerodynamic design procedure which combines neural networks with polynomial fits is introduced in [2] and [3] discussed an arti-
ficial neural network which is an approximate model that is used for optimization of the blade geometry by simulated annealing method. Parallel stochastic search algorithm is introduced in [4] and tested on defining a shape of two airfoils. In this work, a performance neural network for solving Stokes equations is presented.

Lagaris, et al. [5] used artificial neural networks (ANN) for solving ordinary differential equations and partial differential equations for both boundary value and initial value problems. Canh and Cong [6] presented a new technique for numerical calculation of viscoelastic flow based on the combination of neural networks and Brownian dynamics simulation or stochastic simulation technique (SST). Hayati and Karami [7] used a modified neural network to solve the Berger's equation in one-dimensional quasilinear partial differential equation.

The Stokes equations describe the motion of a fluid in $R^{n}$ ( $n=2$ or 3 ). These equations are to be solved for an unknown velocity vector $u(x, y)=\left(u_{i}(x, y)\right)_{1 \leq i \leq n} \in R^{n}$ and pressure $p(x, y) \in R$.

We restrict our attention here to incompressible fluids filling all of $R^{n} \quad(n=2)$ as follow:

$$
\left\{\begin{array}{l}
-\Delta u_{1}+\frac{\partial p}{\partial x}=f_{1} \quad \text { in } \Omega \subset R^{2}  \tag{1}\\
-\Delta u_{2}+\frac{\partial p}{\partial y}=f_{2} \quad \text { in } \Omega \\
\frac{\partial u_{1}}{\partial x}+\frac{\partial u_{2}}{\partial y}=0 \quad \text { in } \Omega
\end{array}\right.
$$

with boundary conditions:

$$
u=\left(u_{1}, u_{2}\right)=\left(u_{1}^{0}, u_{2}^{0}\right)=u^{0}, \text { on } \partial \Omega .
$$

Here, $u^{0}$ is given, $C^{\infty}$ divergence-free vector field on $\Omega, f_{1}, f_{2}$ are the components of a given, externally applied force ( e.g. gravity). The first and second equations of (1) are just Newton's law $f=m a$ for fluid element subject to the external force $f=\left(f_{1}, f_{2}\right)$ and to the forces arising from pressure and friction. The third equation of (1) says that the fluid is incompressible. For physically reasonable solutions, we want to make sure $u=\left(u_{1}, u_{2}\right)$ does not grow as $|(x, y)| \rightarrow \infty$. Hence we will restrict our attention to the force $f$ and initial condition $u^{0}$ that satisfy
$\left|\partial_{x}^{\alpha} u^{0}(x)\right| \leq C_{\alpha K}(1+|x|)^{-K}$, on $R^{n}$, for any $\alpha$ and some $K$,
$\left|\partial_{x}^{\alpha} f(x)\right| \leq C_{\alpha K}(1+|x|)^{-K}$, on $R^{n}$, for any $\alpha$ and some $K$.

We accept a solution of (1) as physically reasonable only if it satisfies $p, u \in C^{\infty}\left(R^{n}\right)$ and

$$
\int_{\Omega}|u(x)| d x<C \quad \text { (bounded energy). }
$$

## 2. Description of the Method

The usual proposed approach for problem (1) will be illustrated in terms of the following general partial differential equation:

$$
\begin{align*}
& G_{1}\left(x, \psi_{1}(x), \nabla^{2} \psi_{1}(x), \frac{\partial \phi}{\partial x}(x)\right)=0, \quad x \in D \\
& G_{2}\left(x, \psi_{2}(x), \nabla^{2} \psi_{2}(x), \frac{\partial \phi}{\partial x}(x)\right)=0, \quad x \in D  \tag{2}\\
& G_{3}\left(x, \frac{\partial \psi_{1}}{\partial x}(x), \frac{\partial \psi_{2}}{\partial y}(x)\right)=0, \quad x \in D
\end{align*}
$$

subject to certain boundary conditions (BC's) (for example Dirichlet and/or Neumann), where
$x=\left(x_{1}, \ldots, x_{n}\right) \in R^{n}, D \subset R^{n}$ denotes the definition domain and $\psi_{1}(x), \psi_{2}(x), \phi(x)$ are the solutions to be computed.

If $\psi_{1 t}\left(x, P_{1}\right), \psi_{2 t}\left(x, P_{2}\right), \phi_{t}\left(x, P_{3}\right)$ denote trial solutions with adjustable parameters $P_{1}, P_{2}, P_{3}$, the problem (2) is transformed to

$$
\begin{equation*}
\min _{P_{1}, P_{2}, P_{3}} \sum_{x_{i} \in D}\left[\left(G_{1}\left(x_{i}\right)\right)^{2}+\left(G_{2}\left(x_{i}\right)\right)^{2}+\left(G_{3}\left(x_{i}\right)\right)^{2}\right] \tag{3}
\end{equation*}
$$

subject to the constraints imposed by the BC's.
In the proposed approach, the trial solutions $\psi_{1 t}\left(x, P_{1}\right)$, $\psi_{2 t}\left(x, P_{2}\right), \phi_{t}\left(x, P_{3}\right)$ employ a feed forward neural network and parameters $P_{1}, P_{2}, P_{3}$ correspond to the weights and biases of the neural architecture. We choose trial functions $\psi_{1 t}\left(x, P_{1}\right), \psi_{2 t}\left(x, P_{2}\right), \phi_{t}\left(x, P_{3}\right)$ such that by
construction satisfy the BC’s. This achieves by writing it as a sum of two terms

$$
\begin{align*}
& \psi_{1 t}(x)=A_{1}(x)+F_{1}\left(x, N_{1}\left(x, P_{1}\right)\right) \\
& \psi_{2 t}(x)=A_{2}(x)+F_{2}\left(x, N_{2}\left(x, P_{2}\right)\right)  \tag{4}\\
& \phi_{t}(x)=A_{3}(x)+F_{3}\left(x, N_{3}\left(x, P_{3}\right)\right)
\end{align*}
$$

where $N_{k}(x, P)=\sum_{i=1}^{H} v_{i} \sigma\left(z_{i}\right)$ and $z_{i}=\sum_{j=1}^{n} w_{i j} x_{j}+u_{i}$
( $k=1,2,3$ ) are single-outputs feed forward neural network with parameters $P_{1}, P_{2}, P_{3}$ and $n$ input units fed with the input vector $x$. The terms $A_{i}(x)(i=1,2,3)$ contain no adjustable parameters and satisfy the boundary conditions.

The second terms $F_{i}\left(x, N_{i}\left(x, P_{i}\right)\right)(i=1,2,3)$ is constructed so as not to contribute to the BC's, since
$\psi_{1 t}\left(x, P_{1}\right), \psi_{2 t}\left(x, P_{2}\right), \phi_{t}\left(x, P_{3}\right)$ must also satisfy the BC's. These terms employ a neural network whose weights and biases are to be adjusted in order to deal with the minimization problem. Note at this point that the problem has been reduced from the original constrained optimization problem to an unconstrained one (which is much easier to handle) due to the choice of the form of the trial solution that satisfies by construction the BC's. In the next section we present a systematic way to construct the trial solution, i.e., the functional forms of both $A_{i}$ and $F_{i}$. We treat several common cases that one frequently encounters in various scientific fields. As indicated by our experiments, the approach based on the above formulation is very effective and provides in reasonable computing time accurate solutions with impressive generalization (interpolation) properties.

## 3. Neural Network for Solving Stokes Equations

To solve problem (1) with $\Omega=[0,1] \times[0,1]$, we apply the operators $\frac{\partial}{\partial x}$ and $\frac{\partial}{\partial y}$ on the first and second equations respectively. Then we obtain:

$$
\begin{equation*}
-\Delta\left(\frac{\partial u_{1}}{\partial x}+\frac{\partial u_{2}}{\partial y}\right)+\frac{\partial^{2} p}{\partial x^{2}}+\frac{\partial^{2} p}{\partial y^{2}}=\left(f_{1}\right)_{x}+\left(f_{2}\right)_{y} \tag{5}
\end{equation*}
$$

Using the third equation in (1), the Equation (5) may be written as:

$$
\begin{equation*}
\frac{\partial^{2} p}{\partial x^{2}}+\frac{\partial^{2} p}{\partial y^{2}}=\left(f_{1}\right)_{x}+\left(f_{2}\right)_{y} \tag{6}
\end{equation*}
$$

this is the Poisson equation, and has infinitely many solutions. By imposing some boundary conditions, we are going to obtain an appropriate solution for Equation (6)
by the neural network.
The trial solution is written as

$$
\begin{equation*}
p_{t}(x, y)=A(x, y)+x(1-x) y(1-y) N(x, y, P) \tag{7}
\end{equation*}
$$

where $A(x, y)$ is chosen so as to satisfy the BC, namely

$$
\begin{align*}
& A(x, y)=(1-x) h_{0}(y)+x h_{1}(y) \\
& +(1-y)\left\{g_{0}(x)-\left[(1-x) g_{0}(0)+x g_{0}(1)\right]\right\}  \tag{8}\\
& +y\left\{g_{1}(x)-\left[(1-x) g_{1}(0)+x g_{1}(1)\right]\right\} .
\end{align*}
$$

where

$$
h_{0}(y)=p(0, y), h_{1}(y)=p(1, y), g_{0}(x)=p(x, 0) \text { and }
$$ $g_{1}(x)=p(x, 1)$.

Note that the second term of the trial solution does not affect the boundary conditions since it vanishes at the part of the boundary where Dirichlet BC's are imposed. In the above PDE problems the error to be minimized is given by

$$
\begin{equation*}
E(p)=\sum_{i}\left\{\frac{\partial^{2} p_{t}\left(x_{i}, y_{i}\right)}{\partial x^{2}}+\frac{\partial^{2} p_{t}\left(x_{i}, y_{i}\right)}{\partial y^{2}}-F\left(x_{i}, y_{i}\right)\right\}^{2} \tag{9}
\end{equation*}
$$

where $F=\left(f_{1}\right)_{x}+\left(f_{2}\right)_{y}$ and $\left(x_{i}, y_{i}\right)$ is a point in $\Omega$.
By solving the optimization problem (9), the weights $v_{i}, w_{i j}, u_{i}$ are obtained and then a trial solution for $p_{t}$ is obtained. By substituting the trial solution $p_{t}$ in the first equation of (1) we obtain:

$$
\begin{equation*}
\Delta u_{1}=\frac{\partial\left(p_{t}\right)}{\partial x}-f_{1} \tag{10}
\end{equation*}
$$

which is a Poisson equation for $u_{1}$, by using (9) and by substituting $u_{1 t}$ and $\frac{\partial\left(p_{t}\right)}{\partial x}-f_{1}$ for or $p$ and $F$, respectively, we can obtain a trial solution for $u_{1 t}$. To obtain $u_{2}$, we can substitute the trial solution $p_{t}$ in the second equation in (1) to obtain:

$$
\begin{equation*}
\Delta u_{2}=\frac{\partial\left(p_{t}\right)}{\partial y}-f_{2} \tag{11}
\end{equation*}
$$

In a similar manner we can obtain $u_{2 t}$.

## 4. Numerical Examples

In this section we present one example to illustrate the method. We used a multilayer perceptron having one hidden layer with five hidden units and one linear output unit. For a given input vector $x=\left(x_{1}, x_{2}\right)$ the output of the network is $N(x, P)=\sum_{i=1}^{5} v_{i} \sigma\left(z_{i}\right)$ where $z_{i}=\sum_{j=1}^{2} w_{i j} x_{j}+u_{i}$ and $\sigma(x)=\frac{1}{1+e^{-x}}$. The exact analytic solution is known in advance. Therefore we test the
accuracy of the obtained solution.
Example. Consider the problem (1) with $\Omega=[0,1] \times$ [0,1]. We choose $f_{1}$ and $f_{2}$ such that the exact solution for $u_{1}, u_{2}$ and $p$ be as follows:

$$
\begin{aligned}
& u_{1}=10 x^{2} y(1-x)^{2}\left(1-3 y+2 y^{2}\right) \\
& u_{2}=-10 y^{2} x(1-y)^{2}\left(1-3 x+2 x^{2}\right) \\
& p=5\left(x^{2}-y^{2}\right)
\end{aligned}
$$

The domain $\Omega$ is first discretized by uniform mesh of size $h=1 / 3$ ( 4 points). This initial mesh is successively refined to produce meshes with sizes $h=1 / 4$ and $h=1 / 5$ (respectively 9 and 16 points). Table 1 reports the maximum error at nodal points (Maximum error) at the training set points and the distances $\left\|p-p_{t}\right\|_{L_{2}}$ and $\left\|p-p_{t}\right\|_{H^{(1)}}$ between the exact solution and the training solution.

In Figure 1 the error function $p-p_{t}$ for $\mathrm{N}=25$ is depicted which shows the solution is very accurate.

We used the Equation (10) and obtained the solution $u_{1 t}$. Table 2 reports the maximum error at the training set points and the distances $\left\|u_{1}-u_{1 t}\right\|_{2}$ and $\left\|u_{1}-u_{1 t}\right\|_{H^{(1)}}$ between the exact solution and the training solution.

In a similar manner we obtained $u_{2 t}$. Table 3 reports the maximum error at the training set points and the dis-

Table 1. Maximum error at training set points and the distances $\left\|p-p_{t}\right\|_{2}$ and $\left\|p-p_{t}\right\|_{H^{(1)}}$.

|  | $\mathrm{N}=4$ | $\mathrm{~N}=9$ | $\mathrm{~N}=16$ |
| :---: | :---: | :---: | :---: |
| Maximum Error | 0.0058 | $5.1007 \mathrm{e}-4$ | $1.8433 \mathrm{e}-7$ |
| $\left\\|p-p_{t}\right\\|_{2}$ | $1.0025 \mathrm{e}-5$ | $7.5171 \mathrm{e}-8$ | $4.1647 \mathrm{e}-15$ |
| $\left\\|p-p_{t}\right\\|_{H^{(1)}}$ | $4.1569 \mathrm{e}-4$ | $7.5120 \mathrm{e}-6$ | $4.9101 \mathrm{e}-13$ |

Table 2. Maximum error at training set points and the distances $\left\|u_{1}-u_{1 t}\right\|_{2}$ and $\left\|u_{1}-u_{1 t}\right\|_{H^{(1)}}$.

|  | $\mathrm{N}=9$ | $\mathrm{~N}=16$ | $\mathrm{~N}=25$ |
| :---: | :---: | :---: | :---: |
| Maximum error | 0.0372 | $2.0723 \mathrm{e}-8$ | $1.733 \mathrm{e}-8$ |
| $\left\\|u_{1}-u_{1 t}\right\\|_{2}$ | $4.091 \mathrm{e}-4$ | $4.487 \mathrm{e}-17$ | $2.576 \mathrm{e}-17$ |
| $\left\\|u_{1}-u_{1 t}\right\\|_{H(1)}$ | 0.040 | $6.4928 \mathrm{e}-15$ | $1.632 \mathrm{e}-15$ |

Table 3. Maximum error at training set points and the distances $\left\|u_{2}-u_{2 t}\right\|_{2}$ and $\left\|u_{2}-u_{2 t}\right\|_{H^{(1)}}$.

|  | $\mathrm{N}=9$ | $\mathrm{~N}=16$ | $\mathrm{~N}=25$ |
| :---: | :---: | :---: | :---: |
| Maximum error | 0.0379 | $2.6141 \mathrm{e}-05$ | $2.6507 \mathrm{e}-07$ |
| $\left\\|u_{2}-u_{2 t}\right\\|_{2}$ | $4.0684 \mathrm{e}-04$ | $1.2722 \mathrm{e}-010$ | $1.3238 \mathrm{e}-14$ |
| $\left\\|u_{2}-u_{2 t}\right\\|_{H^{(1)}}$ | 0.0407 | $1.8825 \mathrm{e}-008$ | $2.7010 \mathrm{e}-12$ |

tances $\left\|u_{2}-u_{2 t}\right\|_{2}$ and $\left\|u_{2}-u_{2 t}\right\|_{H^{(1)}}$ between the exact solution and the training solution.

In Figures 2 and 3 the error functions $u_{1}-u_{1 t}$ and $u_{2}-u_{2 t}$ for $\mathrm{N}=25$ is depicted which shows the solutions are very accurate (even between training points).

In Figures 4-7 differential of the error functions $u_{1}-u_{1 t}$ and $u_{2}-u_{2 t}$ respect to $x$ and $y$, for $\mathrm{N}=25$ are depicted, respectively, which show the solutions are differentiable.

Aman and Kerayechian [8] used linear programmingmethods to solve the above problem. They converted the Stokes problem to a minimization problem, then by discretizing the minimization problem. They obtained a linear programming problem and solved it. Table 4 present the comparison between the proposed method and with Aman - Kerayechian method for 25 points.


Figure 1. Error function $\boldsymbol{p}-\boldsymbol{p}_{\boldsymbol{t}}$.


Figure 2. The error function $u_{1}-u_{1 t}$.


Figure 3. The error function $u_{2}-u_{2 t}$.


Figure 4. The differential of error function $u_{1}-u_{1 t}$ respect to $x$.

Table 4. The comparison of our proposed method with Aman - Kerayechian method.

| Errors | The proposed method | Aman- <br> Kerayechian method |
| :---: | :---: | :---: |
| Maximum error $u_{1}-u_{1 t}$ | $1.7335 \mathrm{e}-008$ | 0.007885 |
| $\left\\|u_{1}-u_{1 t}\right\\|_{H^{(1)}}$ | $1.6328 \mathrm{e}-015$ | 0.082281 |
| Maximum error $u_{2}-u_{2 t}$ | $2.6507 \mathrm{e}-007$ | 0.007885 |
| $\left\\|u_{2}-u_{2 t}\right\\|_{H^{(1)}}$ | $2.7010 \mathrm{e}-012$ | 0.082281 |
| Maximum error $p-p_{t}$ | $1.6392 \mathrm{e}-005$ | 0.035104 |
| $\left\\|p-p_{t}\right\\|_{2}$ | $2.2448 \mathrm{e}-011$ | 0.027446 |



Figure 5. The differential of error function $u_{1}-u_{1 t}$ respect to $y$.


Figure 6. The differential of error function $u_{2}-u_{2 t}$ respect to $\boldsymbol{x}$.

## 5. Conclusions

In this paper a new method based on ANN has been applied to find solution for Stokes equation. The solution via ANN method is a differentiable, closed analytic form easily used in any subsequent calculation. The neural network here allows us to obtain fast solution of Stokes equation starting from randomly sampled data sets and refined it without wasting memory space and therefore reducing the complexity of the problem.

If we compare the results of the numerical methods (see [8]) with our method, we see that our method has some small error. Other advantage of this method, the solution of the Stokes problem is available for each arbitrary point in training interval (even between training points). Indeed, after solving the Stokes problem, we


Figure 7. The differential of error function $u_{2}-u_{2 t}$ respect to $\boldsymbol{y}$.
obtain an approximated function for the solution and so we can calculate the answer at every point immediately.
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#### Abstract

In this paper, the existence and nonexistence of nonnegative entire large solutions for the quasilinear elliptic equation $\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)=p(x) f(u)+q(x) g(u)$ are established, where $m \geq 2, f$ and $g$ are nondecreasing and vanish at the origin. The locally Hölder continuous functions $p$ and $q$ are nonnegative. We extend results previously obtained for special cases of $f$ and $g$.
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## 1. Introduction

In this paper, we consider the problem
$\left\{\begin{array}{l}\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)=p(x) f(u)+q(x) g(u), \text { in } R^{N}(N \geq 3) \\ u(x) \rightarrow \infty, \text { as }|x| \rightarrow \infty\end{array}\right.$
where $m \geq 2, f, g \in C([0, \infty),[0, \infty)) \cap C^{1}((0, \infty),[0, \infty))$, the locally $\mathrm{H} \ddot{\circ}$ lder continuous functions $p$ and $q$ are nonnegative on $\mathbf{R}^{N}$. In addition, we assume that

$$
\begin{align*}
& f(0)=g(0)=0 ; f^{\prime}(t) \geq 0, g^{\prime}(t) \geq 0, \\
& f(t) g(t)>0, \text { for } \forall t>0 \tag{2}
\end{align*}
$$

We call nonnegative solutions of (1) entire large solutions. In fact, this problem appears in the study of non-Newtonian fluids [1,2] and non-Newtonian filtration [3,4], such problems also arise in the study of the sub-sonic motion of a gas [5], the electric potential in some bodies [6], and Riemannian geometry [7].

Large solutions of the problem

$$
\left\{\begin{array}{l}
\Delta u(x)=f(u(x)), \quad x \in \Omega,  \tag{3}\\
\left.u\right|_{\partial \Omega}=\infty,
\end{array}\right.
$$

where $\Omega$ is a bounded domain in $R^{N}(N \geq 1)$ have been extensively studied, see [8-20]. A problem with $f(u)=e^{u}$ and $N=2$ was first considered by Bieber-

[^2]bach [13] in 1916. Bieberbach showed that if $\Omega$ is a bounded domain in $R^{2}$ such that $\partial \Omega$ is a $C^{2}$ submanifold of $R^{2}$, then there exisSts a unique $u \in C^{2}(\Omega)$ such that $\Delta u=e^{u}$ in $\Omega$ and $\left|u(x)-\ln (d(x))^{-2}\right|$ is bounded on $\Omega$. Here $d(x)$ denotes the distance from a point $x$ to $\partial \Omega$. Rademacher [17], using the idea of Bieberbach, extended the above result to a smooth bounded domain in $R^{3}$. In this case the problem plays an important role, when $N=2$, in the theory of Riemann surfaces of constant negative curvature and in the theory of automorphic functions, and when $N=3$, according to [17], in the study of the electric potential in a glowing hollow metal body. Lazer and McKenna [6] extended the results for a bounded domain $\Omega$ in $R^{N}(N \geq 1)$ satisfying a uniform external sphere condition and the non-linearity $f=f(x, u)=p(x) e^{u}$, where $p(x)$ is continuous and strictly positive on $\Omega$. Lazer and McKenna [12] obtained similar results when $\Delta$ is replaced by the Monge-Ampere operator and $\Omega$ is a smooth, strictly convex, bounded domain. Similar results were also obtained for $f=p(x) u^{a}$ with $a>1$. Posteraro [16], for $f(u)=-e^{u}$ and $N \geq 2$, proved the estimates for the solution $u(x)$ of the problem $(1,2)$ and for the measure of $\Omega$ comparing with a problem of the same type defined in a ball. In particular, when $N=2$, Posteraro [16] obtained an explicit estimate of the minimum of $u(x)$ in terms of the measure of $\Omega$ :
$$
\min _{\Omega} u(x) \geq \ln (8 \pi /|\Omega|)
$$

The existence, but not uniqueness, of solutions of the problem (3) with $f$ monotone was studied by Keller [18]. For $f(u)=-u^{a}$ with $a>1$, the problem (3) is of interest in the study of the sub-sonic motion of a gas when $a=2$ (see [15]) and is related to a problem involving super-diffusion, particularly for $1<a \leq 2$ (see [21,22]). Pohozaev [15] proved the existence, but not uniqueness, for the problem (1.2) when $f(u)=-u^{2}$. For the case where $f(u)=-u^{(N+2) /(N-2)}(N>2)$, Loewener and Nirenberg [20] proved that if $\partial \Omega$ consists of a disjoint union of finitely compact $C^{\infty}$ manifolds, each having co-dimension less than $N / 2+1$, then there exists a unique solution of the problem (3). The uniqueness was established for $f(u)=-u^{a}$ with $a>3$, when $\partial \Omega$ is a $C^{2}$-submanifold and $\Delta$ is replaced by a more general second-order elliptic operator, by Kondrat'ev and Nikishkin [19]. Marcus and Veron [14] proved the uniqueness for $f(u)=-u^{a}$ with $a>1$, when $\partial \Omega$ is compact and is locally the graph of a continuous function defined on an ( $N-1$ ) -dimensional space.

In [23], the authors considered the problem of existence and nonexistence of positive entire large solutions of the semilinear elliptic equation

$$
\Delta u=p(x) u^{\alpha}+q(x) u^{\beta}, \quad 0<\alpha \leq \beta .
$$

Recently [24], which is to extend some of these results to a more general the problem

$$
\left\{\begin{array}{l}
\Delta u=p(x) f(u)+q(x) g(u) \text { in } R^{N}, N \geq 3, \\
u(x) \rightarrow \infty \quad \text { as }|x| \rightarrow \infty .
\end{array}\right.
$$

Quasilinear elliptic problems with boundary blowup

$$
\left\{\begin{array}{l}
\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)=f(u(x)), \quad x \in \Omega,  \tag{4}\\
\left.u\right|_{\partial \Omega}=\infty
\end{array}\right.
$$

have been studied, see $[9,25,26]$ and the references therein. Diaz and Letelier [10] proved the existence and uniqueness of large solutions to the problem (4) both for $f(u)=u^{\gamma}, \gamma>m-1$ (super-linear case) and $\partial \Omega$ being of the class $C^{2}$. Lu, Yang and E.H.Twizell [25] proved the existence of Large solutions to the problem (4) both for $f(u)=u^{\gamma}, \gamma>m-1, \Omega=R^{N}$ or $\Omega$ being a bounded domain (super-linear case) and $\gamma \leq m-1, \Omega=R^{N}$ (sub-linear case) respectively.

Recently [27], which is to extend some results of [28] to the following quasilinear elliptic problem

$$
\left\{\begin{array}{l}
\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)=p(x) f(u), \quad \text { in } \Omega  \tag{5}\\
u(x) \rightarrow \infty, \text { on } \partial \Omega
\end{array}\right.
$$

where $\Omega \subseteq \mathbf{R}^{N}$, the non-negative function $p(x) \in C(\bar{\Omega})$, and the continuous function $f$ satisfies (2) and the Keller-Osserman condition

$$
\begin{equation*}
\int_{1}^{\infty}[F(s)]^{-1 / m} d s=\infty, \quad F(s)=\int_{0}^{s} f(t) d t \tag{6}
\end{equation*}
$$

then the author also consider the nonexistence for the non-negative non-trivial entire bounded radial solution on $\mathbf{R}^{N}$ of (5) when $p$ satisfies

$$
\begin{equation*}
\int_{0}^{\infty}\left(t p_{*}(t)\right)^{1 /(m-1)} d t=\infty, \quad p_{*}(t)=\min _{|x|=t} p(x) \tag{7}
\end{equation*}
$$

On the other hand, if $f$ does not satisfy (6), that is $\int_{1}^{\infty}[F(s)]^{-1 / m} d s<\infty$, we can obtain from Lemma 2.4 in [29] that

$$
\begin{equation*}
\int_{1}^{\infty} \frac{1}{f^{1 /(m-1)}(s)} d s<\infty \tag{8}
\end{equation*}
$$

which is also shown in [30]. In this paper, we will require the above integral to be infinite, that is

$$
\begin{equation*}
\int_{1}^{\infty} \frac{1}{f^{1 /(m-1)}(s)} d s=\infty \tag{9}
\end{equation*}
$$

which is a very important condition in our main results. Furthermore, motivated by the results of [24], we also admit the following condition which is opposite to (7), that is

$$
\begin{equation*}
\int_{0}^{\infty}\left(t p^{*}(t)\right)^{1 /(m-1)} d t<\infty, \quad p^{*}(t)=\max _{|x|=t} p(x) . \tag{10}
\end{equation*}
$$

As far as the authors know, however, there are no results which contain the existence criteria of positive solutions to the problem (1). In this paper, we prove the existence of the positive large solutions for the problem (1). When $p=2$, the related results have been obtained by A.Lair and A.Mohammed [24]. The main results of the present paper contain extension of the results in [24] and complement of the results in $[10,25,26]$.

The plan of the paper is as follows. In Section 2, for the convenience of the reader we give some basic lemmas that will be used in proving our results. In Section 3 we state and prove the main results. Section 4 contains some consequences of the main theorems, and other results. In Section 5 we present an Appendix where we state and prove three lemmas needed for proofs in previous sections.

## 2. Preliminary

In this section, we give some results that we shall use in the rest of the paper.

Lemma 2.1.(Weak comparison principle)(see [25]) Let $\Omega$ be a bounded domain in $\mathbf{R}^{N}(N \geq 2)$ with smooth boundary $\partial \Omega$ and $\theta:(0, \infty) \rightarrow(0, \infty)$ is continuous and non-decreasing. Let $u_{1}, u_{2} \in W^{1, m}(\Omega)$ satisfy

$$
\begin{aligned}
& \int_{\Omega}\left|\nabla u_{1}\right|^{m-2} \nabla u_{1} \nabla \psi d x+\int_{\Omega} \theta\left(u_{1}\right) \psi d x \\
& \leq \int_{\Omega}\left|\nabla u_{2}\right|^{m-2} \nabla u_{2} \nabla \psi d x+\int_{\Omega} \theta\left(u_{2}\right) \psi d x
\end{aligned}
$$

for all non-negative $\psi \in W_{0}^{1, m}(\Omega)$. Then the inequality

$$
u_{1} \leq u_{2} \quad \text { on } \quad \partial \Omega
$$

implies that

$$
u_{1} \leq u_{2} \quad \text { in } \quad \Omega .
$$

Lemma 2.2. Let $f$ verify (9), and $\rho:[0, \infty) \rightarrow[0, \infty)$ be continuous. Then

$$
\left\{\begin{array}{l}
\left(r^{N-1} \Phi_{m}\left(v^{\prime}(r)\right)\right)^{\prime}=r^{N-1} \rho(r) f(v), \quad r>0  \tag{11}\\
v(0)=\alpha, \quad v^{\prime}(0)=0
\end{array}\right.
$$

admits a non-negative solution $v$ defined on $[0, \infty)$, where $\Phi_{m}(s)=|s|^{m-2} s$. If in addition $f$ is nondecreasing and $\rho$ satisfies (7), then $v(r) \rightarrow \infty$ as $r \rightarrow \infty$.
Proof. First we note that (11) has a solution $v \in C^{1}(0, R)$ for a maximal $0<R \leq \infty$. As a consequence of (7) we claim that $R=\infty$. By way of contradiction, let us suppose that $0<R<\infty$ instead. Then we must have $v(r) \rightarrow \infty$ as $r \rightarrow R^{-}$. Let

$$
\phi(t):=\sup \{\rho(s): 0<s \leq t\}, \quad t>0
$$

Then $\phi$ is nondecreasing, and clearly $\rho(t) \leq \phi(t)$ for $t>0$. Integrating Equation (11) from 0 to $r$ yields

$$
\begin{equation*}
\Phi_{m}\left(v^{\prime}(r)\right)=r^{1-N} \int_{0}^{r} s^{N-1} \rho(s) f(v(s)) d s \tag{12}
\end{equation*}
$$

From (12) we see that $v^{\prime}(r) \geq 0$, therefore, $v$ is a non-decreasing function and we can obtain from (12) that $\Phi_{m}\left(v^{\prime}(r)\right) \leq \frac{r}{N} \varphi(r) f(v(r))$. Then we can obtain

$$
\int_{0}^{r} \frac{v^{\prime}(t)}{f^{1 /(m-1)}(v(t))} d t \leq \int_{0}^{r}\left(\frac{t}{N}\right)^{1 /(m-1)} \varphi^{1 /(m-1)}(t) d t
$$

That is

$$
\int_{\alpha}^{v(r)} \frac{1}{f^{1 /(m-1)}(s)} d s \leq \int_{0}^{r}\left(\frac{t}{N}\right)^{1 /(m-1)} \varphi^{1 /(m-1)}(s) d s
$$

Letting $r \rightarrow R$, and recalling that $v(r) \rightarrow \infty$, we conclude that

$$
\int_{\alpha}^{\infty} \frac{1}{f^{1 /(m-1)}(s)} d s \leq\left(\frac{R}{N}\right)^{1 /(m-1)} \int_{0}^{R} \varphi^{1 /(m-1)}(s) d s
$$

which is an obvious contradiction. Thus, indeed $v$ is defined on $(0, \infty)$.

We now show that $v(r) \rightarrow \infty$ as $r \rightarrow \infty$. For this we will use (7) on $\rho$. Integrating the equation in (11) we find

$$
\begin{aligned}
& v(r)=\alpha+\int_{0}^{r}\left(t^{1-N} \int_{0}^{t} s^{N-1} \rho(s) f(v(s)) d s\right)^{1 /(m-1)} d t \\
& \geq\left(\frac{f(\alpha)}{N}\right)^{1 /(m-1)} \int_{0}^{r}\left(t \rho_{*}(t)\right)^{1 /(m-1)} d t
\end{aligned}
$$

That is

$$
v(r) \geq C(m, \alpha, N) \int_{0}^{r}\left(t \rho_{*}(t)\right)^{1 /(m-1)} d t, r>0
$$

and as a consequence of (7) we conclude that $v(r) \rightarrow \infty$ as $r \rightarrow \infty$.

## 3. Main Theorems

In this section, we will state the first of our main results.
Theorem 3.1. Under the following hypotheses

$$
\begin{gathered}
(H 1) \psi(t)=\int_{1}^{t} \frac{1}{f(s)} d s, \quad t>0 \\
(H 2) \int_{0}^{\infty}\left(\left(p^{*}\right)^{1 /(m-1)}(t)-\left(p_{*}\right)^{1 /(m-1)}(t)\right) \\
(t f(\phi(\bar{p}(t))))^{1 /(m-1)} d t<\infty, \bar{p}(t)=\int_{0}^{t} s p_{*}(s) d s
\end{gathered}
$$

where $\phi$ is the inverse of $\psi$;

$$
\text { (H3) } \int_{0}^{\infty}\left(t q^{*}(t) g(\phi(\bar{p}(t)))\right)^{1 /(m-1)} d t<\infty
$$

Let $f$ and $g$ satisfy (2). Furthermore, assume that (9) and (10) hold. If $p$ satisfies (7), then (1) admits a solution.

Proof. Let $v$ be an entire radial large solution of $\operatorname{div}\left(|\nabla v|^{m-2} \nabla v\right)=p_{*}(|x|) f(v)$ such that $v(0)=\alpha$ for some $0<\alpha<1$. This is possible by Lemma 2.2, since $f$ satisfies (9) and $p_{*}$ satisfies (7). Thus $v$ is a super-solution of (1). We proceed to construct a sub-solution $u$ of (1) such that $u \leq v$ on $\mathbf{R}^{N}$. Then by the standard regularity argument for elliptic problems, it is a straight forward argument to prove that (1) would have a solution $w$ such that $u \leq w \leq v$ on $\mathbf{R}^{N}$. For each positive integer $n$, let $u_{n}$ be a solution of

$$
\left\{\begin{array}{l}
\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)  \tag{13}\\
=p^{*}(|x|) f(u)+q^{*}(|x|) g(u), 0.4 c m \text { in } B_{n}, \\
u(x)=v, 0.4 c m o n \quad \partial B_{n},
\end{array}\right.
$$

where $B_{n}=B(0, n)$ is the ball of radius $n$ centered at the origin. That such a solution exists is shown in Lemma 5.2 of Appendix. Then we note that each $u_{n}$ is a radial solution and that

$$
0<u_{n+1} \leq u_{n} \leq v, \text { on } B_{n} .
$$

Let

$$
u(x):=\lim _{n \rightarrow \infty} u_{n}(x), x \in R^{N} .
$$

Since each $u_{n}$ is radial, it follows that $u$ is radial as well. By a standard argument we can show that $u$ is a solution of the differential equation in (1). Clearly $u \leq v$ on $\mathbf{R}^{N}$. So We only prove that $u$ is nontrivial and that $u(x) \rightarrow \infty$ as $|x| \rightarrow \infty$.
Recalling that $u_{n}$ and $v$ are radial and that $u_{n}(n)=v(n)$ we see that

$$
\begin{aligned}
& u_{n}(0)+\int_{0}^{n}\left(t^{1-N} \int_{0}^{t} s^{N-1}\left(p^{*}(s) f\left(u_{n}\right)+q^{*}(s) g\left(u_{n}\right)\right) d s\right)^{1 /(m-1)} d t \\
& =v(0)+\int_{0}^{n}\left(t^{1-N} \int_{0}^{t} s^{N-1} p_{*}(s) f(v) d s\right)^{1 /(m-1)} d t \geq v(0)+\int_{0}^{n}\left(t^{1-N} \int_{0}^{t} s^{N-1} p_{*}(s) f\left(u_{n}\right) d s\right)^{1 /(m-1)} d t
\end{aligned}
$$

for $\forall x \geq 0, m \geq 2$, we can use the inequality $\quad(1+x)^{1 /(m-1)} \leq 1+x^{1 /(m-1)}$, then we obtain

$$
\begin{aligned}
& u_{n}(0)+\int_{0}^{n}\left(t^{1-N} \int_{0}^{t} s^{N-1} p^{*}(s) f\left(u_{n}\right) d s\right)^{1 /(m-1)} d t+\int_{0}^{n}\left(t^{1-N} \int_{0}^{t} s^{N-1} q^{*}(s) g\left(u_{n}\right) d s\right)^{1 /(m-1)} d t \\
& -\int_{0}^{n}\left(t^{1-N} \int_{0}^{t} s^{N-1} p_{*}(s) f\left(u_{n}\right) d s\right)^{1 /(m-1)} d t \geq v(0)=\alpha
\end{aligned}
$$

that is

$$
\begin{aligned}
& u_{n}(0)+\int_{0}^{n}\left(t^{(1-N) /(m-1)}\left(\left(\int_{0}^{t} s^{N-1} p^{*}(s) f\left(u_{n}\right) d s\right)^{1 /(m-1)}-\left(\int_{0}^{t} s^{N-1} p_{*}(s) f\left(u_{n}\right) d s\right)^{1 /(m-1)}\right) d t\right. \\
& +\int_{0}^{n}\left(t^{1-N} \int_{0}^{t} s^{N-1} q^{*}(s) g\left(u_{n}\right) d s\right)^{1 /(m-1)} d t \geq v(0)=\alpha
\end{aligned}
$$

Since $p^{*}(s)$ is increasing and $p_{*}(s)$ is decreasing, so

$$
\begin{aligned}
& \int_{0}^{n} t^{(1-N) /(m-1)}\left(\left(\int_{0}^{t} s^{N-1} p^{*}(s) f\left(u_{n}\right) d s\right)^{1 /(m-1)}-\left(\int_{0}^{t} s^{N-1} p_{*}(s) f\left(u_{n}\right) d s\right)^{1 /(m-1)}\right) d t \\
& \leq \int_{0}^{n} t^{(1-N) /(m-1)}\left(\left(p^{*}\right)^{1 /(m-1)}(t)\left(\int_{0}^{t} s^{N-1} f\left(u_{n}(s)\right) d s\right)^{1 /(m-1)}-\left(p_{*}\right)^{1 /(m-1)}(t)\left(\int_{0}^{t} s^{N-1} f\left(u_{n}(s)\right) d s\right)^{1 /(m-1)}\right) d t \\
& \leq \int_{0}^{n}\left(\left(p^{*}\right)^{1 /(m-1)}(t)-\left(p_{*}\right)^{1 /(m-1)}(t)\right) t^{(1-N) /(m-1)}\left(\int_{0}^{t} s^{N-1} f\left(u_{n}(s) d s\right)^{1 /(m-1)} d t\right. \\
& \leq \int_{0}^{n}\left(\left(p^{*}\right)^{1 /(m-1)}(t)-\left(p_{*}\right)^{1 /(m-1)}(t)\right)\left(\int_{0}^{t} f\left(u_{n}(s)\right) d s\right)^{1 /(m-1)} d t \\
& \leq C_{1}(m) \int_{0}^{n}\left(\left(p^{*}\right)^{1 /(m-1)}(t)-\left(p_{*}\right)^{1 /(m-1)}(t)\right)\left(t f\left(u_{n}(t)\right)\right)^{1 /(m-1)} d t
\end{aligned}
$$

and

$$
\int_{0}^{n}\left(t^{1-N} \int_{0}^{t} s^{N-1} q^{*}(s) g\left(u_{n}\right) d s\right)^{1 /(m-1)} d t \leq C_{2}(m) \int_{0}^{n}\left(t q^{*}(t) g\left(u_{n}(t)\right)\right)^{1 /(m-1)} d t
$$

Therefore we get

$$
\begin{equation*}
u_{n}(0)+C_{1}(m, N) \int_{0}^{n}\left(\left(p^{*}\right)^{1 /(m-1)}(t)-\left(p_{*}\right)^{1 /(m-1)}(t)\right)\left(t f\left(u_{n}\right)\right)^{1 /(m-1)} d t+C_{2}(m, N) \int_{0}^{n}\left(t q^{*}(t) g\left(u_{n}\right)\right)^{1 /(m-1)} d t \geq \alpha \tag{14}
\end{equation*}
$$

Now, let $\phi(t)$ be the inverse of the increasing function defined in (9). We note that $\phi(t) \geq 1$ for all $t \geq 0$. Furthermore, we have

$$
\phi^{\prime}(t)=f(\phi(t)), \phi^{\prime \prime}(t)=f^{\prime}(\phi(t)) f(\phi(t)), t>0 .
$$

Let $w$ be an entire large solution of $\Delta w=p_{*}(|x|)$ such that $w(0)=0$. Set $a(x):=\phi(w(x))$. Then $\Delta a \geq p_{*}(|x|) f(a)$. Since
$a(0)=\phi(w(0)) \geq 1>\alpha=v(0)>0$, we invoke Lemma 2.1 in [24] to conclude that $v(x) \leq a(x)$ for all $x \in \mathbf{R}^{N}$.
Moreover, $w(r) \leq \bar{p}(r):=\int_{0}^{r} t p_{*}(t) d t$, we have
$v(x) \leq \phi(\bar{p}(|x|))$.
Now, recalling that $u_{n} \leq v$ for all $n \in \mathbf{N}$ we see that $t q^{*}(t) g\left(u_{n}(t)\right) \leq t q^{*}(t) g(v(t)) \leq t q^{*}(t) g(\phi(\bar{p}(t)))$,
$\left(\left(p^{*}\right)^{1 /(m-1)}(t)-\left(p_{*}\right)^{1 /(m-1)}(t)\right)\left(t f\left(u_{n}(t)\right)\right)^{1 /(m-1)}$
$\leq\left(\left(p^{*}\right)^{1 /(m-1)}(t)-\left(p_{*}\right)^{1 /(m-1)}(t)\right)(t f(v(t)))^{1 /(m-1)}$
$\leq\left(\left(p^{*}\right)^{1 /(m-1)}(t)-\left(p_{*}\right)^{1 /(m-1)}(t)\right)(t f(\phi(\bar{p}(t))))^{1 /(m-1)}$

Take note of (9) and (10), we invoke the Lebesgue dominated convergence theorem to infer from (14) that $u(0)$

$$
\begin{aligned}
& +C_{1}(m, N) \int_{0}^{n}\left(\left(p^{*}\right)^{1 /(m-1)}(t)-\left(p_{*}\right)^{1 /(m-1)}(t)\right)(t f(u))^{1 /(m-1)} d t \\
& +C_{2}(m, N) \int_{0}^{n}\left(t q^{*}(t) g(u)\right)^{1 /(m-1)} d t \geq \alpha>0 .
\end{aligned}
$$

This shows that $u$ is nontrivial. Now we note that

$$
\begin{aligned}
& u_{n}(r)=u_{n}(0) \\
& +\int_{0}^{r}\left(t^{1-N} \int_{0}^{t} s^{N-1}\left(p^{*}(s) f\left(u_{n}\right)+q^{*}(s) g\left(u_{n}\right)\right) d s\right)^{1 /(m-1)} d t \\
& \geq \int_{0}^{r}\left(t^{1-N} \int_{0}^{t} s^{N-1} p^{*}(s) f\left(u_{n}\right) d s\right)^{1 /(m-1)} d t .
\end{aligned}
$$

Recalling that $u_{n} \leq v$ for all $n$, we invoke the Lebesgue dominated convergence theorem again, on letting $n \rightarrow \infty$

$$
u(r) \geq \int_{0}^{r}\left(t^{1-N} \int_{0}^{t} s^{N-1} p^{*}(s) f(u) d s\right)^{1 /(m-1)} d t
$$

Since $u$ is nontrivial we see that $u\left(\frac{r_{0}}{2}\right)>0$ for some $r_{0}>0$. Thus for $r>r_{0}$, we have

$$
u(r) \geq f^{1 /(m-1)}\left(u\left(\frac{r_{0}}{2}\right)\right) \int_{r_{0}}^{r}\left(t^{1-N} \int_{0}^{t} s^{N-1} p^{*}(s) d s\right)^{1 /(m-1)} d t
$$

then

$$
u(r) \geq f^{1 /(m-1)}\left(u\left(\frac{r_{0}}{2}\right)\right)\left(\frac{1}{N}\right)^{1 /(m-1)} \int_{r_{0}}^{r}\left(t p_{*}(t)\right)^{1 /(m-1)} d t
$$

Therefore, as a consequence of (7) we see that $u(x) \rightarrow \infty$ as $|x| \rightarrow \infty$.
To show our next main result, now we set $p$ is $c$ positive on $\Omega$ (i.e., for any $x_{0} \in \Omega$ satisfying $p\left(x_{0}\right)=0$, there exists a domain $\Omega_{0}$ such that $x_{0} \in \Omega_{0}, \bar{\Omega}_{0} \subset \Omega$, and $p(x)>0$ for all $x \in \partial \Omega_{0}$.) we know that $p$ is $c$-positive on $\mathbf{R}^{N}$ if and only if there is a sequence $\Omega_{n}$ of smooth bounded domains with $\Omega_{n} \subseteq \Omega_{n+1}$ for each $n$ such that $\bigcup_{n=1}^{\infty} \Omega_{n}=\mathbf{R}^{N}$ and $p$ is $c$-positive on each $\Omega$. It is easy to see that if $\gamma$ is a non-negative and locally $\mathrm{H} \ddot{o}$ lder continuous function in $\mathbf{R}^{N}$ that satisfies (10), then the following problem admits a positive solution.

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(|\nabla w|^{m-2} \nabla w\right)=\gamma(x), \quad x \in \mathbf{R}^{N}  \tag{15}\\
w(x) \rightarrow 0, \quad|x| \rightarrow \infty
\end{array}\right.
$$

In fact

$$
v(x)=\int_{|x|}^{\infty}\left(t^{1-N} \int_{0}^{t} s^{N-1} \gamma^{*}(s) d s\right)^{1 /(m-1)} d t .
$$

is a super-solution of (15) such that $v(x) \rightarrow 0$ as $|x| \rightarrow \infty$. On the other hand, 0 is a sub-solution of (15), (See [31], Lemma 3) the assertion follows.
Theorem 3.2. Suppose $f$ and $g$ satisfy (2). If (1) has a solution, $f$ satisfies (8) and $p$ is $c$-positive in $\mathbf{R}^{N}$, (3) admits a solution. Conversely, if $f+g$ satisfies (8), (15) admits a non-negative solution with $\gamma(x)=p(x)+q(x)$ and $\xi(x):=\min \{p(x), q(x)\}$ is $c$-positive, then (1) has a solution.

Proof. Let $\left\{\Omega_{n}\right\}$ be a sequence of bounded smooth domains in $\mathbf{R}^{N}$ as provided in the definition of the $c$-positivity of $p$.
Suppose (1) has a solution, say $v$ is a solution. For each $n$, the problem

$$
\left\{\begin{array}{l}
\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)=p(x) f(u), \quad x \in \Omega_{n}  \tag{16}\\
u(x)=\infty, \quad x \in \partial \Omega_{n}
\end{array}\right.
$$

has a solution( see [29]). For each positive integer $n$, let $u_{n}$ be a solution of (16). Then by Lemma 2.1 it follows that

$$
v(x) \leq u_{n+1}(x) \leq u_{n}(x), \quad x \in \Omega_{n} .
$$

A standard procedure (for example, see [30]) can be used to show that

$$
u(x):=\lim _{n \rightarrow \infty} u_{n}(x), \quad x \in \mathbf{R}^{N},
$$

is the desired solution of (3). For the converse, we let $u_{n}$ be a solution of the problem

$$
\left\{\begin{array}{l}
\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)=p(x) f(u)+q(x) g(u), x \in \Omega_{n}  \tag{17}\\
u(x)=\infty, \quad x \in \partial \Omega_{n}
\end{array}\right.
$$

The existence of such a solution is demonstrated in Lemma 5.3 of Appendix. It easily follows that the sequence $\left\{u_{n}\right\}$ is a non-increasing sequence. Let

$$
u(x)=\lim _{n \rightarrow \infty} u_{n}(x), \quad x \in \mathbf{R}^{N}
$$

A standard argument shows that $u$ is a solution of the quasilinear equation in (17). Thus we need only show that $u$ is nontrivial and that $u(x) \rightarrow \infty$ as $|x| \rightarrow \infty$. For this we consider the following function

$$
\begin{equation*}
\psi(t)=\int_{t}^{\infty} \frac{1}{h^{1 /(m-1)}(s)} d s, \quad t>0, \tag{18}
\end{equation*}
$$

where $h(t):=f(t)+g(t)$. Obviously, (18) is finite for all $t>0$. We also notice that
$\psi^{\prime}(t)=-\frac{1}{h^{1 /(m-1)}(t)}<0, \psi^{\prime \prime}(t)=\frac{h^{\prime}(t)}{(m-1)\left(h^{1 /(m-1)}(t)\right)^{m}}>0$
Now fix $\varepsilon>0$, and let
$v_{n}(x)=\psi\left(u_{n}(x)+\varepsilon\right), \quad x \in \Omega_{n}$. Note the sequence $v_{n}$ is nondecreasing. Moreover, a simple computation shows that

$$
\begin{aligned}
& -\operatorname{div}\left(\left|\nabla v_{n}\right|^{m-2} \nabla v_{n}\right)=\left|\psi^{\prime}\left(u_{n}+\varepsilon\right)\right|^{m-1} \operatorname{div}\left(\left|\nabla u_{n}\right|^{m-2} \nabla u_{n}\right) \\
& -(m-1)\left|\psi^{\prime}\left(u_{n}+\varepsilon\right)\right|^{m-2} \psi^{\prime \prime}\left(u_{n}+\varepsilon\right)\left|\nabla u_{n}\right|^{m} \\
& \leq\left|\psi^{\prime}\left(u_{n}+\varepsilon\right)\right|^{m-1}\left(p(x) f\left(u_{n}\right)+q(x) g\left(u_{n}\right)\right) \\
& =\frac{p(x) f\left(u_{n}\right)+q(x) g\left(u_{n}\right)}{h\left(u_{n}+\varepsilon\right)} \leq p(x)+q(x)
\end{aligned}
$$

We can also note that $v_{n}=0$ on $\partial \Omega_{n}$. Let $w$ be a solution of (15). Thus by Lemma 2.1 we see that $v_{n} \leq w$ on $\Omega_{n}$ for all $n$, letting $n \rightarrow \infty$, and then $\varepsilon \rightarrow 0$ we see that $\psi(u) \leq w$ on $\mathbf{R}^{N}$. Thus $\psi(u(x)) \rightarrow 0$ as $|x| \rightarrow \infty$, that is $u(x) \rightarrow \infty$ as $|x| \rightarrow \infty$.

## 4. Consequences and Related Results

We can obtain some consequences of the main theorems, and other results that are of independent interest.

Theorem 4.1. Let $f$ and $g$ be continuous, nondecreasing functions such that $f+g$ satisfies (9), and Suppose $p+q$ is nontrivial. If there is a solution to

$$
\left\{\begin{array}{l}
\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right) \leq p(x) f(u)+q(x) g(u), \quad x \in R^{N}, N \geq 3  \tag{19}\\
u(x) \rightarrow \infty, \quad \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

then $p+q$ satisfies (7).

Proof. Let $u$ be a solution of (19). Let $v$ be a solution of the initial value (11) with $\rho=(p+q)^{*}, f$ replaced by $f+g$ and $\alpha=\alpha_{0}$ where $\alpha_{0}$ is chosen such that $\alpha_{0}>u(0)$. Since $f+g$ satisfies (9), we recall from Lemma 2.2 that $v$ is defined on $[0, \infty)$. Then $w(x)=v(|x|)$ is a solution of

$$
\operatorname{div}\left(|\nabla w|^{m-2} \nabla w\right)=(p+q)^{*}(|x|)(f(w(x))+g(w(x))),
$$

and hence $\operatorname{div}\left(|\nabla w|^{m-2} \nabla w\right) \geq p f(w)+q g(w)$ on $\mathbf{R}^{N}$. Since $v^{\prime}(r)>0$ we see that $v(r) \rightarrow A$ as $r \rightarrow \infty$, for some $0<A \leq \infty$. Assume that $A<\infty$ so that $w(x) \leq A$ for all $x \in \mathbf{R}^{N}$. Since $u(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, we see that for some $R$, we have $w(x) \leq A \leq u(x),|x| \geq R$. Thus $w(x) \leq u(x)$ on $|x|=R$ and therefore by Lemma 2.1 we find that $w(x) \leq u(x)$ on $B(0, R)$. But this contradicts the choice that $w(0)>u(0)$. So we have $A=\infty$, then $w(x) \rightarrow \infty, a s|x| \rightarrow \infty$. From Equation (11) we find

$$
\begin{align*}
& v^{\prime}(r)=\left(r^{1-N} \int_{0}^{r} t^{N-1}(p+q)^{*}(t)(f+g)(v(t)) d t\right)^{1 /(m-1)}  \tag{20}\\
& \leq\left(r^{1-N}(f+g)(v(r)) \int_{0}^{r} t^{N-1}(p+q)^{*}(t) d t\right)^{1 /(m-1)}
\end{align*}
$$

Dividing (20) through by $(f+g)^{1 /(m-1)}(v(r))$ and integrating the resulting inequality on $(0, r)$ we have

$$
\begin{aligned}
& \int_{0}^{r} \frac{v^{\prime}(t)}{(f+g)^{1 /(m-1)}(v(t))} d t \\
& \leq \int_{0}^{r}\left(t^{1-N} \int_{0}^{t} s^{N-1}(p+q)^{*}(s) d s\right)^{1 /(m-1)} d t
\end{aligned}
$$

That is

$$
\begin{aligned}
& \int_{\alpha_{0}}^{v(r)} \frac{1}{(f+g)^{1 /(m-1)}(t)} d t \\
& \leq\left(\frac{1}{N}\right)^{1 /(m-1)} \int_{0}^{r}\left(t(p+q)^{*}(t)\right)^{1 /(m-1)} d t
\end{aligned}
$$

Letting $r \rightarrow \infty$ and recalling that $f+g$ satisfies (9), the claim is proved.

As a consequence of Theorem 3.1 and Theorem 4.1 we also obtain the following corollaries.

Corollary 1. Suppose (2) and (9) hold for $f$. Further, let $p$ satisfy (10). (3) admits a solution if and only if $p$ satisfies (7).
Proof. If $p$ satisfies (7) then Theorem 3.1, with $q(x)=0$ shows that (3) has a solution. The converse follows from Theorem 4.1 on taking $q(x) \equiv 0$ again.

The next corollary provides sufficient conditions for the existence and nonexistence of solutions to (1) when both $p$ and $q$ satisfy (7).

Corollary 2. Suppose $f$ and $g$ satisfy (2) and $p$ and $q$ satisfy (7). If $f+g$ satisfies (9), then (1) has no solution. On the other hand, (1) admits a solution if $f+g$ satisfies (8) and the function
$\xi(x) \equiv \min \{p(x), q(x)\} \quad$ is $\quad c$-positive on $\mathbf{R}^{N}$.

Proof. By way of contradiction,we can obtain the first statement from Theorem 4.1. Since $p+q$ satisfies (10) and the remark noted just before Theorem 3.2 shows that (15) admits a solution with $b=p+q$. Thus the second part of the corollary is an immediate consequence of Theorem 3.2.

## 5. Appendix

In this appendix we state and prove results that have been used in the proofs of the main results of the paper.

We start by proving the existence of a solution to the following Dirichlet problem on a bounded smooth domain $\Omega$ in $\mathbf{R}^{N}$.

$$
\left\{\begin{array}{l}
\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)=p(x) f(u)+q(x) g(u), \text { in } \Omega,  \tag{21}\\
u(x)=\varphi(x), \quad \text { on } \partial \Omega
\end{array}\right.
$$

Lemma 5.1. Let $\Omega \subseteq \mathbf{R}^{N}$ be a smooth bounded domain and let $f$ and $g$ satisfy (2). Let $\phi \in C^{2}(\partial \Omega)$ be positive. If $v$ is a positive super-solution of (21), then the problem (21) has a solution $u$ such that $0<u \leq v$ on $\Omega$.
Proof. Let $\beta:=\min _{x \in \partial \Omega} \phi(x)$. Obviously, $\beta>0$. Now we set

$$
\varphi(t)=\int_{0}^{t}(h(s))^{1 /(m-1)} d s
$$

where $h(s)=f(s)+g(s)$ for all $s \geq 0$. An application of L'H $\hat{o}$ pital's Rule shows that $\varphi(t) \leq t$ for all $0<t<\varepsilon$ and some $\varepsilon>0$. Without of generality we can suppose that $0<\varphi(\varepsilon) \leq \beta$. Finally, let $z$ be a solution of the Dirichlet problem

$$
\left\{\begin{array}{l}
\operatorname{div}\left(|\nabla \mathrm{z}|^{m-2} \nabla \mathrm{z}\right)=p(x)+q(x), \text { in } \Omega, \\
z(x)=\varepsilon, \text { on } \partial \Omega .
\end{array}\right.
$$

Then the maximum principle shows that $0<z \underline{(x)} \leq \varepsilon$ on $\Omega$, we define $w(x):=\varphi(z(x))$ for all $x \in \bar{\Omega}$, we note that $w(x) \leq z(x)$ for all $x \in \bar{\Omega}$. A simple computation shows that

$$
\varphi^{\prime}(t)=h^{1 /(m-1)}(t)>0, \quad \varphi^{\prime \prime}(t)=\frac{h^{\prime}(t)}{(m-1)\left(h^{1 /(m-1)}(t)\right)^{m-2}}>0
$$

and

$$
\begin{aligned}
& \operatorname{div}\left(|\nabla w|^{m-2} \nabla w\right) \\
& =\left|\varphi^{\prime}\right|^{m-1} \operatorname{div}\left(|\nabla z|^{m-2} \nabla z\right)+(m-1)\left|\varphi^{\prime}\right|^{m-2} \varphi^{\prime \prime}|\nabla z|^{m} \\
& \geq\left|\varphi^{\prime}\right|^{m-1}(p(x)+q(x))=(f(z)+g(z))(p(x)+q(x)) \\
& \geq(f(w)+g(w))(p(x)+q(x)) \geq p(x) f(w)+q(x) g(w)
\end{aligned}
$$

and $w(x) \leq \varphi(\varepsilon) \leq \beta \leq \phi(x)$ for $x \in \partial \Omega$. Thus $w$ is a sub-solution of (21) and $v$ is a super-solution of (21) such that $w \leq \varphi \leq v$ on $\partial \Omega$. By the maximum principle we note that $w \leq v$ on $\Omega$. Thus by lemma 1 in [31] we
conclude that (21) has a solution $u$ such that $w \leq u \leq v$ which is what we want to show.

The following lemma was used in the proof of Theorem 3.1.

Lemma 5.2. Let $a, b \in C([0, \infty),[0, \infty))$ and $B$ be a ball in $\mathbf{R}^{N}$ centered at the origin. If $f$ and $g$ are nondecreasing on $[0, \infty)$, then given a positive constant $\delta$, there exists a radial solution to the problem

$$
\left\{\begin{array}{l}
\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)=a(|x|) f(u)+b(|x|) g(u), \text { in } B,  \tag{22}\\
u(x)=\delta, \text { on } \partial B,
\end{array}\right.
$$

Proof. Let $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}$ be decreasing sequences of Нölder continuous functions which converge uniformly on $B$ to $a$ and $b$ respectively(See [32]). Then by Lemma 5.1, for each $k$ there exists a nonnegative solution $u_{k}$ of

$$
\left\{\begin{array}{l}
\operatorname{div}\left(\left|\nabla u_{k}\right|^{m-2} \nabla u_{k}\right) \\
=a_{k}(|x|) f\left(u_{k}\right)+b_{k}(|x|) g\left(u_{k}\right), \text { in } B, \\
u_{k}(x)=\delta, \text { on } \partial B .
\end{array}\right.
$$

Since the sequence $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}$ are decreasing, it is easy to show that $\left\{u_{k}\right\}$ is increasing. Of course, it is also bounded above by $\delta$. Thus it converges, and assume $u_{k} \rightarrow u$. Since $u_{k}$ satisfies the integral equation

$$
\begin{aligned}
& u_{k}(r)=u_{k}(0)+ \\
& \int_{0}^{r}\left(t^{1-N} \int_{0}^{t} s^{N-1}\left(a_{k}(s) f\left(u_{k}(s)\right)+b_{k}(s) g\left(u_{k}(s)\right)\right) d s\right)^{1 /(m-1)} d t
\end{aligned}
$$

the function $u$ will satisfy the integral equation

$$
\begin{aligned}
& u(r)=u(0)+ \\
& \int_{0}^{r}\left(t^{1-N} \int_{0}^{t} s^{N-1}(a(s) f(u(s))+b(s) g(u(s))) d s\right)^{1 /(m-1)} d t
\end{aligned}
$$

Since $u_{k}(R)=\delta$ for each $k$, where $R$ is the radius of the ball $B$, it is clear that $u(R)=\delta$. Thus $u$ is a nonnegative solution of problem (22) on $B$ as claimed.

Finally we state and prove a lemma that was used in the proof of Theorem 3.2.

Lemma 5.3. Let $\Omega \subseteq \mathbf{R}^{N}$ be smooth. Suppose $f$ and $g$ satisfy (2). If $f$ satisfies (6) and $p$ is $c$-positive on $\Omega$, then the problem

$$
\left\{\begin{array}{l}
\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)=p(x) f(u)+q(x) g(u), \quad x \in \Omega  \tag{23}\\
u(x)=\infty, \quad x \in \partial \Omega
\end{array}\right.
$$

has a solution. Similarly, if instead of requiring $f$ to satisfy (6), we require only $f+g$ to satisfy (6), and require $\xi:=\min \{p, q\}$ to to be $c$-positive on $\Omega$, then (23) has a solution.

Proof. Since $p$ is $c$-positive and $f$ satisfies (6), let $v$ be a large solution of $\operatorname{div}\left(|\nabla v|^{m-2} \nabla v\right)=p(x) f(v)$ on $\Omega$ (see [29]). Now for each positive integer $k$, let $w_{k}$ be a solution (See Lemma 5.1) of

$$
\left\{\begin{array}{l}
\operatorname{div}\left(|\nabla w|^{m-2} \nabla w\right) \\
=(p(x)+q(x))(f(w)+g(w)), \quad x \in \Omega, \\
w(x)=k, \quad x \in \partial \Omega,
\end{array}\right.
$$

By Lemma 2.1 we see that

$$
w_{k}(x) \leq w_{k+1}(x) \leq v(x), \quad x \in \Omega
$$

If $w(x)=\lim _{k \rightarrow \infty} w_{k}(x)$, then by a standard procedure we conclude that $w$ is a solution of
$\operatorname{div}\left(|\nabla w|^{m-2} \nabla w\right)=(p(x)+q(x))(f(w)+g(w))$ on $\Omega$ such that $w \leq v$. Since $w$ is a sub-solution, and $v$ is a super-solution of the differential equation in (23), we conclude that (23) has a solution $u$ with $w \leq u \leq v$ (See [31]).

Similarly.We can obtain the second part by defining $v$ in this case as a large solution of $\operatorname{div}\left(|\nabla v|^{m-2} \nabla v\right)=\xi(x)(f(v)+g(v))$ on $\Omega$ and the argument is as the same as the previous process.
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#### Abstract

A difficult but important problem in optimal control theory is the design of an optimal feedback control, i.e., the design of an optimal control as function of the phase (state) coordinates [1,2]. This problem can be solved not often. We study here the autonomous nonlinear system of second order in general form. The constraints imposed on the control input can depend on the phase (state) coordinates of the system. The goal of the control is to maximize or minimize one phase coordinate of the considered system while other takes a prescribed in advance value. In the literature, optimal control problems for the systems of second order are most frequently associated with driving both phase coordinates to a prescribed in advance state. In this statement of the problem, the optimal control feedback can be designed only for special kind of systems. In our statement of the problem, an optimal control can be designed as function of the state coordinates for more general kind of the systems. The problem of maximization or minimization of the swing amplitude is considered explicitly as an example. Simulation results are presented.
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## 1. Mathematical Model of the Considered System

Let the motion of the studied object under control be governed by a system of two nonlinear autonomous differential equations of the form

$$
\begin{equation*}
\dot{x}=f_{1}(x, y, u), \quad \dot{y}=f_{2}(x, y, u), \tag{1}
\end{equation*}
$$

the dot denotes, as usual, derivative with respect to time.

For example, a controllable mechanical system with one degree of freedom is described by similar differential equations. In this case, $x$ is positional coordinate and

$$
\begin{equation*}
f_{1}(x, y, u)=y \tag{2}
\end{equation*}
$$

is the velocity of the object (linear or angular), function $f_{2}(x, y, u)$ is the generalized force divided by the object's mass or moment of inertia.

Let for each piecewise continuous vector function $u(t)$, system (1) with initial conditions from some region of the phase plane $(x, y)$ has a unique solution $x(t)$, $y(t)$. We assume that the control parameter $u$ belongs to a given set $U(x, y)$ depending on the state coordinates $x$ and $y$. In other words, a vector piecewise con-
tinuous function $u(t)$ is assumed to be an admissible control, if

$$
\begin{equation*}
u(t) \in U(x(t), y(t)) \tag{3}
\end{equation*}
$$

Here $x(t), y(t)$ is the solution of Equations (1) with $u=u(t)$. If set $U(x, y)$ depends on state coordinates $x, y$, then condition (3) can be checked for a given piecewise continuous control function $u(t)$, in general, only by finding the solution of the system (1) with this control.

Assume in what follows that function $f_{1}(x, y, u)$ does not vanish. To be definite, let

$$
\begin{equation*}
f_{1}(x, y, u)>0 . \tag{4}
\end{equation*}
$$

Under condition (4), the coordinate $x$ can only increase with time. If (1) is a mathematical model of a mechanical system with one degree of freedom, then equality (2) takes place and inequality (4) holds in upper half of the phase plane $(x, y)$.

We rewrite system (1) in the form of a first-order equation

$$
\begin{equation*}
\frac{d y}{d x}=\frac{f_{2}(x, y, u)}{f_{1}(x, y, u)}=f(x, y, u) . \tag{5}
\end{equation*}
$$

Let

$$
\begin{equation*}
x(0)=x_{0}, y(0)=y_{0} \tag{6}
\end{equation*}
$$

be initial conditions for system (1) or Equation (5). To be definite, assume that $y_{0}>0$.

We do not formulate here in the first Section all conditions on the system (1), on the set $U(x, y)$ (see relation (3)). It is difficult to specify in advance all these conditions. We formulate new assumptions during the problem consideration as need arises.

## 2. Sets of Reachability

Assume that, in the phase plane $(x, y)$, every trajectory $y(x)$ that starts from point (6) and corresponds to an admissible control function $u(t)$, intersects the axis $Y=0$ at some finite time $t$ and for some finite coordinate $x$. Note that time $t$ and coordinate $x$ have their own values for each admissible control function $u(t)$. Consider the set of all possible admissible control functions $u(t)$ and the set of corresponding trajectories $y(x)$, obtained under these controls. More precisely, consider only the portions of these trajectories that start from point (6) and terminate on the axis of abscissas $Y=0$. The collection of these curves covers a set of points that form a reachable set [3] or so-called integral funnel [4,5]. This set of reachability $D$ is schematically shown in Figure 1.

## 3. Boundaries of Reachable Set

Let us consider control that maximizes derivative $\frac{d y}{d x}$ over variable $u$ at the point $(x, y)$. This control maximizes the function $f(x, y, u)$ over argument $u$ on the right-hand side of Equation (5) and it has the form

$$
\begin{equation*}
u=u_{\max }(x, y)=\arg \left[\max _{u \in U(x, y)} f(x, y, u)\right] . \tag{7}
\end{equation*}
$$



Figure 1. Reachabe set $\boldsymbol{D}$.

We assume here function $f(x, y, u)$ and set $U(x, y)$ such that the maximum in (7) exists and is unique in each point of the phase plane in some domain including the reachable set $D$. We assume also that the solution to system (1) with initial conditions (6) under control (7) yields a piecewise continuous function $u(t)$, i.e., an admissible control function. Let $y=y_{\max }(x)$ be the solution to the equation

$$
\begin{equation*}
\frac{d y}{d x}=f\left[x, y, u_{\max }(x, y)\right] \tag{8}
\end{equation*}
$$

with initial conditions (6). Denote by $\Gamma_{\text {max }}$ the part of the trajectory $y=y_{\text {max }}(x)$ for $x_{0} \leq x \leq x_{\text {max }}$, where $x_{\text {max }}$ is the first value of argument $x$, at which function $y=y_{\text {max }}(x)$ vanishes $\left(y_{\max }(x)=0\right)$. Now we will show that the curve $\Gamma_{\max }$ is the upper boundary of reachable set $D$ (see Figure 1).

Given any control function $u^{*}(x, y) \neq u_{\text {max }}(x, y)$, assume that the trajectory of Equation (5) starting from some point $(x, y) \in \Gamma_{\text {max }}$, lies above by curve $\Gamma_{\max }$. Then, at this point, we have the inequality

$$
\begin{equation*}
f\left[x, y, u^{*}(x, y)\right] \geq f\left[x, y, u_{\max }(x, y)\right] \tag{9}
\end{equation*}
$$

or the solution $y=y_{\text {max }}(x)$ of Equation (8) is not unique. However, inequality (9) contradicts condition (7), while the solution $y=y_{\text {max }}(x)$ of Equation (8) starting at point (6) is unique by assumption.

Now consider control function that minimizes derivative $\frac{d y}{d x}$ over parameter $u$ at the point $(x, y)$, i.e., minimizes the function $f(x, y, u)$ over argument $u$ on the right-hand side of Equation (5):

$$
\begin{equation*}
u=u_{\min }(x, y)=\arg \left[\min _{u \in U(x, y)} f(x, y, u)\right] \tag{10}
\end{equation*}
$$

We assume here function $f(x, y, u)$ and set $U(x, y)$ such that the minimum in (10) exists and is unique in the phase plane in some domain including the reachable set $D$. Let the solution to system (1) with initial conditions (6) under control (10) yields a piecewise continuous function $u(t)$, i.e., an admissible control function.

Let $y=y_{\text {min }}(x)$ be the solution to the equation

$$
\begin{equation*}
\frac{d y}{d x}=f\left[x, y, u_{\min }(x, y)\right] \tag{11}
\end{equation*}
$$

with initial conditions (6). Denote by $\Gamma_{\text {min }}$ the part of the trajectory $y=y_{\text {min }}(x)$ for $x_{0} \leq x \leq x_{\text {min }}$, where $x_{\text {min }}$ is the first value of argument $x$, at which function $y=y_{\text {min }}(x)$ vanishes $\left(y_{\min }(x)=0\right)$.

Applying the considerations similar to that used for the curve $\Gamma_{\text {max }}$, we can prove that curve $\Gamma_{\text {min }}$ is the lower boundary of reachable set $D$.

## 4. Statement of the Problem and its Solution

The problem is to find an admissible control, under which the coordinate $x$ reaches its maximum when the coordinate $y$ vanishes at first time (from the beginning of the motion). This maximization problem can be symbolically written as

$$
\begin{equation*}
\max _{u \in U(x, y)}[x] \text { at } y=0 . \tag{12}
\end{equation*}
$$

It should be accented that coordinate $x$ has to be maximized not at a prescribed time but at the time when coordinate $y$ vanishes. When Equations (1) describe the motion of a mechanical system with one degree of freedom and equality (2) holds, the condition $y=0$ means that the velocity of motion vanishes. In this case, the goal is to maximize the deviation of the $x$-coordinate from the initial position by the time when the velocity of motion vanishes.

Along with the formulated above problem, we also consider problem to find an admissible control, under which the coordinate $x$ reaches its minimum when the coordinate $y$ vanishes at first time (from the beginning of the motion):

$$
\begin{equation*}
\min _{u \in U(x, y)}[x] \text { at } y=0 \text {. } \tag{13}
\end{equation*}
$$

A maximization problem of type (12) was considered, for example, in paper [6] and in other works of the same authors. In these works, the conditions for the absolute stability of bilinear systems were found, by constructing a control that maximally "swings" the system.

The analysis performed in Section 3 implies that in the reachable set $D$, there is no a trajectory with so large $x$-coordinate as $x_{\max }$ (see Figure 1). Consequently the maximum value of $x$-coordinate is equal to $x_{\max }$ and the control $u=u_{\text {max }}(x, y)$ (see formula (7)) solves problem (12).

The control $u=u_{\text {min }}(x, y)$ (see formula (10)) solves problem (13), and the minimal value of $x$-coordinate is equal to $x_{\min }$ (see Figure 1).

## 5. More General Case

More general problems than those discussed above are the maximization or minimization of the coordinate $x$ at the time when coordinate $y$ first takes a prescribed in advance value $\bar{y}$, which may be nonzero. If $\bar{y}<y_{0}$, then, as before, the control $u=u_{\text {max }}(x, y)$ (see formula (7)) is optimal for the maximization problem, while the control $u=u_{\text {min }}(x, y)$ (see formula (10)) is optimal for the minimization problem. If $\bar{y}>y_{0}$ (see Figure 2), then the maximum of the coordinate $x$ is reached under


Figure 2. Reachabe set $\boldsymbol{D}$.
the control $u=u_{\text {min }}(x, y)$, while the minimum of the coordinate $x$ is reached under the control $u=u_{\text {max }}(x, y)$. This is explained by the fact that, for $\bar{y}>y_{0}$, the upper boundary $\Gamma_{\max }$ of the reachable set $D$ intersects the line $y=\bar{y}$ at a smaller value of coordinate $x$, than the lower boundary $\Gamma_{\text {min }}$.

Formulas (7) or (10) can be considered for the formulated above problems as a local maximum or minimum principle.

In the next section, the obtained above results are illustrated by constructing an optimal control of the motion of the swing.

## 6. Maximization and Minimization of the Swing Amplitude

As a model of a swing with a human on it, we consider a physical pendulum of mass $\mu$ with a point particle of mass $M$ moving along it (see Figure 3).

In Figure 3, $x$ is the deflection angle of the pendulum from the vertical line (we consider that $-\pi<x<\pi$ ), $u$ denote the distance $O M$ between points $M$ and $O$ ( $u=O M$ ). Assume that distance $u$ is a control parameter. Unlike the general case, here this control parameter $u$ is a scalar. The distance $u$ can vary within bounded limits:

$$
\begin{equation*}
u_{0} \leq u \leq u_{1}\left(u_{0}, u_{1}=\text { const, } u_{0}<u_{1}\right) \tag{14}
\end{equation*}
$$

Let $J$ denote the moment of inertia of the pendulum (without point participle $M$ ) relative to the point of suspension $O, \rho$ denote the distance from the suspension joint $O$ to the pendulum's center of mass $C(\rho=O C), g$ is the gravity acceleration.

According to the principle of moment of angular momentum relative to joint $O$, the nonlinear equation of motion of the swing has the form [7]:

$$
\begin{equation*}
\frac{d}{d t}\left[\left(J+M u^{2}\right) \frac{d x}{d t}\right]=-(M u+\mu \rho) g \sin x-c \frac{d x}{d t} \tag{15}
\end{equation*}
$$

Here $\left(J+M u^{2}\right) \dot{x}$ is the angular momentum of the


Figure 3. The scheme of the swing.
system relative to suspension point $O, c$ is the coefficient of viscous resistance (for example, viscous friction in the suspension joint $O$ ).

Let $y$ denote the angular momentum $\left(J+M u^{2}\right) \dot{x}$. Then the second-order Equation (15) can be rewritten as a system of two first-order equations of form (1):

$$
\begin{align*}
& \dot{x}=\frac{y}{J+M u^{2}},  \tag{16}\\
& \dot{y}=-(M u+\mu \rho) g \sin x-\frac{c y}{J+M u^{2}} .
\end{align*}
$$

Let the initial state of system (16) be specified as

$$
\begin{equation*}
x(0)<0, y(0)=0 \tag{17}
\end{equation*}
$$

The problem is to find a law of variation of the distance $u$ subject to inequalities (14) at which the deflection of the angle $x$ is maximal at the instant $\theta$ when angular momentum $y$ (and, hence, the velocity $\dot{x}$ ) vanishes $(y(\theta)=0, \dot{x}(\theta)=0)$ first from the start of the motion. In other words, the goal is to maximize the deviation of the swing from the vertical line (amplitude of the swing) at the end of the first half-period of its oscillations. We consider initial value $x(0)$ of angle $x$ sufficiently close to zero and assume that for this angle $x(0)$ and each admissible control $u(t)$ the corresponding instant $\theta$ exists when $y(\theta)=0$.

It follows from second Equation (16) that $y>0$ (i.e., $\dot{x}>0$ ), if $0<t<\theta$. Then on the time interval $0<t<\theta$, system (16) can be rewritten in a form similar to (5), namely

$$
\begin{equation*}
\frac{d y}{d x}=-c-\frac{(M u+\mu \rho)\left(J+M u^{2}\right) g \sin x}{y} . \tag{18}
\end{equation*}
$$

According to the above results, maximizing the right-hand side of Equation (18) over argument $u$ on interval (14) yields an optimal control law for the swing on a half-period of oscillations for which $y>0$

$$
u= \begin{cases}u_{1}, & \text { if } \quad x<0 \\ u_{0}, & \text { if } x>0\end{cases}
$$

This control law means that distance $u=O M$ is maximal as possible when $x<0$ and minimal as possible when $x>0$.

The next (second) half-period of oscillations, for which $y<0$ (i.e., $\dot{x}<0$ ), can be considered by analogy with the first half-period. As a result, we conclude that the optimal control of the swing on each half-period is described by the relations

$$
u= \begin{cases}u_{1}, & \text { if } \quad x \dot{x}<0  \tag{19}\\ u_{0}, & \text { if } x \dot{x}>0\end{cases}
$$

Figure 4 shows in the phase plane $(x, \dot{x})$ the synthesis picture of optimal rocking control $u(x, \dot{x})$ (19). Under control (19), the point particle $M$ instantaneously moves up to the stop when the swing goes through the lower position and moves down to the stop when the swing maximally deviates from the vertical, i.e., when its angular velocity $\dot{x}$ vanishes. Thus, the problem of optimal rocking of the swing is solved.

The control given by formula (19) was considered in the book [8] but without any discussion of its optimality.

Now let us consider the problem of optimal damping of the swing at the end of each half-period of its oscillations. To design the optimal damping control we have to solve the problem (13) for the right-hand side of Equation (18). After solving this problem we conclude that the deviation of the swing from the vertical at the end of each oscillation half-period is minimal under the control:

$$
u= \begin{cases}u_{1}, & \text { if } x \dot{x}>0  \tag{20}\\ u_{0}, & \text { if } x \dot{x}<0 .\end{cases}
$$

In Figure 5, the synthesis picture of optimal damping


Figure 4. Design of the optimal rocking feedback control.


Figure 5. Design of the optimal damping feedback control.
control $u(x, \dot{x})(20)$ is shown in the phase plane $(x, \dot{x})$. Under control (20), the point particle $M$ instantaneously moves down to the stop when the swing goes through the lower position and moves up to the stop when the swing maximally deviates from the vertical, i.e., when its angular velocity $\dot{x}$ vanishes.

So, the feedback control law (20) for the optimal damping of the swing is contrary to the feedback control law (19) for the optimal rocking of the swing.

## 7. Simulation of the Optimal Swing Motion

Consider Equations (16) with the following numerical parameters:

$$
\begin{align*}
& \mu=5 \mathrm{~kg}, \mathrm{~J}=26.67 \mathrm{~kg} \cdot \mathrm{~m}^{2}, M=70 \mathrm{~kg}, u_{0}=3 \mathrm{~m}  \tag{21}\\
& u_{1}=3.75 \mathrm{~m}, \rho=2 \mathrm{~m}, c=2 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s}
\end{align*}
$$

Here we assume that pendulum is a homogeneous beam of the length $2 \rho=4 m$, and consequently

$$
J=\frac{1}{3} \mu(2 \rho)^{2}=\frac{4}{3} \mu \rho^{2} .
$$

In Figure 6, the graphs of angle $x$, of angular velocity $\dot{x}$, of control $u$ as functions of time are shown. These functions are obtained solving equations of motion (16) under optimal rocking feedback control (19) with parameters (21) and initial conditions $x(0)=-0.1, y(0)=0$.

Figure 6 shows that under control $u(x, \dot{x})$ (19) the amplitude of the swing increases. The relay control function $u(t)$ instantaneously switches from value $u_{1}$ to value $u_{0}$ when angle $x$ becomes zero and switches from value $u_{0}$ back to value $u_{1}$ when the velocity $\dot{x}$ becomes zero. Between the shift points, control parameter $u=$ const .

Figure 7 shows the phase portrait of the rocking motion in the plane $(x, \dot{x})$.

In Figures 6 and 7, we observe the jumps of angular velocity $\dot{x}$ at the instants when control $u(t)$ switches from value $u_{1}$ to value $u_{0}$. At these instants, the moment of inertia $J+M u^{2}$ of the swing together with the point particle $M$ (with a human) decreases and the angular velocity $\dot{x}$ increases due to the conservation of the angular momentum $y=\left(J+M u^{2}\right) \dot{x}$, which is not zero at these times.

In Figure 8, the graphs of angle $x$, of angular velocity $\dot{x}$, of control $u$ as functions of time are shown. These functions are obtained solving equations of motion (16) under optimal damping feedback control (20) with parameters (21) and initial conditions $x(0)=-\pi / 2 \approx-1.57$, $y(0)=0$.
Figure 8 shows that under control $u(x, \dot{x})$ (19) the amplitude of the swing decreases. The relay control function $u(t)$ instantaneously switches from value $u_{1}$ to


Figure 6. Graphs of angle $x(t)$, angular velocity $\dot{x}(t)$ and function $u(t)$ for rocking feedback control.


Figure 7. Phase portrait in the plane ( $x, \dot{x}$ ) for rocking feedback control.


Figure 8. Graphs of angle $x(t)$, angular velocity $\dot{x}(t)$ and function $u(t)$ for damping feedback control.


Figure 9. Phase portrait in the plane ( $x, \dot{x}$ ) for damping feedback control.
value $u_{0}$ when the velocity $\dot{x}$ becomes zero, and switches in the opposite direction when angle $x$ becomes zero. Between the shift points, the distance $u$ remains constant.

Figure 9 shows the phase portrait of the damping motion in the plane $(x, \dot{x})$.

In Figures 8 and 9, we observe the jumps of angular velocity $\dot{x}$ at the times when control $u(t)$ switches from value $u_{0}$ to value $u_{1}$. At these times, the moment of inertia $J+M u^{2}$ of the swing together with the point particle $M$ (with a human) increases instantaneously and the angular velocity $\dot{x}$ decreases also instantaneously due to the conservation of the angular momentum $y=\left(J+M u^{2}\right) \dot{x}$, which is not zero.
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#### Abstract

The Gardner equation with a variable-coefficient from fluid dynamics and plasma physics is investigated. Different kinds of solutions including breather-type soliton and two soliton solutions are obtained using bilinear method and extended homoclinic test approach. The proposed method can also be applied to solve other types of higher dimensional integrable and non-integrable systems.
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## 1. Introduction

In nonlinear science, many important phenomena in various fields can be describe by the nonlinear evolution equations. Seeking exact solutions of nonlinear partial differential equations is of great significance as it appears that these (NLPDEs) are mathematical models of complex physics phenomena arising in physics, mechanics, biology, chemistry and engineers. In order to help engineers and physicists to better understand the mechanism that governs these physical models or to better provide knowledge to the physical problem and possible applications, a vast variety of the powerful and direct methods have been derived. Various powerful methods for obtaining explicit travelling solitary wave solutions to nonlinear equations have proposed such as [1-8].
One of the most exciting advances of nonlinear science and theoretical physics has been a development of methods to look for exact solutions for nonlinear partial differential equations. A search of directly seeking for exactly solutions of nonlinear equations has been more interest in recent years because of the availability of symbloic computation Mathematica or Maple. These computer systems allow us to perform some complicated and tedious algebraic and differential calculations on a computer.

Much attention has been paid to the variable coeffi-
cients nonlinear equation which can describe many nonlinear phenomena more realistically than their constant coefficient ones [9]. The Gardner equation, or extended KdV equation can describe various interesting physics phenomens, such as the internal waves in a stratified Ocean [10], the long wave propagation in an inhomogeneous two-layer shallow liquid [11] and ion acoustic waves in plasma with negative ion [12], we consider a generalized variable-coefficient Gardner equation [13]

$$
\begin{equation*}
\phi_{t}+f(t) \phi_{x x x}+g(t) \phi \phi_{x}+h(t) \phi^{2} \phi_{x}+r(t) \phi_{x}+\tau(t) \phi=0 \tag{1}
\end{equation*}
$$

where $\phi(x, t)$ is a function of $x$ and $t$. The coefficients $f(t), g(t), h(t), r(t)$ and $\tau(t)$ are differential functions of $t$. Equaion (1) is not completely integrable in the sense of the inverse scattering scheme it contains some important special cases:

In case of $h(t)=0, r(t)=0$ and $\tau(t)=0$, Equation (1) reduces to

$$
\begin{equation*}
\phi_{t}+f(t) \phi_{x x x}+g(t) \phi \phi_{x}=0 \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
f(t)=g(t)\left[a+b \int f(t) d t\right] \tag{3}
\end{equation*}
$$

Equation (2) possesses the Painleve property [14,15]. The Bäcklund transformation, Lax pair, similarity reduction and special analytic solution of Equation (2) have been obtained [16-20].

For $g(t)=-6 a(t), h(t)=-6 r$ and $r(t)=\tau(t)=0$,

Equation (1) reduces to

$$
\begin{equation*}
\phi_{t}-6 a(t) \phi \phi_{x}-6 r \phi^{2} \phi_{x}+f(t) \phi_{x x x}=0, \tag{4}
\end{equation*}
$$

which describe strong and weak interactions of different mode internal solitary waves, etc. When $f(t)=r$, $g(t)=6 \alpha, h(t)=6 \beta, r(t)=\tau(t)=0$, Equation (1) becomes the constant-coefficient Gardner equation

$$
\begin{equation*}
\phi_{t}+6 \alpha \phi \phi_{x}+6 \beta \phi^{2} \phi_{x}+r \phi_{x x x}=0 \tag{5}
\end{equation*}
$$

where $r, \beta$ and $\alpha$ are constants. It is widely applied to physics and quantum fields, such as solid state physics, plasma physics, fluid dynamics and quantum field theory.
When $g(t)=6, f(t)=1, h(t)=r(t)=0$, Equation (1) reduces to constant coefficient KdV equation

$$
\begin{equation*}
\phi_{t}+6 \phi \phi_{x}+\phi_{x x x}+\tau(t) \phi=0, \tag{6}
\end{equation*}
$$

which possesses the Painleve property. If $\tau(t)=0$ or $\tau(t)=\frac{1}{2\left(t-t_{0}\right)}$, it corresponds to the well known cylindrical KdV equation.

The structure of this paper is organized as follows; In Section 2, with symbolic computation, the bilinear form of Equation (1) are obtained. In order to illustrate the proposed method, we consider for a variable-coefficient Gardner equation from fluid dynamics and plasma physics and new periodic wave solutions are obtained which included periodic two solitary solution, doubly periodic solitary solution. Finally, conclusion and discussion are given in Section 3.

## 2. Bilinear Form of the Gardner Equation with Variable Coefficients

Making use the dependent variable transformation as

$$
\begin{equation*}
\phi(x, t)=k(t) \frac{\partial}{\partial x} w(x, t) \tag{7}
\end{equation*}
$$

into Equation (1) and integrating once with respect to $x$, admits to [13]

$$
\begin{align*}
& k^{\prime}(t) w+k(t) w_{t}+f(t) k(t) w_{x x x}+\frac{1}{2} g(t) k^{2}(t) w_{x}^{2}  \tag{8}\\
& +\frac{1}{3} h(t) k^{3}(t) w_{x}^{3}+r(t) k(t) w_{x}+\tau(t) k(t) w=0
\end{align*}
$$

with the integration constant to zero. Then introducing the transformation

$$
\begin{equation*}
w(x, t)=\arctan \left[\frac{v(x, t)}{u(x, t)}\right], \tag{9}
\end{equation*}
$$

where $u(x, t)$ and $v(x, t)$ are differential functions of $x$ and $t$ into (8) yields [13]

$$
\begin{align*}
& {\left[k^{\prime}(t)+\tau(t) k(t)\right] \arctan \left[\frac{v(x, t)}{u(x, t)}\right]+k(t) \frac{D_{t} v \cdot u}{v^{2}+u^{2}}} \\
& +f(t) k(t)\left[\frac{D_{x}^{3} v \cdot u}{v^{2}+u^{2}}-3 \frac{D_{x} v \cdot u\left[D_{x}^{2}(u \cdot u+v \cdot v)\right]}{\left(v^{2}+u^{2}\right)^{2}}\right. \\
& \left.-8\left(\frac{D_{x} v \cdot u}{v^{2}+u^{2}}\right)^{3}\right]+\frac{1}{2} g(t) k^{2}(t)\left(\frac{D_{x} v \cdot u}{v^{2}+u^{2}}\right)^{2}  \tag{10}\\
& +\frac{1}{3} h(t) k^{3}(t)\left(\frac{D_{x} v \cdot u}{v^{2}+u^{2}}\right)^{3}+r(t) k(t)\left(\frac{D_{x} v \cdot u}{v^{2}+u^{2}}\right)=0,
\end{align*}
$$

where the prime denotes the derivative with respect to $t$, and $D_{t}, D_{x}, D_{x}^{2}$ and $D_{x}^{3}$ are the bilinear derivative operators [7] defined as

$$
\begin{align*}
& D_{x}^{m} D_{t}^{n} f(x, t) \cdot g(x, t) \\
& =\left(\frac{\partial}{\partial x}-\frac{\partial}{\partial x^{\prime}}\right)^{m}\left(\frac{\partial}{\partial t}-\frac{\partial}{\partial t^{\prime}}\right)^{n}\left[f(x, t) g\left(x^{\prime}, t^{\prime}\right)\right]_{x^{\prime}=x, t^{\prime}=t} \tag{11}
\end{align*}
$$

Decopling Equation (10), we obtain [13]

$$
\begin{gather*}
k^{\prime}(t)+\tau(t) k(t)=0,  \tag{12}\\
-8 f(t) k(t)+\frac{1}{3} h(t) k^{3}(t)=0,  \tag{13}\\
{\left[D_{t}+f(t) D_{x}^{3}+r(t) D_{x}\right] v \cdot u=0,}  \tag{14}\\
3 f(t) D_{x}^{2}(u \cdot u+v \cdot v]=\frac{1}{2} g(t) k(t) D_{x} v \cdot u, \tag{15}
\end{gather*}
$$

Via Equations (12) and (13), we have the following relations

$$
\begin{equation*}
k(t)=c_{0} e^{-\int \tau(t) d t}, f(t)=\frac{1}{24} h(t) k^{2}(t) \tag{16}
\end{equation*}
$$

where $c_{0}$ is a nonzero arbitrary constant. That is to say, through the dependent variable transformation

$$
\begin{equation*}
\phi(x, t)=c_{0} e^{-\int \tau(t) d t}\left[\arctan \frac{v(x, t)}{u(x, t)}\right]_{x} \tag{17}
\end{equation*}
$$

Equation (1) is transformed into its bilinear form, i.e., Equations (14) and (15) under constriant (16).To solve the reduced Equations (14) and (15) using the extended homoclinic test function [21-29], we suppose a solution of Equations (14) and (15) as follows

$$
\begin{equation*}
v(x, t)=e^{a_{1} x+b_{1} t}+p_{1} \cos \left[a_{2} x+b_{2} t\right]+q_{1} e^{-a_{1} x-b_{1} t} \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x, t)=e^{a_{1} x+b_{1} t}+p_{2} \cos \left[a_{2} x+b_{2} t\right]+q_{2} e^{-a_{1} x-b_{1} t} \tag{19}
\end{equation*}
$$

where $p_{i}, q_{i}, a_{i}, b_{i}(i=1,2)$ are parameters to be determined later.

Substituting Equations (18) and (19) into Equations (14) and (15), and equating all coefficients of $\left[e^{j\left(a_{1} x+b_{1} t\right)}\right.$
$\left.(j=-1,0,1), \quad \cos \left(a_{2} x+b_{2} t\right), \quad \sin \left(a_{2} x+b_{2} t\right)\right]$ to zero, we get the set of algebraic equation for $p_{i}, q_{i}, a_{i}, b_{i}$ $(i=1,2)$. Solve the set of algebraic equations with the aid of Maple, we have many solutions, in which the following solutions are

## Case (1):

$$
\begin{aligned}
& b_{2}=0, q_{2}=0, q_{1}=0, b_{1}=-f(t) a_{1}^{3}-r(t) a_{1}, \\
& r(t)=r(t), p_{2}=p_{2}, p_{1}=p_{1}, a_{2}=0, a_{1}=a_{1}, \\
& g(t)=\frac{12 f(t) a_{1}\left(p_{2}+p_{1}\right)}{k(t)\left(p_{1}-p_{2}\right)}
\end{aligned}
$$

Case (2):

$$
\begin{align*}
& b_{2}=b_{2}, q_{2}=q_{2}, q_{1}=q_{1}, b_{1}=-4 f(t) a_{1}^{3}-r(t) a_{1}, \\
& r(t)=r(t), p_{2}=0, p_{1}=0, a_{2}=a_{2}, a_{1}=a_{1},  \tag{21}\\
& g(t)=\frac{4 f(t) a_{1}\left(q_{2}+q_{1}\right)}{k(t)\left(q_{1}-q_{2}\right)}
\end{align*}
$$

## Case (3):

$$
\begin{align*}
& p_{2}=0, p_{1}=0, q_{2}=q_{2}, q_{1}=q_{1}, \\
& b_{2}=b_{2}, b_{1}=b_{1} a_{1}=a_{1}, a_{2}=0,  \tag{22}\\
& r(t)=-\frac{4 f(t) a_{1}^{3}+b_{1}}{a_{1}}, g(t)=-\frac{24 f(t) a_{1}\left(q_{2}+q_{1}\right)}{k(t)\left(q_{1}-q_{2}\right)}
\end{align*}
$$

## Case (4):

$g(t)=0, p_{1}=p_{1}, b_{2}=b_{2}, a_{1}=a_{1}, a_{2}=a_{2}, q_{2}=\frac{a_{2}^{2} p_{1}^{2}}{4 a_{1}^{2}}$,
$q_{1}=\frac{a_{2}^{2} p_{1}^{2}}{4 a_{1}^{2}}, \quad b_{1}=\frac{a_{1}\left(b_{2}+2 f(t) a_{2}^{3}+2 f(t) a_{2} a_{1}^{2}\right)}{a_{2}}$,
$r(t)=-\frac{b_{2}-f(t) a_{2}^{3}+3 f(t) a_{1}^{2} a_{2}}{a_{2}}, p_{2}=-p_{1}$

## Case (5):

$$
\begin{align*}
& b_{2}=a_{2}\left(4 f(t) a_{2}^{2}-r(t)\right), a_{2}=a_{2}, p_{1}=p_{1}, p_{2}=p_{2}, \\
& r(t)=r(t), b_{1}=i a_{2}\left(4 f(t) a_{2}^{2}-r(t)\right), a_{1}=i a_{2}, \\
& g(t)=\frac{24 i f(t) a_{2}\left(p_{2}+p_{1}\right)}{k(t)\left(p_{1}-p_{2}\right)}, \\
& q_{1}=\frac{1}{8} p_{1}^{2}+\frac{1}{4} p_{1} p_{2}-\frac{1}{8} p_{2}^{2}, q_{2}=-\frac{1}{8} p_{1}^{2}+\frac{1}{4} p_{1} p_{2}+\frac{1}{8} p_{2}^{2} \tag{24}
\end{align*}
$$

Using Equation (20), Equations (18) and (19) can be written as

$$
\begin{equation*}
v(x, t)=e^{a_{1} x+\left[-f(t) a_{1}^{3}-r(t) a_{1}\right] t}+p_{1} \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x, t)=e^{a_{1} x+\left[-f(t) a_{1}^{3}-r(t) a_{1}\right] t}+p_{2} . \tag{26}
\end{equation*}
$$

Inserting Equations (25) and (26) into Equation (17), admits to the new solitary wave solution of Equation (1) as

$$
\begin{equation*}
\phi(x, t)=c_{0} e^{-\int \tau(t) d t}\left[\arctan \frac{v(x, t)}{u(x, t)}\right]_{x} \tag{27}
\end{equation*}
$$

With the aid of Equation (21), Equations (18) and (19) yields

$$
\begin{equation*}
v(x, t)=e^{a_{1} x+\left[-4 f(t) a_{1}^{3}-r(t) a_{1}\right] t}+q_{1} e^{-a_{1} x-\left[-4 f(t) a_{1}^{3}-r(t) a_{1}\right] t} \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x, t)=e^{a_{1} x+\left[-4 f(t) a_{1}^{3}-r(t) a_{1}\right] t}+q_{2} e^{-a_{1} x-\left[-4 f(t) a_{1}^{3}-r(t) a_{1}\right] t} \tag{29}
\end{equation*}
$$

Knowing Equations (28) and (29) with Equation (17), we have the solitary wave solution of Equation (1) as

$$
\begin{equation*}
\phi(x, t)=c_{0} e^{-\int \tau(t) d t}\left[\arctan \frac{v(x, t)}{u(x, t)}\right]_{x} \tag{30}
\end{equation*}
$$

In view of case (3), Equations (18) and (19) reads

$$
\begin{equation*}
v(x, t)=e^{a_{1} x+b_{1} t}++q_{1} e^{-a_{1} x-b_{1} t} \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x, t)=e^{a_{1} x+b_{1} t}+q_{2} e^{-a_{1} x-b_{1} t} \tag{32}
\end{equation*}
$$

Inserting Equations (31) and (32) into Equation (17), admits to the new solitary wave solution of Equation (1) as

$$
\begin{equation*}
\phi(x, t)=c_{0} e^{-\int \tau(t) d t}\left[\arctan \frac{v(x, t)}{u(x, t)}\right]_{x} \tag{33}
\end{equation*}
$$

Via Equation (23) with Equations (18) and (19), we have

$$
\begin{align*}
v(x, t)= & e^{a_{1} x+\left[\frac{a_{1}\left(b_{2}+2 f(t) a_{2}^{3}+2 f(t) a_{2} a_{1}^{2}\right)}{a_{2}}\right] t}+\left[\frac{a_{2}^{2} p_{1}^{2}}{4 a_{1}^{2}}\right] \cos \left[a_{2} x+b_{2} t\right] \\
& +\left[\frac{a_{2}^{2} p_{1}^{2}}{4 a_{1}^{2}}\right] e^{-a_{1} x-\left[\frac{a_{1}\left(b_{2}+2 f(t) a_{2}^{3}+2 f(t) a_{2} a_{1}^{2}\right)}{a_{2}}\right] t}, \tag{34}
\end{align*}
$$

and

$$
\left.\begin{array}{rl}
u(x, t)= & e^{a_{1} x+\left[\frac{a_{1}\left(b_{2}+2 f(t) a_{2}^{3}+2 f(t) a_{2} a_{1}^{2}\right)}{a_{2}}\right]} t
\end{array}+\left[\frac{a_{2}^{2} p_{1}^{2}}{4 a_{1}^{2}}\right] \cos \left[a_{2} x+b_{2} t\right]\right] .
$$

Using Equations (34) and (35), admits to the new solitary wave solution of Equation (1) as

$$
\begin{equation*}
\phi(x, t)=c_{0} e^{-\int \tau(t) d t}\left[\arctan \frac{v(x, t)}{u(x, t)}\right]_{x} \tag{36}
\end{equation*}
$$

According to case (5), Equations (18) and (19) becomes

$$
\begin{align*}
v(x, t)= & e^{i a_{2} x+\left[i a_{2}\left(4 f(t) a_{2}^{2}-r(t)\right)\right] t}+p_{1} \cos \left[a_{2} x\right. \\
& \left.+\left[a_{2}\left(4 f(t) a_{2}^{2}-r(t)\right)\right] t\right]+q_{1} e^{-i a_{2} x-\left[i a_{2}\left(4 f(t) a_{2}^{2}-r(t)\right)\right] t}, \tag{37}
\end{align*}
$$

and

$$
\begin{align*}
u(x, t)= & e^{i a_{2} x+\left[i a_{2}\left(4 f(t) a_{2}^{2}-r(t)\right)\right] t}+p_{2} \cos \left[a_{2} x\right. \\
& \left.+\left[a_{2}\left(4 f(t) a_{2}^{2}-r(t)\right)\right] t\right]+q_{2} e^{-i a_{2} x-\left[i a_{2}\left(4 f(t) a_{2}^{2}-r(t)\right)\right] t} . \tag{38}
\end{align*}
$$

By means of Equations (36) and (37) with Equation (17) we have a new solitary wave solutions as

$$
\begin{equation*}
\phi(x, t)=c_{0} e^{-\int \tau(t) d t}\left[\arctan \frac{v(x, t)}{u(x, t)}\right]_{x} \tag{39}
\end{equation*}
$$

## 3. Conclusions

In this paper, with the aid of two methods, namely, bilinear form and the extended homoclinic test approach, we obtain breather-type soliton and two soliton solutions for the Gardner equation with a variable-coefficient from fluid dynamics and plasma physics. The results reported here show that the extended homoclinic test approach is very effective in finding exact solitary wave solutions for nonlinear evolution equations with variable coefficients.

Finally, it is worthwhile to mention that, the proposed method is reliable and effective can also be applied to solve other types of higher dimensional integrable and non-integrable systems.
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#### Abstract

Mersenne primes are a special kind of primes, which are always an important content in number theory. The study of Mersenne primes becomes one of hot topics of the nowadays science. It has not settled that whether there exist infinite Mersenne primes. And several of conjectures on the distribution of it provided by scholars. Starting from the Mersenne primes known about, in this paper we study the distribution of Mersenne primes and argued against some suppositions by data analyzing.
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## 1. Introduction

In 300 B.C , Euclid, famed ancient Greek mathematician proved that there are infinitude prime numbers by contradiction, and raised that a small amount of prime numbers could be expressed in the formulation of $2^{p}-1$ ( $p$ is a prime number). After that, many famous mathematicians including mathematical masters like Fermat, Descartes, Leibniz, Goldbach, Euler, Gauss all researched into the prime numbers of this kinds of special formulation. But M. Mersenne, the French mathematician in 17th century and founder of Institute of France, was the first one to research into the prime number of $2^{p}-1$ formulation deeply and systematically. These kinds of formulation like $2^{p}-1$ is named as "Mersenne number" and expressed as $M_{p}$ to commemorate him. If a Mersenne number is a prime number, then is named as "Mersenne prime". The Mersenne prime seems like very simple, but the calculation of it is very complex. As the increase of index $p$, the calculation increases more complex. It not only need advanced theory and practiced skills, but arduous calculation is needed to validate whether a Mersenne number is prime or not. People have only discovered 47 Mersenne primes in the past 2300 years [1].
It should be noted that we have only settled the sequence of first 39 primes, while the last 8 primes left. That is, there is no other prime number $p$ which makes $2^{p}-1$ to be a prime number in the range of $2 \leq p \leq 13$ 466 917. And we still cant assure that whether exists other prime number $p$ which makes $2^{p}-1$ to be prime
number in the range of $20996011 \leq p \leq 43112609$. Though we have not discovered other prime $p$ which makes $2^{p}-1$ to be a prime number by checked the range at least once, but twice could confirm the seating arrangement [2].

It is not known whether the set of Mersenne primes is infinite. But researching on the attribution of Mersenne Primes is very important for the seeking of new Mersenne primes and exploring whether exist infinitude Mersenne primes. From the known Mersenne primes, the distribution of these special kinds of prime number is either sparse or dense in the positive integer, so very anomalous. In the long-term exploring, mathematicians have advanced some kind of suppositions. For example, mathematicians like Shanks from England, Bertrand from France, Ramanujan from India, Gilles from America and Brillhart from Germany have all supposed the distribution of Mersenne primes. The common point of their supposition is that they all presented as asymptotic expression.

In 1992, Haizhong Zhou [3], famed Chinese mathematician and linguist advanced the precise formulation of the Mersenne prime distribution: If $2^{2^{n}}<p<2^{2^{n+1}}$ ( $n=$ $0,1,2,3, \ldots)$, then the amount of Mersenne primes is $2^{n+1}-1$. The accurate and beautiful expression is made by him. Zhou conjecture has not been proved or disproved, and becomes a well-known mathematical problem [4].

Some researchers have raised the suppositions for the distribution of Mersenne primes. In this article we would
argue against the deduction and raise different views by data analyzing for several suppositions.

## 2. Questions and View Points

### 2.1. Questions

In 1995, based on Zhou conjecture, Suwen Chen tried to make a further discussion on the distribution of Mersenne primes [5]. In the paper he defined that: Sequence $\boldsymbol{R}$ consists of primes $p^{k}$ which makes $2^{p}-1$ to be prime and numbers like $2^{2^{k}}(k=0,1,2, \ldots)$ in ascending, and the item No. $n$ marked $\boldsymbol{R}(n) ; \boldsymbol{P}$ is the sequence consists of primes $p$ which makes $2^{p}-1$ primes in ascending, while the item No. n marked $\boldsymbol{P}(n)$; $\boldsymbol{Q}$ is the sequence consists of numbers like $\boldsymbol{Q}(n)=2^{2^{n}} \quad(n=0,1,2,3, \ldots)$. By analyzing the first 35 items settled by $\boldsymbol{R}(n)$, conjectures proposed like this:
CONJECTURE 1

1) $\boldsymbol{R}\left(2^{n+1}\right)=\boldsymbol{Q}(n)=2^{2 n}$;
2) $n / 2-1<\log _{2} \boldsymbol{R}(n)<n / 2+1$;
3) $\lim _{n \rightarrow \infty} \frac{\log _{2} \boldsymbol{R}(n)}{n}=\frac{1}{2}$

Then, raise doubts on item 2). we shall list the related data as following for convenience.

Attention to this data:
WHEN $n=20$ and $\boldsymbol{R}(n)=2$ 203, GET $\log _{2} \boldsymbol{R}(n)=$ 11.10525, $\boldsymbol{n} / \mathbf{2}=10.00000, \boldsymbol{n} / \mathbf{2}+1=11.00000$;

WHEN $n=37$ and $\boldsymbol{R}(n)=756$ 839, GET $\log _{2} \boldsymbol{R}(n)=$ 19.52963, $\boldsymbol{n} / \mathbf{2}=18.50000, \boldsymbol{n} / \mathbf{2}+1=19.50000$;

WHEN $n=41, \boldsymbol{R}(n)=2976$ 221, GET $\log _{2} \boldsymbol{R}(n)=$ 21.50505, $\boldsymbol{n} / \mathbf{2}=20.50000, \boldsymbol{n} / \mathbf{2}+1=21.50000$;

WHEN $n=43, \boldsymbol{R}(n)=6972$ 593, GET $\log _{2} \boldsymbol{R}(n)=$ 22.73326, $\boldsymbol{n} / \mathbf{2}=21.50000, \boldsymbol{n} / \mathbf{2}+1=22.50000$;

WHEN $n=44, \boldsymbol{R}(n)=13466$ 917, GET $\log _{2} \boldsymbol{R}(n)=$ 23.68292, $\boldsymbol{n} / \mathbf{2}=22.00000, \boldsymbol{n} / \mathbf{2}+1=23.00000$

The location of Mersenne primes ignored for they have not been settled when $20996011 \leq p \leq 43112609$. The data listed above satisfied the formula $\log _{2} \boldsymbol{R}(n)>$ $\mathbf{n} / \mathbf{2}+1$, and item 2) in the conjecture follows the formula $\log _{2} \boldsymbol{R}(n)<\boldsymbol{n} / \mathbf{2}+1$ which contradicts the result $\log _{2} \boldsymbol{R}(n)>$ $\boldsymbol{n} / \mathbf{2}+1$, so it concludes that the formula $\log _{2} \boldsymbol{R}(n)<\boldsymbol{n} / \mathbf{2}+$ 1 in conjecture $\mathbf{n} / \mathbf{2}-1<\log _{2} \boldsymbol{R}(n)<\boldsymbol{n} / \mathbf{2}+1$ is wrong.

In Chen's paper, the author presupposed that $2^{\frac{n+3}{2}}<$ $\boldsymbol{P}(n)<2^{\frac{n+7}{2}}$, while $\boldsymbol{P}(31) \leq \boldsymbol{P}(n) \leq \boldsymbol{P}(58)$ according to conjecture $\boldsymbol{n} / \mathbf{2}-1<\log _{2} \boldsymbol{R}(n)<\boldsymbol{n} / \mathbf{2}+1$. According to Chen's deduction, a great difference occurred on some numbers. It will be subscribed by the location-settled Mersenne primes as following.

WHEN $\boldsymbol{R}(32)=756839,2^{19.5}<741456$, GET 756

839 < 741 456, impossible;
WHEN $\boldsymbol{R}(36)=2976221,2^{21.5}<2965821$, GET 2 $976221<2965$ 821, impossible;

WHEN $\boldsymbol{R}(38)=6972$ 593, $2^{22.5}<5931642$, GET 6 972593 < 5931 642, impossible;

### 2.2. Different Views

Scholars proposed many conjectures on how to confirm the quantity of Mersenne primes in certain range. In 1980, Lenstra and Pomerance [6] independently presupposed the quantity of Mersenne primes while less than $x$, which would be $\left(e^{\gamma} / \log 2\right) \log \log x$, as $\gamma=0.5772$ is the Euler's constant. Based on that, Wagstaff presupposed a conjecture in 1983, as following:
CONJECTURE 2 [7]

1) IF the quantity of Mersenne primes which less than $x$ is $\pi_{M}(x)$, Then

$$
\pi_{M}(x) \approx \frac{e^{\gamma}}{\ln 2} \log \log x=(2.5695 \cdots) \ln \ln x
$$

As $\gamma$ is the Euler's constant;
2) the expect value of Mersenne primes $M_{q}$ is about $e^{\gamma}=1.7806 \cdots$, while $x<q<2 x$;
3) the probability of $M_{q}$ is a prime number is about

$$
\frac{e^{\gamma}}{\ln 2} \cdot \frac{\ln a q}{\ln 2}=(2.5695 \cdots) \frac{\ln a q}{q},
$$

as $a=\left\{\begin{array}{ll}2 & q \equiv 3(\bmod 4) \\ 6 & q \equiv 1(\bmod 4)\end{array}\right.$.
This conjecture explains the probability of $M_{q}$ is a Mersenne prime in the precondition of $q$, and also pointed the quantity of Mersenne primes in certain range. It has been confirmed that there are 39 Mersenne primes when $p \leq 13466917$. However, the number

$$
\begin{aligned}
& \pi_{M}(x) \approx \frac{e^{\gamma}}{\ln 2} \log \log 13466917 \\
& =(2.5695 \cdots) \ln \ln 13466917 \approx 7.190360
\end{aligned}
$$

quite differs from the actual situation which could be thought that the conjecture 1) is not advisable. Based on conjecture 3), take $q=521$ and $q=257$ in Mersenne conjecture as an example, for $521 * 257 \mathrm{l}(\bmod 4)$, while $a=6$, then we get

$$
\begin{aligned}
& (2.5695 \cdots) \frac{\ln a q}{q}=(2.5695 \cdots) \frac{\ln (6 \cdot 521)}{521} \approx 0.039691 \\
& (2.5695 \cdots) \frac{\ln a q}{q}=(2.5695 \cdots) \frac{\ln (6 \cdot 257)}{257} \approx 0.073397
\end{aligned}
$$

It's well known that $M_{521}$ is a Mersenne prime, but $M_{257}$. It could meet a big mistake to some extent if we

Table 1. Relationship between $R(n)$ and $n$ [5].

| $n$ | $\boldsymbol{R}(\underline{n})$ | $P, Q$ | $\log _{2} R(n)$ | $n / 2$ | $n$ | $\boldsymbol{R}(\mathrm{n})$ | $P, Q$ | $\log _{2} R(n)$ | $n / 2$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | $\boldsymbol{P}(1)$ | 1.00000 | 0.50000 | 27 | 11213 | $\boldsymbol{P}(23)$ | 13.45288 | 13.50000 |
| 2 | 2 | $Q(0)$ | 1.00000 | 1.00000 | 28 | 19937 | $\boldsymbol{P}(24)$ | 14.28316 | 14.00000 |
| 3 | 3 | $\boldsymbol{P}(2)$ | 1.58496 | 1.50000 | 29 | 21701 | $\boldsymbol{P}(25)$ | 14.40547 | 14.50000 |
| 4 | 4 | $Q(1)$ | 2.00000 | 2.00000 | 30 | 23209 | $\boldsymbol{P}(26)$ | 14.50240 | 15.00000 |
| 5 | 5 | $\boldsymbol{P}(3)$ | 2.32193 | 2.50000 | 31 | 44497 | $\boldsymbol{P}(27)$ | 15.44142 | 15.50000 |
| 6 | 7 | $\boldsymbol{P}(4)$ | 2.80735 | 3.00000 | 32 | 65536 | Q(4) | 16.00000 | 16.00000 |
| 7 | 13 | $\boldsymbol{P}(5)$ | 3.70044 | 3.50000 | 33 | 86243 | $\boldsymbol{P}(28)$ | 16.39612 | 16.50000 |
| 8 | 16 | $Q(2)$ | 4.00000 | 4.00000 | 34 | 110503 | $\boldsymbol{P}(29)$ | 16.75373 | 17.00000 |
| 9 | 17 | $\boldsymbol{P}$ (6) | 4.08746 | 4.50000 | 35 | 132049 | $\boldsymbol{P}(30)$ | 17.01071 | 17.50000 |
| 10 | 19 | $\boldsymbol{P}(7)$ | 4.24793 | 5.00000 | 36 | 216091 | $\boldsymbol{P}$ (31) | 17.72128 | 18.00000 |
| 11 | 31 | $\boldsymbol{P}(8)$ | 4.95420 | 5.50000 | 37 | 756839 | $\boldsymbol{P}$ (32) | 19.52963 | 18.50000 |
| 12 | 61 | $\boldsymbol{P}(9)$ | 5.93074 | 6.00000 | 38 | 859433 | P(33) | 19.71303 | 19.00000 |
| 13 | 89 | $\boldsymbol{P}(10)$ | 6.47573 | 6.50000 | 39 | 1257787 | $\boldsymbol{P}$ (34) | 20.26246 | 19.50000 |
| 14 | 107 | $\boldsymbol{P}(11)$ | 6.74147 | 7.00000 | 40 | 1398269 | $\boldsymbol{P}$ (35) | 20.41521 | 20.00000 |
| 15 | 127 | $\boldsymbol{P}(12)$ | 6.89968 | 7.50000 | 41 | 2976221 | $\boldsymbol{P}(36)$ | 21.50505 | 20.50000 |
| 16 | 256 | $Q(3)$ | 8.00000 | 8.00000 | 42 | 3021377 | $\boldsymbol{P}(37)$ | 21.52677 | 21.00000 |
| 17 | 521 | $\boldsymbol{P}(13)$ | 9.02514 | 8.50000 | 43 | 6972593 | P(38) | 22.73326 | 21.50000 |
| 18 | 607 | $\boldsymbol{P}(14)$ | 9.24555 | 9.00000 | 44 | 13466917 | $\boldsymbol{P}$ (39) | 23.68292 | 22.00000 |
| 19 | 1279 | $\boldsymbol{P}(15)$ | 10.32080 | 9.50000 | 45 | 20996011 | $P(?)$ | 24.32361 | 22.50000 |
| 20 | 2203 | $\boldsymbol{P}(16)$ | 11.10525 | 10.00000 | 46 | 24036583 | $P(?)$ | 24.51873 | 23.00000 |
| 21 | 2281 | $\boldsymbol{P}(17)$ | 11.15545 | 10.50000 | 47 | 25964951 | $P(?)$ | 24.63006 | 23.50000 |
| 22 | 3217 | $\boldsymbol{P}(18)$ | 11.65150 | 11.00000 | 48 | 30402457 | $P(?)$ | 24.85768 | 24.00000 |
| 23 | 4253 | $\boldsymbol{P}(19)$ | 12.05427 | 11.50000 | 49 | 32582657 | $P(?)$ | 24.95760 | 24.50000 |
| 24 | 4423 | $\boldsymbol{P}(20)$ | 12.11081 | 12.00000 | 50 | 37156667 | $P(?)$ | 25.14712 | 25.00000 |
| 25 | 9689 | P(21) | 13.24213 | 12.50000 | 50 | 42643801 | $P(?)$ | 25.34583 | 25.50000 |
| 26 | 9941 | $\boldsymbol{P}$ (22) | 13.27918 | 13.00000 | 52 | 43112609 | $P(?)$ | 25.36161 | 26.00000 |

Note: The symbol ? means the location of those Mersenne primes haven't been settled.
judge from higher probability.

## 3. Conclusions

Starting from analyzing of the known Mersenne primes, different ideas proposed about the distributional conjectures of Mersenne primes, which would be beneficial to the studies on the quantity of Mersenne primes and the
distribution of its index prime $p$.

## 4. References

[1] Q. Chen and P. Zhang, "A Math Treasure: Mersenne Primes," Encyclopedic Knowledge, Vol. 32, No. 5, 2009, p. 22.
[2] K. H. Rosen, "Elementary Number Theory and it’s Ap-
plications," Published by arrangement with the original publisher, Pearson Education, Inc., publishing as Ad-dision-Wesley, 2005.
[3] H. Z. Zhou, "The Distribution of Mersenne Primes," Acta Scientiarum Naturalium Universitatis Sunyatseni, Vol. 31, No. 4, 1992, pp. 121-122.
[4] J. Z. Zhang, "Zhou Conjecture Reveals the Beauty of Mathematics," In: J. Z. Zhang, et al., Ed., 100 Cases of Scientific and Technological Achievements in Three Decades: 1978-2008, Children's Press, Wuhan: Hubei, 2008, pp. 8-9.
[5] S. W. Chen, "Conjecture on Distribution of Mersenne Primes," Huanghuai Journal, Vol. 11, No. 4, 1995, pp. 44-46.
[6] C. Pomerance, "Recent Developments in Primality Testing," Mathematical Intelligencer, Vol. 3, No. 3, 1980, pp. 97-105.
[7] S. Wagstaff, "Divisors of Mersenne Numbers," Mathematics and Computation, Vol. 40, No. 38, 1983, pp. 385 -397.

# Using Differential Evolution Method to Solve Crew Rostering Problem 

Budi Santosa, Andiek Sunarto, Arief Rahman<br>Indusrial Engineering, Institut Teknologi Sepuluh Nopember,Kampus ITS Sukolilo Surabaya, Indonesia<br>E-mail: budi_s@ie.its.ac.id<br>Received April 19, 2010; revised August 24, 2010; accepted August 27, 2010


#### Abstract

Airline crew rostering is the assignment problem of crew members to planned rotations/pairings for certain month. Airline companies have the monthly task of constructing personalized monthly schedules (roster) for crew members. This problem became more complex and difficult while the aspirations/criterias to assess the quality of roster grew and the constraints increased excessively. This paper proposed the differential evolution (DE) method to solve the airline rostering problem. Different from the common DE, this paper presented random swap as mutation operator. The DE algorithm is proven to be able to find the near optimal solution accurately for the optimization problem. Through numerical experiments with some real datasets, DE showed more competitive results than two other methods, column generation and MOSI (the one used by the Airline). DE produced good results for small and medium datasets, but it still showed reasonable results for large dataset. For large crew rostering problem, we proposed decomposition procedure to solve it in more efficient manner using DE.
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## 1. Introduction

Development of crews rostering plan which be able to produce the high utility of crews become the priority in human resources department in airline industry. It is estimated that the use of optimization software for airline could save more than US $\$ 20$ million per year [1]. Saving $1 \%$ in crew utilization can save cost largerly. Though airline crews scheduling became attention in many operation research literature such as [1-7] but airline crews scheduling remains to become the main attention for many researchers due to its level of complexity and difficulty to solve. Therefore, methods and approaches which are used to solve it are continuously developed to get better result both in optimality side and speed of computational time. Generally, solving airline crew scheduling is done by decomposition approach [8-10]), it devides problem into crew pairing and crew rostering. Crew pairing is done to get initial feasible solution, that is sequence of flight which begin and end at the same home base. Crew rostering assigns pairings which were arranged for the certain month to set of crews based on individual calender.

Decomposition approach is very effective to solve the
difficult and complex problem but this method loss the global treatment since crew pairing and crew rostering done separately. Some other researchers developed the integrated approach to overcome obstacle, such as Souai and Thegem [5], where crew pairing and rostering were done simultantly to get a better optimality level.

Many optimization methods have been developed to solve crew scheduling to increase roster quality and to improve computational time such as simulated annealing [11], genetic algorithm [5], tree search algorithm [12], hybrid genetic algorithm [13] and GASA hybrid algorithm [14].

This research focused on developing differential evolution algorithm applied on intelligent airline crew rostering system. This paper is organized as follows. The second section reviews differential evolution (DE). Section 3 describes the problem statement. In Section 4, we describe our methodology. Section 5 explaines the experimental setting and the results. Section 6 concludes the results.

## 2. Differential Evolution

Differential evolution is an evolutionary population-based
algorithm proposed by Storn and Price [15,16]. Since its initiation in 1995, DE has shown its performance as a very effective global optimizer. DE originated with Genetic Annealing (GA) Algorithm. Since GA was very slow and effective control parameters were hard to determine, the modification of the GA algorithm were made. DE uses a floating-point instead of bit-string encoding and arithmatic operations instead of logical ones. DE differs significantly from the evolutionary algorithms in the sense that distance and direction information from the current population is used to guide the search process. DE uses the differences between two randomly chosen vectors (individuals) as the base to form a third vector (individual), referred to as the target vector. Trial solutions are generated by adding weighted difference vectors to the target vector. This process is referred to as the mutation operator where the target vector is mutated. The next step is recombination or crossover which is applied to produce an offspring. This new individual is accepted only if it improves on the fitness of the parent individual. The basic DE algorithm is described in more detail below [16].

### 2.1. Initialization

In this step, a set of initial solutions are genereted randomly. A random number generator assigns each variable of each vector value from within specified range, lower bound, $\mathbf{b}_{L}$, and upper bound, $\mathbf{b}_{U}$. For example the initial value ( $g=0$ ) of the $j^{\text {th }}$ variable of $i^{\text {th }}$ vector is:

$$
\begin{equation*}
\mathbf{x}_{j, i, 0}=\operatorname{rand}_{j}(0,1) \cdot\left(\mathbf{b}_{j, U}-\mathbf{b}_{j, L}\right)+\mathbf{b}_{j, L} \tag{1}
\end{equation*}
$$

where, rand $_{j}(0,1)$, returns a uniformly distributed random number from within the range $[0,1]$.

### 2.2. Mutation

DE mutates and recombines the population to produce a population of N -trial vectors. In particular, differential mutation adds a scaled, randomly sampled, vector difrence of third vector. To combine three different ranmly chosen vectors to create the mutant vector, $\mathbf{v}_{i, g}$, the following equation is used:

$$
\begin{equation*}
\mathbf{v}_{i, g}=\mathbf{x}_{r 0, g}+\mathbf{F} \cdot\left(\mathbf{x}_{r 1, g}-\mathbf{x}_{r 2, g}\right) \tag{2}
\end{equation*}
$$

where the scale factor, $\mathbf{F} \in(0,1+)$ is a positive real number that control the rate at which the population evolve. The vector index, $r_{0}, r_{1}$, and $r_{2}$, can be chosen randomly and meet $r_{0} \neq r_{1} \neq r_{2} \neq i$.

### 2.3. Crossover

DE employs the uniformly crossover. Crossover builds
trial vectors out of parameter value that have been copied from two different vectors. In particular, DE crosses each vector with a mutant vector to creat $\boldsymbol{u}_{i, g}$.

$$
\boldsymbol{u}_{i, g}=\boldsymbol{u}_{\boldsymbol{j}, \mathbf{i}, \boldsymbol{g}}=\left\{\begin{array}{l}
v_{\boldsymbol{j}, \boldsymbol{i}, \boldsymbol{g}}, \text { if }\left(\operatorname{rand}_{j}(0,1) \leq C r, \text { or } j=j \max \right.  \tag{3}\\
x_{\boldsymbol{j}, \boldsymbol{i}, \boldsymbol{g}, \text { otherwise }}
\end{array}\right.
$$

The crosover probability, $C r \in[0,1]$, is user-defined value that controls the fraction of parameter value that are copied from the mutant.

### 2.4. Selection

If the trial vector, $\boldsymbol{u}_{i, g}$, has an equal or lower objective function value (better fitness value) than that of its target vector, $x_{i, g}$, it replaces the target vector in the next generation; otherwise, the target retains its place in the population at least one more generation.

$$
\boldsymbol{x}_{\boldsymbol{i}, \boldsymbol{g}+1}=\left\{\begin{array}{l}
\boldsymbol{u}_{i, g}, \text { if } f\left(u_{i, g}\right) \leq f\left(x_{i, g}\right)  \tag{4}\\
\boldsymbol{x}_{\boldsymbol{i}, \boldsymbol{g}}, \text { otherwise }
\end{array}\right.
$$

Once the new population created, the process of mutation, recombination, and selection are repeated until the optimum solution is achieved or prespesified termina-tion criterion is satisfied, e.g., the number of generations reaches preset maximum, $g_{\max }$.

DE has been applied in many field successfully. In 1995, DE has been used by Ken to solve 5-dimension Chebyshev model. By the time, Ken modified genetic annealing algorithm with differential mutation operator. Different from genetic annealing, DE has not found some difficulty to find the coefficient even 33-dimension Chebyshev.

Tasgetiren [15] used a discrete differential evolution (DDE) algorithm to solve the single machine total earliss and tardiness penalties with a common due date. A new binary swap mutation operator called Bswap is prented. In addition, the DDE algorithm is hybridized with a local search algorithm to further improve the performance of the DDE algorithm. The performance of the proposed DDE algorithm is tested on 280 benchmark instances ranging from 10 to 1000 jobs from the OR Library. The computational experiments showed that the proposed DDE algorithm has generated better results than those in the literature in terms of both solution quality and computational time.

A genetic differential evolution (GDE) was derived from the differential evolution (DE) and incorporated with the genetic reproduction mechanisms, namely crossover and mutation used to solve traveling salesman problems (TSP). The Greedy Subtour Crossover (GSX) was employed to generate an offspring to denote the difference of the parents. A modified ordered crossover (MOX)
was employed to perform mutation to generate trial vector with a user defined parameter, the parameter were used to control the rates of the target vector components and the mutated vector components in the trial vector. Moreover, a 2-opt local search was implemented to enhance local search performance. GDE was implemented to the well-known TSP with 52, 100 and 200 cities with variable parameters. Based on analysis and discussion on the results, typical values of the parameters were given, with which GDE provided effective and robust performance [18].

Omran and Salman [19] improved Differential evolution by combining with chaotic search, opposition-based learning, and quantum mechanics, called CODEQ, to solve constrained optimization problems. The performance of the proposed approach when applied to five constrained benchmark problems is investigated and compared with other approaches proposed in the literature. The experiments conducted show that CODEQ provides excellent results with the added advantage of no parameter tuning.

## 3. Problem Statement

There are two main processes in the airline crew planning. These two process are pairing and rostering. Pairing, is the step where the flying activities are created. The flight timetable is used as input to form sequences of flights, known as pairings. The timetable horizon usually covers a period of 4-6 weeks. The main objective of this process is to utilize the minimum number of crew to cover the complete timetable. Rostering is the step where the created pairings are assigned to actual crew (pilot and stewardess), with regard to the qualifications and previously assigned activities, referred to as pre-assignments, of the crew. The objective is to find feasible assignments that minimize costs and match the notion of quality of life for the crew imposed by the airline [9]. In this context, problem of airline crew scheduling generally varies among different countries. Especially in rostering
problem since each country may impose different set of regulations, rules and policies. The speed of roster construction is a critical matter in airline crew scheduleing. In [9], it is stated that for monthly planning, solution should be obtained within 15-20 minutes. While, for shorter horizon planning, such as daily planning, where there are some changes to roster, solutions should be obtained within 1-5 minutes. Therefore, solving optimization problem of airline crew scheduling in time manner become very important.

In this paper two main problems are addressed. First, how to mathematically formulate the problem of airline crew scheduling. This formulation includes the construction of objective function and spesific set of constraints which influence the roster quality. We modified the model which is developed by Lučić and Teodorović [11] based on the real condition of rostering in the airline under study. We modified the single crew and single aircraft scheduling model becomes multiple crews and multiple aircrafts model. We also added open time criteria to the objective function. Second, how to solve the model using differential evolution approach with considering the simplicity of the model, quality of the resulting roster, and computational time.

### 3.1. Index

$k$ is index for kind of crews $k=1, \cdots, K$. For example, $k=$ 1 is for Pilot F-100; $k=2$ is for Pilot CN-235; and $k=8$ is for stewardess and etc.
$i$ is index for numbers of crew members $\left(1, \cdots, m_{k}\right)$. For example $m_{5}=17$ is the number of crew members for Boeing 737-200, and $m_{8}=55$ is the number of stewardess of Boeing 737-200.
$j$ is index rotation/pairing which assigned to crew members $\left(1, \cdots, n_{k}\right)$. For example $n_{5}=82$, is the number of pairings for Being 737-200.
$l$ is number of days in a month $(1, \cdots, 31)$.

### 3.2. Parameters

$d_{j k}$ is length of rotation- $j$ which assigned to crew $k$. (in hours).

$$
\begin{gathered}
p_{i l k}=\left\{\begin{array}{l}
1, \text { if member } i \text { from crew } k \text { can be assigned to day } l \\
0, \text { otherwise }
\end{array}\right. \\
q_{j l k}=\left\{\begin{array}{l}
1, \text { if rotation } / \text { pairing } j \text { assigned to crew } k \text { start to day } l \\
0, \text { otherwise }
\end{array}\right.
\end{gathered}
$$

$d_{\text {max }, k}$ is maximum flight times crew $k$ for one month; $v_{j k}$ is numbers of take-off rotation $j$ assigned to crew $k$; $v_{\text {max, },}$ is maximum take-off in one month;
$D_{\text {min,jk }}$ is minimum of numbers of crews $k$ needed to

## complete rotation $j$;

$t_{j k}$ is numbers of duty period needed by crew $k$ to complete rotation $j$;
$t_{m a x, k}$ is maximum of flying day before free day.

$$
\tilde{n}_{\text {rsk }}=\left\{\begin{array}{l}
1, \text { if rotation } r \text { overlap with rotation } s \text { when assigned to crew } k \\
0, \text { otherwise }
\end{array}\right.
$$

### 3.3. Objectives Function

The objective function of this airline crew rostering is minimizing three terms of criterias.

## Cost of roster

Cost of roster paid by the airline company to crew is variable cost. By assumption that salary per hour is same to all crew, cost of roster can be represented by actual flying hours.

$$
\begin{equation*}
\min \sum_{i=1}^{m_{k}} \sum_{j=1}^{n_{k}} d_{j k} x_{i j k} \quad k=1, \cdots, K \tag{5}
\end{equation*}
$$

## Deviation of flying days between crew members

Let $\bar{t}_{k}$ be the average flying days per month for crew member $k$, then

$$
\begin{equation*}
\bar{t}_{k}=\frac{\sum_{i=1}^{m_{k}} \sum_{j=1}^{n_{k}} t_{j k} x_{i j k}}{m_{k}} \quad k=1, \cdots, K \tag{6}
\end{equation*}
$$

The deviation of total flying days per month can be formulated as

$$
\begin{equation*}
\min \sum_{i=1}^{m_{k}}\left|\sum_{j=1}^{n_{k}} t_{j k} x_{i j k}-\bar{t}_{k}\right|^{p} \quad k=1, \cdots, K \tag{7}
\end{equation*}
$$

where $p$ is positive integer. In this paper we use $p=1$.

## Open time

Open time is days when a crew member does not have flying duty. If there are 31 days in a scheduling month, then open time for crew member $k$ can be formulated as

$$
\begin{equation*}
\min \sum_{i=1}^{m_{k}}\left(31-\sum_{j=1}^{n_{k}} t_{j k} x_{i j k}\right) \quad k=1, \cdots, K \tag{8}
\end{equation*}
$$

### 3.4. Constraints

There are some constraints which must be satisfied when constructing a roster. The following are the constraints used:

## Flight time constraint

Maximum flying hours for pilot and co-pilot is 110 hours per month, and for cabin crew is 120 hours per month. So $d_{\text {max }, k}=110$ for $k=1, \cdots, 7$ and $d_{\text {max }, k}=120$ for $k=8$.

$$
\begin{equation*}
\sum_{j=1}^{n_{k}} d_{j k} x_{i j k} \leq d_{\max , k} i=1, \ldots, m_{k}, k=1, \cdots, K \tag{9}
\end{equation*}
$$

## Duty period constraint

Maximum duty period allowed to crew member $k$ is 21 days.

$$
\begin{equation*}
\sum_{j=1}^{n_{k}} t_{j k} x_{i j k} \leq 21 \quad i=1, \cdots, m_{k}, k=1, \cdots, K \tag{10}
\end{equation*}
$$

## Numbers of take-off

Numbers of maximum take off allowed to pilot is 90,
then $v_{\max , k}=90$. But, cabin crew have no take off constraint.

$$
\begin{equation*}
\sum_{j=1}^{n_{k}} v_{j k} x_{i j k} \leq v_{\max , k} \quad i=1, \cdots, m_{k}, k=1, \cdots, K \tag{11}
\end{equation*}
$$

## Numbers of crew reqirement

Every rotation needs minimum numbers of crew.

$$
\begin{equation*}
\sum_{i=1}^{m_{k}} x_{i j k} \leq D_{\min , j k} j=1, \cdots, n_{k}, k=1, \cdots, K \tag{12}
\end{equation*}
$$

## Free day constraint

Every crew member must be given free days after 7 flying days.

$$
\begin{equation*}
\sum_{j=1}^{n_{k}} t_{j k} x_{i j k} \sum_{l=p}^{p+7} q_{j k l} \leq 7 \quad i=1, \cdots, m_{k}, p=1, \cdots, 23, k=1, \cdots, 8 \tag{13}
\end{equation*}
$$

## Rotation without free day

When crew members complete this rotation not allowed to have free day.

$$
\begin{equation*}
\sum_{j=1}^{n_{k}} x_{i j k}=\sum_{j=1}^{n_{k}} x_{i j k} \sum_{l=1}^{31} q_{j k l} \prod_{s=l}^{l+t_{j k}-1} p_{i s k} i=1, \cdots, m_{k}, k=1, \cdots, K \tag{14}
\end{equation*}
$$

## No overlap constraint

Two rotations in series may not be overlap each other. It means that precedence rotation must be finished when following rotation will start.

$$
\begin{align*}
& x_{i j k} \sum_{s=1}^{n_{k}} \rho_{j s k} x_{i s k}(s-j)=0  \tag{15}\\
& i=1, \cdots, m_{k}, j=1, \cdots, n_{k}, k=1, \cdots, K
\end{align*}
$$

Airline rostering problem is optimization problem with many constraints. It falls to constrained optimization problem. To use DE to solve this original problem we have to transform the problem into an unconstrained optimization problem. We use external penalty function method [20,21] to do this transformation. Basically, this method incurs big penalty while the solution violated any constraints. The resulting constrained optimization problem is as follows

$$
\begin{align*}
& \min \beta_{1} \sum_{i=1}^{m_{k}} \sum_{j=1}^{n_{k}} d_{j k} x_{i j k}+\beta_{2} \sum_{i=1}^{m_{k}}\left|\sum_{j=1}^{n_{k}} t_{j k} x_{i j k}-\bar{t}_{k}\right|^{p} \\
& +\beta_{3} \sum_{i=1}^{m_{k}}\left(31-\sum_{j=1}^{n_{k}} t_{j k} x_{i j k}\right)+\left(r_{1} C_{1}+r_{2} C_{2}+r_{3} C_{3}+r_{4} C_{4}\right)  \tag{16}\\
& +\left(r_{5} C_{5}+r_{6} C_{6}+r_{7} C_{7}+r_{8} C_{8}\right)
\end{align*}
$$

where:

$$
C_{1}=\sum_{i=1}^{m_{k}}\left(\max \left(0, \sum_{j=1}^{n_{k}} d_{j k} x_{i j k}-d_{\max , k}\right)\right)^{2} k=1, \cdots, K
$$

$$
\begin{aligned}
& C_{2}=\sum_{i=1}^{m_{k}}\left(\max \left(0, \sum_{j=1}^{n_{k}} v_{j k} x_{i j k}-v_{\max , k}\right)\right)^{2} k=1, \cdots, K \\
& C_{3}=\sum_{j=1}^{n_{k}}\left(\max \left(0, \sum_{i=1}^{m_{k}} x_{i j k}-D_{\text {min }, j k}\right)\right)^{2} k=1, \cdots, K \\
& C_{4}=\sum_{i=1}^{m_{k}}\left(\max \left(0, \sum_{j=1}^{n_{k}} t_{j k} X_{i j k} \sum_{l=p}^{p+7} q_{j k l}-7\right)\right)^{2} k=1, \cdots, K \\
& C_{5}=\sum_{i=1}^{m_{k}}\left(\max \left(0, \sum_{j=1}^{n_{k}} x_{i j k}-\sum_{j=1}^{n_{k}} x_{i j k} \sum_{l=1}^{31} q_{j k l} \prod_{s=l}^{l+t_{j k}-1} p_{i s k}\right)\right)^{2} \\
& k=1, \cdots, K \\
& C_{6}=\sum_{i=1}^{m_{k}}\left(-\min \left(0, \sum_{j=1}^{n_{k}} x_{i j k}-\sum_{j=1}^{n_{k}} x_{i j k} \sum_{l=1}^{31} q_{j k l} \prod_{s=l}^{l+t_{j k}-1} p_{i s k}\right)\right)^{2} \\
& k=1, \cdots, K \\
& C_{7}=\sum_{i=1}^{m_{k}}\left(\max \left(0, x_{i j k} \sum_{s=1}^{n_{k}} \rho_{j s k} x_{i s k}(s-j)\right)\right)^{2} k=1, \cdots, K \\
& C_{8}=\sum_{i=1}^{m_{k}} \sum_{j=1}^{n_{k}}\left(-\min \left(0, x_{i j k} \sum_{s=1}^{n_{k}} \rho_{j s k} x_{i s k}(s-j)\right)\right)^{2} k=1, \cdots, K
\end{aligned}
$$

where $\beta_{1}, \beta_{2}$, and $\beta_{3}$ are weight coeficients of the objective function, $r_{1}, \ldots, r_{8}$ are penalties which are given since model violate any constraints where $r_{1}, \ldots, r_{8} \rightarrow \infty$ will assure that algorithm will satisfy constraint early before considering objective function. Equation (16) becomes the fitness function of DE method. If we assume cost of roster more important than cost of deviation of flying day and more important than open time, then $\beta_{1}, \beta_{2}$, and $\beta_{3}$ are selected carefully where $\beta_{1} \gg \beta_{2} \gg \beta_{3}$ and assure followed inequality is true :

$$
\begin{align*}
& \beta_{1} \sum_{i=1}^{m_{k}} \sum_{j=1}^{n_{k}} d_{j k} x_{i j k} \gg \beta_{2} \sum_{i=1}^{m_{k}}\left|\sum_{j=1}^{n_{k}} t_{j k} x_{i j k}-\bar{t}_{k}\right|^{p}  \tag{17}\\
& \gg \beta_{3} \sum_{i=1}^{m_{k}}\left(31-\sum_{j=1}^{n_{k}} t_{j k} x_{i j k}\right)
\end{align*}
$$

Term (17) will assure hirarchical ordering of solving iteratively by DE.

## 4. Solving the Model Using DE

In this paper we applied this model on a real case taken from MNA (Merpati Nusantara Airlines), Ltd., a private airline company based in Indonesia [22,23]. To solve the above problem we pursue the following steps of DE.

### 4.1. Initialization

Initial solution $x_{i j k}$ is defined by generating $n_{\_} p o p$ binary
random numbers (0 or 1) of dimension $n_{k} \times m_{k}$. Let $X_{n p, 0}$ be the initial solution population $n p$, then

$$
\begin{equation*}
X_{n p, 0}=\operatorname{rand}_{n p}[0 ; 1] n p=1 \ldots, n \text { pop } \tag{18}
\end{equation*}
$$

$\operatorname{Rand}_{\mathrm{np}}[0 ; 1]$ is binary random 0 or 1 of population $n p$.

### 4.2. Mutation

Different from those which usually used as a mutation operator in DE as indicated in Equation (2), this paper introduce a random swap as a mutation operator. Let $r_{0}$ be random number between 0 and 1 with $n_{k} \times m_{k}$ dimension for each population $n p$, and $v_{n p, r 0, g}$ be element of solution $V$ at column $r_{0}$ at generation $g$. If $W_{n p, g-1}$ is the best population for generation $g-1$ and $w_{n p, r 0, g-1}$ is the element at column $r_{0}$ of $W_{n p, g-1}$, then mutant of generation $g$ is defined as

$$
v_{n p, r 0, g}=\left\{\begin{array}{l}
\left(W_{n p, r 0, g-1}+1\right) \bmod (2), \text { if } r_{0}<c_{m}  \tag{19}\\
W_{n p, r 0, g-1}, \text { otherwise }
\end{array}\right.
$$

where $c_{m}$ is mutation probability ( $0<c_{m}<1$ ) which represents mutation power imposed to the best population of previous generation. Term $W_{n p, r 0, g-1} \bmod (2)$ means what value left after dividing $W_{n p, r 0, g-1}$ by 2 . The selection of $c_{m}$ must be done carefully because too small $c_{m}$ can cause old solution is difficult to exit from local optimum. While, too big $c_{m}$ causes noise solution such that fast convergence toward global optima can not be achieved. Selecting $c_{m}$ accurately becomes the successful key of implementing this algorithm.

As an illustration how this mutation operator works, notice the following example. Suppose we have 3 pilots and 4 pairings, use $c_{m}=0.2$.

Suppose we have $W_{0}$ (current solution):

$$
W_{0}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0
\end{array}\right]
$$

Entry $(i, j)=1$ indicates a pilot $i$ be placed in pairing $j$, entry $(i, j)=0$, otherwise. After generating randomly, suppose we got:

$$
r_{0}=\left[\begin{array}{llll}
0,10 & 0,40 & 0,08 & 0,70 \\
0,30 & 0,20 & 0,90 & 0,15 \\
0,85 & 0,05 & 0,25 & 0,55
\end{array}\right]
$$

To have a new solution, apply Equation (19). By comparing $r_{0}$ and $c_{m}$ for each corresponding entry in $W_{0}$ and $r_{0}$, we have matrix $W^{\prime}$, where each entry (typed in bold) should be changed since $r_{0}<c_{m}$.

$$
W_{0}^{\prime}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0
\end{array}\right]
$$

The changes should be made as follows
$\operatorname{Cell}(1,1) v=\left(w_{0}+1\right) \bmod (2)=(1+1) \bmod (2)=2$ $\bmod (2)=\mathbf{0}$
$\operatorname{Cell}(1,3) v=\left(w_{0}+1\right) \bmod (2)=(0+1) \bmod (2)=1$ $\bmod (2)=1$
$\operatorname{Cell}(2,4) v=\left(w_{0}+1\right) \bmod (2)=(1+1) \bmod (2)=2$ $\bmod (2)=\mathbf{0}$
Cell $(3,2) v=\left(w_{0}+1\right) \bmod (2)=(0+1) \bmod (2)=1$ $\bmod (2)=1$

The other entries of $W_{0}$ remains the same as $r_{0} \geq c_{m}$, Therefore, we obtain the new solution

$$
V=\left[\begin{array}{llll}
0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0
\end{array}\right]
$$

We follow this process each time the algorithm is on the mutation step.

### 4.3. Crossover

Crossover changes over parent solution $X_{n p, g}$ by mutant solution $V_{n p, g}$ to construct a new solution $U_{n p, g}$. Crossover is done by defining threshold probability ( $0<c_{r}<$ 1) for mutant to change current solution. Then we generate $n_{\_} p o p$ random numbers $(0,1)$. If the random number $<c_{r}$, then the mutant replaces the current solution and otherwise.

$$
U_{n p, g}=\left\{\begin{array}{l}
V_{n p, g}, \text { if } \operatorname{rand}_{n p}(0,1)<c_{r}  \tag{20}\\
X_{n p, g}, \text { otherwise }
\end{array}\right.
$$

### 4.4. Selection

This process is done by comparing the fitnesses of the parent solution and the new solution which is produced from crossover process. The new population will replace the old population only if the new population has better fitness than that of the old population. The fitness function refers to Equation (16). Then, the solution of the next generation $X_{n p, g+1}$ can be obtained from this formula:

$$
X_{n p, g+1}=\left\{\begin{array}{l}
U_{n p, g}, \text { if } f\left(U_{n p, g}\right)<f\left(X_{n p, g}\right)  \tag{21}\\
X_{n p, g}, \text { otherwise }
\end{array}\right.
$$

where $f\left(U_{n p, g}\right)$ and $f\left(X_{n p, g}\right)$ are the fitness of $U_{n p, g}$ and $X_{n p, g}$ respectively.
The constructed mathematical model consists of some aspirations/criterias as the objective function and some constraints. The objective function includes minimum flying times, deviation of flying days, and open time.

Some constraints which are considered when constructing a roster include overlap, crew requirement of pairing, free days before seven days of flying days, maximum flying times, and maximum numbers of take off.

## 5. Experiments and Analysis

We used Matlab to implement DE algorithm. The experiments were done using the datasets shown in Table 1. The datasets consist of pairings, numbers of crews, type of fleed and rules. Datasets are divided into two categories: small and large datasets. Small dataset consists of assignment of F-100, CN-235, DHC-6, and Cassa 212 pilot. While, large dataset consists of assignment of Boeing 737-200 pilot and stewardess.

The experiments aim to assign crew members in which pairings. The results of the experiments on small datasets were compared with column generation [22,23] and MOSI (method used by the company). For large datasets we included exact decomposition as a comparative method [23].

Probability of mutation ( $c_{m}$ ) and probability of crosser ( $c_{r}$ ) are the key succes factors for DE implementation. Therefore, these two parameters should be determined carefully. The precise parameter values will lead to the global optimal solution. In this paper, these parameters settings were done through trial process. The best $c_{m}$, is determined by using one dataset (Cassa 212) with npop $=$ 50 , gmax $=50, c_{r}=0.7$ and the experiments were done with 5 replications. Table 2 shows the objective function values for different $c_{m}$. The best value is typed in bold. We found that $c_{m}=0.05$ is the best one.

Using $c_{m}=0.05$, the same procedure was done to find the best $c_{r}$. The results are shown in Table 3.

Next, using combination of $c_{m}$ and $c_{r}$ we tried to determine the best values of these two parameters. Through experiments, we obtained the best combination between $c_{m}$ and $c_{r}$ are 0.1 and 0.5 as shown in bold in Table 4.

Criteria in the objective function are weighted based on their significances. In this paper we put roster cost minimization as the most significance followed by deviation of minimum flying days and open time with weights of $10^{4}, 10^{2}$ and 1 respectively. Other parameter needs to set up is pinalty for the constraints. Penalties for overlap and rotation without free day, number of pilot requirements and day off constraints are $10^{15}, 10^{13}$ and $10^{11}$ respectively based on their signifances. While, the penalties for flying day, flying times, and numbers of take off are set to $10^{6}$ as these constraints are assumed to be the same important.

Experimental results for small datasets are indicated in Table 5. For the flying time criterion, DE spent more

Table 1. Characteristic of the datasets.

| No | Name of aircraft | Type of crews | Numbers <br> of crews | Numbers of <br> pairings |
| :---: | :---: | :---: | :---: | :---: |
| 1 | F-100 | Pilot | 5 | 4 |
| 2 | CN-235 | Pilot | 4 | 8 |
| 3 | DHC-6 | Pilot | 3 | 10 |
| 4 | Cassa-212 | Pilot | 6 | 13 |
| 5 | Boeing 737-200 | Pilot | 17 | 82 |
| 6 | Boeing 737-200 | stewardess | 55 | 114 |

Table 2. Average objective function values on different $\boldsymbol{c}_{\boldsymbol{m}}$.

| No | $c_{m}$ | Average objective function value <br> $\left(\times 10^{13}\right)$ |
| :---: | :---: | :---: |
| 1 | 0.000 | 9,980 |
| 2 | 0.025 | 41.00 |
| 3 | $\mathbf{0 . 0 5 0}$ | $\mathbf{3 . 0 0}$ |
| 4 | 0.075 | 22.60 |
| 5 | 0.100 | 7.60 |
| 6 | 0.125 | 48.20 |
| 7 | 0.150 | 122.20 |
| 8 | 0.175 | 140.80 |
| 9 | 0.200 | 163.40 |

Table 3. Average objective function values on different $\boldsymbol{c}_{\boldsymbol{r}}$.

| No | $c_{r}$ | Average objective function value <br> $\left(\times 10^{13}\right)$ |
| :---: | :---: | :---: |
| 1 | 0.300 | 22.00 |
| 2 | 0.350 | 43.20 |
| $\mathbf{3}$ | $\mathbf{0 . 4 0 0}$ | $\mathbf{2 1 . 8 0}$ |
| 4 | 0.450 | 80.60 |
| 5 | 0.500 | 42.60 |
| 6 | 0.550 | 41.00 |
| 7 | 0.600 | 22.60 |
| 8 | 0.650 | 40.60 |
| 9 | 0.700 | 23.40 |

time than two other methods. The reason is because DE did not violate pilot requirement constraint. This is different with column generation and MOSI which violated pilot requirement constraint. It shows that DE, column generation, and MOSI produced the same performance to meet the roster constraints. Except for Cassa

212, DE can meet all of the constraints. While, column generation and MOSI violate pilot requirements constraints. Column generation and MOSI just assign 1 out of 2 required pilots to pairing 8981. From roster quality side, DE is only inferior for flying times criterion for Cassa 212 aircraft. The other methods show the same results for other assignments.

Table 6 shows the total deviation of average flying days for three methods. We see that DE is superior for all assignments except for Cassa 212. This proves that DE produced good roster quality. From Table 6, we see that DE produced better deviation of flying days than other methods for three assignments and MOSI is superior for Cassa 212.

Table 4. Average objective function values on different combination of $\boldsymbol{c}_{\boldsymbol{m}}$ and $\boldsymbol{c}_{r}$.

| No | $\mathrm{c}_{\mathrm{m}}$ | $\mathrm{c}_{\mathrm{r}}$ | Average objective <br> function value $\left(\times 10^{13}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 0.05 | 0.400 | 21.80 |
| 2 | 0.05 | 0.5 | 42.60 |
| 3 | 0.05 | 0.6 | 22.60 |
| 4 | 0.05 | 0.7 | 3.00 |
| 5 | 0.1 | 0.4 | 22.20 |
| 6 | $\mathbf{0 . 1}$ | $\mathbf{0 . 5}$ | $\mathbf{2 . 4 0}$ |
| 7 | 0.1 | 0.6 | 23.20 |
| 8 | 0.1 | 0.7 | 7.60 |

Tabel 5. Comparison of flying time.

|  | Fying time |  |  |
| :---: | :---: | :---: | :---: |
| Name of <br> Aircraft | DE | Column <br> Generation | MOSI |
| F-100 | 66.0 | 66.0 | 66.0 |
| CN-235 | 92.0 | 92.0 | 92.0 |
| DHC-6 | 156.0 | 156.0 | 156.0 |
| Cassa 212 | 251.0 | $\mathbf{2 4 2 . 0}$ | $\mathbf{2 4 2 . 0}$ |

Tabel 6. Comparison of deviation of flying days.

|  | Fying time |  |  |
| :---: | :---: | :---: | :---: |
| Name of <br> Aircraft | DE | Column <br> Generation | MOSI |
| F-100 | $\mathbf{7 . 2}$ | 14.4 | 14.4 |
| CN-235 | $\mathbf{2 . 0}$ | 12.0 | 4.0 |
| DHC-6 | $\mathbf{8 . 0}$ | 10.7 | 11.3 |
| Cassa 212 | 11.3 | 21.0 | $\mathbf{6 . 0}$ |

For the open time criteria, as shown in Table 7, DE produced superior results compared to the other methods for Cassa 212 and the same results for other assignments.

Dataset of pilots and stewardess assignment on Boeing 737-200 aircraft has a larger size. This dataset consists of 17 pilots with 82 pairings and 55 stewardess with 114 pairings. It required high number of iterations and computational time to obtain near optimal solution if random initial solutions were used. We proposed a sequence of partial optimization and total optimization techniques. In partial optimization, the dataset is splitted into several smaller sets and the corresponding optimization problems were solved by DE method. At the end of this stage, all of solutions were combined all together to form initial solution for the total optimization problem. Setting the initial solution through this process decreased the computational time significantly.

For the pilot assignment of Boeing 737-200, number of pairings is much higher than the available pilots. Therefore the resulting flight schedules violate several
constraints. The results for this assignment are shown in Table 8. The table presents the flying days and the actual difference produced by each pilot. In this case, we compared 6 methods namely differential evolution (DE), column generation, MOSI, exact decomposition with 21 flying days (DEC21), exact decomposition with 20 flying days (DEC20) and exact decomposition with 19 flying days (DEC19). The results are presented in Table 8.

Table 7. Comparison of open time.

|  | Open time |  |  |
| :---: | :---: | :---: | :---: |
| Name of <br> Aircraft | DE | Column <br> Generation* | MOSI* |
| F-100 | 137.0 | 137.0 | 137.0 |
| CN-235 | 88.0 | 88.0 | 88.0 |
| DHC-6 | 50.0 | 50.0 | 50.0 |
| Cassa 212 | $\mathbf{1 1 9 . 0}$ | 123.0 | 123.0 |

Table 8. Comparison flying days and differences.

| Pilot | Differential Evolution |  | Column Generation* |  | MOSI* |  | Method DEC21** |  | Method Dec20 |  | Method Dec19 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | flying day | diff. | flying day | diff. | flying day | diff. | flying day | diff. | Fying days | diff | Fying daya | diff |
| 1 | 21 | 0 | 20 | 0 | 21 | 0 | 20 | 0 | 21 | 0 | 22 | 1 |
| 2 | 20 | 0 | 18 | 0 | 21 | 0 | 22 | 1 | 23 | 2 | 22 | 1 |
| 3 | 20 | 0 | 20 | 0 | 23 | 2 | 26 | 5 | 23 | 2 | 24 | 3 |
| 4 | 21 | 0 | 20 | 0 | 22 | 1 | 24 | 3 | 23 | 2 | 23 | 2 |
| 5 | 21 | 0 | 17 | 0 | 18 | 0 | 17 | 0 | 18 | 0 | 17 | 0 |
| 6 | 21 | 0 | 20 | 0 | 22 | 1 | 24 | 3 | 23 | 2 | 23 | 2 |
| 7 | 22 | 1 | 21 | 0 | 16 | 0 | 18 | 0 | 17 | 0 | 20 | 0 |
| 8 | 21 | 0 | 26 | 5 | 21 | 0 | 22 | 1 | 24 | 3 | 22 | 1 |
| 9 | 20 | 0 | 16 | 0 | 17 | 0 | 20 | 0 | 18 | 0 | 19 | 0 |
| 10 | 18 | 0 | 18 | 0 | 16 | 0 | 13 | 0 | 16 | 0 | 14 | 0 |
| 11 | 22 | 1 | 23 | 2 | 22 | 1 | 19 | 0 | 19 | 0 | 19 | 0 |
| 12 | 21 | 0 | 21 | 0 | 21 | 0 | 22 | 1 | 22 | 1 | 21 | 0 |
| 13 | 20 | 0 | 24 | 3 | 24 | 3 | 22 | 1 | 21 | 0 | 20 | 0 |
| 14 | 21 | 0 | 23 | 2 | 24 | 3 | 20 | 0 | 20 | 0 | 22 | 1 |
| 15 | 20 | 0 | 20 | 0 | 19 | 0 | 21 | 0 | 21 | 0 | 21 | 0 |
| 16 | 20 | 0 | 22 | 1 | 21 | 0 | 21 | 0 | 21 | 0 | 22 | 1 |
| 17 | 22 | 1 | 22 | 1 | 23 | 2 | 18 | 0 | 18 | 0 | 17 | 0 |
| Total | 351 | 3 | 351 | 14 | 351 | 13 | 349 | 15 | 348 | 12 | 348 | 12 |
| Avg | 20.65 |  | 20.65 |  | 20.65 |  | 20.53 |  | 20.47 |  | 20.47 |  |
| Std.D | 0.99 |  | 2.57 |  | 2.57 |  | 3.04 |  | 2.43 |  | 2.40 |  |
| Number of pilot violate flying. days |  | 3 |  | 6 |  | 7 |  | 7 | 8 |  | 8 |  |

We see from the table that all of the methods violated flying days constraint. DE assigned smoother flying days than other methods based on the standard deviation values. DE reached the smallest standard deviation. We also recorded that DE produced the smallest number of pilots violating flying days constraint, that is 3 pilots. While, column generation, MOSI, DEC21, DEC20 and DEC19 respectively produced $6,7,7,8$ and 8 pilots violating the constraint.

Different from those of pilot assignments, in stewardess assignment of Boeing 737-200, we compared DE, column generation and MOSI. Table 9 shows that DE only violated crew requirement constraint while column generation and MOSI violated both crew requirement and flying days constraints. We can see in Table 9 that column generation and MOSI assigned 6 and 7 stewardesses exceeding the maximum flying days, 21 days.
While, in the pilot assignment of Boeing 737-200, as shown in Table 10, DE is superior for minimum deviation of flying days.

In the assignment of Boeing 737-200 stewardess, DE is superior by its minimum deviation of flying days compared to other methods. But, DE is inferior for flying time and open time criteria.

## 6. Conclusions

We have investigated the use of DE in solving airline
Tabel 9. Violation of flying days constraint for assignment of Boeing 737-200 stewardess.

| Constraints | Method |  |  |
| :---: | :---: | :---: | :---: |
|  | DE | Column <br> Gen. | MOSI |
| Flying days | - | $\sqrt{c}$ | $\sqrt{ }$ |
| Flying times | - | - | - |
| Take off | - | - | - |
| Overlap | - | - | - |
| Free day | - | - | - |
| Requirement of pilots | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ |

Tabel 10. Roster quality of pilot assignment of Boeing 737-200.

| Criteria | Methods |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | DE | Column <br> Gen.* | MOSI* | DEC21** |
| Flying times | $1,114.0$ | $1,114.0$ | $1,114.0$ | $1,114.0$ |
| Dev. of fly. days | $\mathbf{1 3 . 1}$ | 33.6 | 34.5 | 38.5 |
| Open time | 176.0 | 176.0 | 176.0 | 178.0 |

Tabel 11. Roster quality of stewardess assignment of Boeing 737-200.

| Criteria | Methods |  |  |
| :---: | :---: | :---: | :---: |
|  | DE | Column <br> Generation | MOSI $^{*}$ |
|  | $3,488.0$ | $\mathbf{3 , 2 8 5 . 0}$ | $\mathbf{3 , 2 8 5 . 0}$ |
| Dev. of fly. days | $\mathbf{9 2 . 0}$ | 110.0 | 106.2 |
| Open time | 693.0 | $\mathbf{6 5 8 . 0}$ | $\mathbf{6 5 8 . 0}$ |

crew scheduling problem. Generally, the rostering problem in MNA has characteristic indifferent from other airline companies in terms of roster constraint and roster quality. Selecting mutation and crossover probability accurately became the successful key to implement DE. The best mutation and crossover probability are 0.1 and 0.5 respectively. Different from using DE in general, in this paper we introduced random swap as mutation operator. For small datasets, DE was proven more competitive then column generation and MOSI, based on constraints fulfillment and roster quality. In the assignment of Boeing 737 pilot, DE produced smoother flying days and the least pilots which violated flying days constraint compared to other methods. For the stewardess assignment of Boeing 737-200, DE violated the least constraints compared to column generation and MOSI. DE produced superior deviation of flying days criterion but it is still inferiror for iwo other criteria.
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#### Abstract

The analysis presented here is to study the effect of non-homogeneity on thermally induced vibration of orthotropic visco-elastic rectangular plate of linearly varying thickness. Thermal vibrational behavior of non -homogeneous rectangular plates of variable thickness having clamped boundary conditions on all the four edges is studied. For non-homogeneity of the plate material, density is assumed to vary linearly in one direction. Using the method of separation of variables, the governing differential equation is solved. An approximate but quite convenient frequency equation is derived by using Rayleigh-Ritz technique with a two-term deflection function. Time period and deflection at different points for the first two modes of vibration are calculated for various values of temperature gradients, non-homogeneity constant, taper constant and aspect ratio. Comparison studies have been carried out with non-homogeneous visco-elastic rectangular plate to establish the accuracy and versatility.
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## 1. Introduction

Thermal effect on vibration of non-homogenous viscoelastic plates are of great interest in the field of engineering such as for better designing of gas turbines, jet engine, space craft and nuclear power projects, where metals and their alloys exhibits visco-elastic behavior. Therefore, for these reason such structures are exposed to high intensity heat fluxes and thus material properties undergo significant changes, in particular the thermal effect on the modules of elasticity of the material can not be taken as negligible.

Plates of variable thickness have been extensively used in Civil, Electronic, Mechanical, Aerospace and Marine Engineering applications. The practical importance of such plates has made vibration analysis essential especially since the vibratory response needs to be accurately determined in design process in order to avoid resonance excited by internal or external forces.

Visco-elastic, as its name implies, is a generalization of elasticity and viscosity. The ideal linear elastic element is the spring. When a tensile force is applied to it,
the increase in the distance between its two ends is proportional to the force. The ideal linear viscous element is the dashpot.

The plate type structural components in aircraft and rockets have to operate under elevated temperatures that cause non-homogeneity in the plate material i.e. elastic constants of the materials becomes functions of space variables. In an up-to-date survey of literature, authors have come across various models to account for non-homogeneity of plate materials proposed by researchers dealing with vibration but none of them consider non-homogeneity with thermal effect on orthotropic visco-elastic plates.

Free vibration of visco-elastic orthotropic rectangular plates was discussed by Sobotka [1].Gupta and Khanna [2] discussed vibration of viscoelastic rectangular plate with linearly thickness variations in both directions. Leissa's monograph [3] contains an excellent discussion of the subject of vibrating plates with elastic edge support. Several authors [4,5] have studied the thermal effect on vibration of homogeneous plates of variable thickness but no one considered thermal effect on vibra-
tion on non-homogeneous rectangular plates of varying thickness. Tomar and Gupta [6-8] solved the vibration problem of orthotropic rectangular plate of varying thickness subjected to a thermal gradient. Gupta, Lal and Sharma [9] discussed the vibration of non-homogeneous circular plate of nonlinear thickness variation by a quadrature method. Gupta, Johri and Vats [10] solved the problem of thermal effect on vibration of non-homogeneous orthotropic rectangular plate having bi-directional parabolically varying thickness. Gupta, Kumar and Gupta [11] studied the vibration of visco-elastic orthotropic parallelogram plate with a linear variation of thickness. Recently, Gupta and Kumar [12] solved the vibration problem of non-homogeneous visco-elastic rectangular plate of linearly varying thickness subjected to linearly thermal effect. Free vibration of a clamped visco-elastic rectangular plate having bi-direction exponentially varying thickness were studied by Gupta, Khanna and Gupta [13] .Gupta, Aggarwal, Gupta, Kumar and Sharma [14] discussed the non-homogeneity on free vibration of orthotropic visco-elastic rectangular plate of parabolic varying thickness. Subsequent review article of Bhasker and Kaushik [15] are best source for problems involving rectangular plates fall into three distinct categories: 1) plates with all edges simply supported; 2) plates with a pair of opposite edges simply supported; 3) plates which do not fall into any of the above categories.

Rectangular plates have wide applications in civil structures, electrical engineering, marine industry and mechanical engineering. The dynamic characteristics of rectangular plates are important to engineering designs. An analysis is presented in this paper is to study the effect of non-homogeneity on thermally induced vibration of orthotropic visco-elastic rectangular plate of linearly varying thickness. It is clamped supported on all the four edges. The assumption of small deflection and linear orthotropic visco-elastic properties are made. It is further assumed that the visco-elastic properties of the plates are of the Kelvin type. For this the material constants of alloy 'Duralium' is used for the calculation of numerical values. Time period and deflection for the first two modes of vibration are calculated for the various values of thermal gradients, non-homogeneity constant, aspect ratio and taper constant.

## 2. Analysis

The equation of motion of a visco-elastic orthotropic rectangular plate of variable thickness may be written in the form, as by Sobotka [1]

$$
\begin{equation*}
\frac{\partial^{2} M_{x}}{\partial x^{2}}+2 \frac{\partial^{2} M_{x y}}{\partial x \partial y}+\frac{\partial^{2} M_{y}}{\partial y^{2}}=\rho h \frac{\partial^{2} w}{\partial t^{2}} \tag{1}
\end{equation*}
$$

Here $M_{x}, M_{y}$ and $M_{x y}$ are moments per unit length of plate, $\rho$ is mass per unit volume, $h$ is thickness of plate and $w$ is displacement at time $t$.

The expression for $M_{x}, M_{y}, M_{x y}$ are given by

$$
\begin{align*}
& M_{x}=-\tilde{D}\left[D_{x} \frac{\partial^{2} w}{\partial x^{2}}+D_{1}^{\prime} \frac{\partial^{2} w}{\partial y^{2}}\right] \\
& M_{y}=-\tilde{D}\left[D_{1}^{\prime} \frac{\partial^{2} w}{\partial x^{2}}+D_{y} \frac{\partial^{2} w}{\partial y^{2}}\right]  \tag{2}\\
& M_{x y}=-2 \tilde{D} D_{x y} \frac{\partial^{2} w}{\partial x \partial y}
\end{align*}
$$

where

$$
D_{x}=\frac{E_{x} h^{3}}{12\left(1-v_{x} v_{y}\right)}
$$

is called the flexural rigidity of the plate in $x$-direction,

$$
D_{y}=\frac{E_{y} h^{3}}{12\left(1-v_{x} v_{y}\right)}
$$

is called the flexural rigidity of the plate in $y$-direction,

$$
D_{x y}=\frac{G_{x y} h^{3}}{12}
$$

is called the torsion rigidity,
and

$$
D_{1}^{\prime}=v_{x} D_{y}\left(=v_{y} D_{x}\right)
$$

Here $\tilde{D}$ is Rheological operator and $E_{x} \& E_{y}$ are the modules of elasticity in $x$ - and $y$-direction respectively, $v_{x}$ and $v_{y}$ are the Poisson ratios \& $G_{x y}$ is the shear modulus.

Taking deflection w as a product of two functions as:

$$
\begin{equation*}
w=w(x, y, t)=W(x, y) T(t) \tag{3}
\end{equation*}
$$

where $W(x, y)$ is the function of coordinates in $x, y$ and $T$ $(t)$ is a time function.

Using Equation (3) in Equations (1) \& (2) and then equating both sides of equation comes to a constant, say $p^{2}$, one gets two separate differential equations as follows:

$$
\begin{align*}
& {\left[D_{x} \frac{\partial^{4} W}{\partial x^{4}}+D_{y} \frac{\partial^{4} W}{\partial y^{4}}+2 H \frac{\partial^{4} W}{\partial x^{2} \partial y^{2}}+2 \frac{\partial H}{\partial x} \frac{\partial^{3} W}{\partial x \partial y^{2}}\right.} \\
& +2 \frac{\partial H}{\partial y} \frac{\partial^{3} W}{\partial x^{2} \partial y}+2 \frac{\partial D_{x}}{\partial x} \frac{\partial^{3} W}{\partial x^{3}}+2 \frac{\partial D_{y}}{\partial y} \frac{\partial^{3} W}{\partial y^{3}} \\
& +\frac{\partial^{2} D_{x}}{\partial x^{2}} \frac{\partial^{2} W}{\partial x^{2}}+\frac{\partial^{2} D_{y}}{\partial y^{2}} \frac{\partial^{2} W}{\partial y^{2}}+\frac{\partial^{2} D_{1}^{\prime}}{\partial x^{2}} \frac{\partial^{2} W}{\partial y^{2}}  \tag{4}\\
& \left.+\frac{\partial^{2} D_{1}^{\prime}}{\partial y^{2}} \frac{\partial^{2} W}{\partial x^{2}}+4 \frac{\partial^{2} D_{x y}}{\partial x \partial y} \frac{\partial^{2} W}{\partial x \partial y}\right]-\rho h p^{2} W=0
\end{align*}
$$

and

$$
\begin{equation*}
\ddot{T}+p^{2} \tilde{D} T=0 \tag{5}
\end{equation*}
$$

where

$$
H=D_{1}^{\prime}+2 D_{x y}
$$

Equation (4) is a differential equation of motion for orthotropic rectangular plate of variable thickness and (5) is a differential equation of time functions of free vibration of viscoelastic rectangular orthotropic plate.

The temperature dependence of the modulus of elasticity for orthotropic materials is given by

$$
\begin{align*}
& E_{x}=E_{1}(1-\gamma \tau) \\
& E_{y}=E_{2}(1-\gamma \tau)  \tag{6}\\
& G_{x y}=G_{0}(1-\gamma \tau)
\end{align*}
$$

and temperature distribution along the length i.e. in the $x$-direction,

$$
\begin{equation*}
\tau=\tau_{o}(1-x / a) \tag{7}
\end{equation*}
$$

where $\tau$ denotes the temperature excess above the reference temperature at any point at distance $x / a$ and $\tau_{0}$ denotes the temperature excess above reference temperature at the end, i.e. for $x=0$. Here $E_{1}$ and $E_{2}$ are values of the Young's moduli respectively along the $x$ and $y$ axis at the reference temperature i.e. at $\tau=0$
The modulus variation (6) in view of expressions (7) becomes

$$
\begin{align*}
& E_{x}(x)=E_{1}[1-\alpha(1-x / a)] \\
& E_{y}(x)=E_{2}[1-\alpha(1-x / a)]  \tag{8}\\
& G_{x y}(x)=G_{0}[1-\alpha(1-x / a)]
\end{align*}
$$

where $\alpha=\gamma \tau_{o}(0 \leq \alpha<1)$, known as thermal gradient.
The expression for the strain energy $V$ and Kinetic energy $P$ in the plate are [3]

$$
\begin{align*}
& \frac{1}{2} \int_{0}^{a} \int_{0}^{b}\left[D_{x}\left(W_{, x x}\right)^{2}+D_{y}\left(W_{, y y}\right)^{2}+2 D_{1} W_{, x x} W_{, y y}\right.  \tag{9}\\
& \left.+4 D_{x y}\left(W_{, x y}\right)^{2}\right] d x d y \\
& \quad P=\frac{1}{2} p^{2} \int_{0}^{a} \int_{0}^{b} \rho h W^{2} d x d y \tag{10}
\end{align*}
$$

The thickness and density varies linearly in the x-direction only, so let us assume

$$
\begin{equation*}
h=h_{o}(1+\beta x / a) \tag{11}
\end{equation*}
$$

and $\rho=\rho_{o}\left(1+\alpha_{1} x / a\right)$
where $\beta$ is the taper constant and $\alpha_{1}$ is non-homogeneity constant.

## 3. Solution and Frequency Equation

To find the solution, we use Rayleigh-Ritz technique. In this method, one requires maximum strain energy be equal to the maximum Kinetic energy. So, it is necessary for the problem under consideration that

$$
\begin{equation*}
\delta(V-P)=0 \tag{13}
\end{equation*}
$$

for arbitrary variations of W satisfying relevant geometrical boundary conditions are

$$
\begin{align*}
& W=W_{, x}=0 \text { at } x=0, a \\
& W=W_{, y}=0 \text { at } y=0, b \tag{14}
\end{align*}
$$

and the corresponding two term deflection function is taken as [6]

$$
\begin{align*}
& W=[(x / a)(y / b)(1-x / a)(1-y / b)]^{2}  \tag{15}\\
& {\left[A_{1}+A_{2}(x / a)(y / b)(1-x / a)(1-y / b)\right]}
\end{align*}
$$

The non-dimensional variables are

$$
\begin{align*}
& X=x / a, Y=y / b, \bar{W}=W / a, \bar{h}=h / a,  \tag{16}\\
& \bar{\rho}=\rho / a \\
& E_{1}^{*}=E_{1} /\left(1-v_{x} v_{y}\right), E_{2}^{*}=E_{2} /\left(1-v_{x} v_{y}\right)  \tag{17}\\
& E^{*}=v_{x} E_{2}^{*}=v_{y} E_{1}^{*}
\end{align*}
$$

By using Equations (8), (11) and (12) in (9) and (10), one gets

$$
\begin{equation*}
\left.P=\frac{1}{2} \rho_{o} p^{2}{\overline{h_{o}}}^{5} \int_{0}^{1} \int_{0}^{b / a}\left[\left(1+\alpha_{1} X\right)(1+\beta X) \bar{W}^{2}\right] d X d Y\right) \tag{18}
\end{equation*}
$$

and

$$
\begin{align*}
& V=R \int_{0}^{1} \int_{0}^{b / a}\left[\{1-\alpha(1-X)\}(1+\beta X)^{3}\right. \\
& \left\{\left(\bar{W}_{, X X}\right)^{2}+\left(E_{2}^{*} / E_{1}^{*}\right)\left(\bar{W}_{, Y Y}\right)^{2}+\right.  \tag{19}\\
& \left(2 E^{*} / E_{1}^{*}\right) \bar{W}_{, X X} \bar{W}_{, Y Y}+ \\
& \left.\left.\left(4 G_{o} / E_{1}^{*}\right)\left(\bar{W}_{, X Y}\right)^{2}\right\}\right] d X d Y \tag{20}
\end{align*}
$$

where $R=\frac{1}{2}\left(E_{1}^{*} \bar{h}_{o}^{3} / 12\right) a$
On substituting the values of $P$ and $V$ from Equations (18) and (19) in Equation (13), we get

$$
\begin{gather*}
\left(V_{1}-\lambda^{2} p^{2} P_{1}\right)=0  \tag{21}\\
V=R \int_{0}^{1} \int_{0}^{b / a}\left[\{1-\alpha(1-X)\}(1+\beta X)^{3}\right. \\
\left\{\left(\bar{W}_{, X X}\right)^{2}+\left(E_{2}^{*} / E_{1}^{*}\right)\left(\bar{W}_{, Y Y}\right)^{2}+\right.  \tag{22}\\
\left(2 E^{*} / E_{1}^{*}\right) \bar{W}_{, X X} \bar{W}_{, Y Y}+ \\
\left.\left.\left(4 G_{o} / E_{1}^{*}\right)\left(\bar{W}_{, X Y}\right)^{2}\right\}\right] d X d Y
\end{gather*}
$$

$$
\begin{equation*}
P_{1}=\int_{0}^{1} \int_{0}^{b / a}\left[\left\{\left(1+\alpha_{1} X\right)(1+\beta X) \bar{W}^{2}\right] d X d Y\right. \tag{23}
\end{equation*}
$$

where $\lambda^{2}=\frac{12 a^{4} \rho_{o}}{E_{1}{ }^{*} \bar{h}_{o}{ }^{2}}$
Equation (21) involves the unknown $A_{1}$ and $A_{2}$ arising due to the substitution of $W(x, y)$ from Equation (15). These two constants are to be determined from Equation (21) as follows:

$$
\begin{equation*}
\frac{\partial}{\partial A_{n}}\left(V_{1}-\lambda^{2} p^{2} P_{1}\right)=0 \tag{25}
\end{equation*}
$$

where $n=1,2$
On simplifying (25) we get

$$
\begin{equation*}
b_{n 1} A_{1}+b_{n 2} A_{2}=0 \tag{26}
\end{equation*}
$$

where $n=1,2, b_{n 1}, b_{n 2}$ involves parametric constants and the frequency parameter p. For a non-trivial solution, the determinant of the coefficient of Equation (26) must be zero. So, we get the frequency equation as

$$
\left|\begin{array}{ll}
b_{11} & b_{12}  \tag{27}\\
b_{21} & b_{22}
\end{array}\right|=0
$$

On solving Equation (27) one gets a quadratic equation in $p^{2}$, which gives two values of $p^{2}$. On substituting the value of $A_{1}=1$, by choice, in Equation (15) one get $A_{2}=-b_{11} / b_{12}$ and hence $W$ becomes:

$$
\begin{align*}
W= & {\left[X Y \frac{a}{b}(1-X)\left(1-Y \frac{a}{b}\right)\right]^{2} } \\
& {\left[1+\left(-\frac{b_{11}}{b_{12}}\right) X Y\left(\frac{a}{b}\right)(1-X)\left(1-Y \frac{a}{b}\right)\right] } \tag{28}
\end{align*}
$$

## 4. Time Functions of Vibration of Viscoelastic Plates

The expression for Time function of free vibrations of visco-elastic plates of variable thickness can be derived from Equation (5) that depends upon visco-elastic operator $\tilde{D}$ and which for Kelvin's Model can be taken as:

$$
\begin{equation*}
\tilde{D} \equiv\left\{1+\left(\frac{\eta}{G}\right)\left(\frac{d}{d t}\right)\right\} \tag{29}
\end{equation*}
$$

where $\eta$ is visco-elastic constant and $G$ is shear modulus. Taking temperature dependence of viscoelastic constant $\eta$ and shear modulus $G$ is the same form as that of Young's moduli, we have

$$
\begin{align*}
& G(\tau)=G_{0}\left(1-\gamma_{1} \tau\right) \\
& \eta(\tau)=\eta_{0}\left(1-\gamma_{2} \tau\right) \tag{30}
\end{align*}
$$

where $G_{0}$ is shear modulus and $\eta_{0}$ is visco-elastic constant at some reference temperature i.e. at $\tau=0, \gamma_{1}$ and $\gamma_{2}$ are slope variation of $\tau$ with $G$ and $\eta$ respectively. Substituting the value of $\tau$ from Equation (7) and using Equation (16) in Equation (30), one gets:

$$
\begin{equation*}
G=G_{0}\left[1-\alpha_{5}(1-X)\right] \tag{31}
\end{equation*}
$$

where $\alpha_{5}=\gamma_{1} \tau_{0}, 0 \leq \alpha_{5}<1$
and $\eta=\eta_{0}\left[1-\alpha_{4}(1-X)\right]$
where $\alpha_{4}=\gamma_{2} \tau_{0}, 0 \leq \alpha_{4}<1$
Here $\alpha_{4}$ and $\alpha_{5}$ are thermal constants.
Substituting Equations (29) and (31) in Equation (5), one gets:

$$
\begin{equation*}
\ddot{T}+p^{2} k \dot{T}+p^{2} T=0 \tag{32}
\end{equation*}
$$

Where $k=\frac{\eta}{G}=\frac{\eta_{0}\left[1-\alpha_{4}(1-X)\right]}{G_{0}\left[1-\alpha_{5}(1-X)\right]}$
Equation (32) is a second order differential equation in time function $T$. The solution of which comes out to be

$$
\begin{equation*}
T(t)=e^{a_{1} t}\left[C_{1} \cos b_{1} t+C_{2} \sin b_{1} t\right] \tag{34}
\end{equation*}
$$

where $a_{1}=-p^{2} k / 2$,

$$
\begin{equation*}
b_{1}=p \sqrt{1-\left(\frac{p k}{2}\right)^{2}} \tag{35}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are constants of integration, which can be determined easily from initial conditions of the plate.

Let us take initial conditions as

$$
\begin{equation*}
T=1 \text { and } \dot{T}=0 \text { at } t=0 \tag{36}
\end{equation*}
$$

Using Equation (36) in Equation (34), we have $C_{1}=1$ and

$$
\begin{equation*}
C_{2}=p^{2} k / 2 b_{1}=-a_{1} / b_{1} \tag{37}
\end{equation*}
$$

Using Equation (37) in Equation (34), one has

$$
\begin{equation*}
T(t)=e^{a_{1} t}\left[\cos b_{1} t+\left(-a_{1} / b_{1}\right) \sin b_{1} t\right] \tag{38}
\end{equation*}
$$

Thus deflection $w$ may be expressed by using Equation (38) and Equation (28) in Equation (3)

$$
\begin{align*}
w= & {\left[X Y \frac{a}{b}(1-X)\left(1-Y \frac{a}{b}\right)\right]^{2} } \\
& {\left[1+\left(-\frac{b_{11}}{b_{12}}\right) X Y\left(\frac{a}{b}\right)(1-X)\left(1-Y \frac{a}{b}\right)\right] }  \tag{39}\\
& \times e^{a_{1} t}\left[\cos b_{1} t+\left(-a_{1} / b_{1}\right) \sin b_{1} t\right]
\end{align*}
$$

Time period of the vibration of the plate is given by

$$
\begin{equation*}
K=2 \pi / P \tag{40}
\end{equation*}
$$

where $p$ is the frequency given by Equation (27).


Figure 1. Variation of time period with taper constant of visco-elastic non homogeneous rectangular plate of linearly varying thickness.


Figure 2. Variation of time period with non homogeneity constant of visco-elastic non homogeneous rectangular plate of linearly varying thickness.


Figure 3. Variation of time period with aspect ratio of visco-elastic non homogeneous rectangular plate of linearly varying thickness.


Figure 4. Transverse deflection $\mathbf{w}$ Vs $\mathbf{X}$ of visco-elastic non homogeneous rectangular plate of linearly varying thickness at initial time $0 . \mathrm{K}$ having constants combination as $\alpha=0.0, \beta=0.0, \alpha_{1}=0.0, \alpha_{4}=0.3, \alpha_{5}=0.2$.


Figure 5. Transverse deflection w Vs $X$ of visco-elastic non homogeneous rectangular plate of linearly varying thickness at initial time $0 . \mathrm{K}$ having constants combination as $\alpha=0.0, \beta=0.6, \alpha_{1}=0.0, \alpha_{4}=0.3, \alpha_{5}=0.2$.

## 5. Results and Discussions

The orthotropic material parameters have been taken as [3]

$$
\begin{gathered}
E_{2}^{*} / E_{1}^{*}=0.32 \\
E^{*} / E_{1}^{*}=0.04 \\
G_{o} / E_{1}^{*}=0.09 \\
\eta_{o} / G_{o}=0.000069
\end{gathered}
$$

$h=0.01$ (plate thickness)
$\rho_{o}=3 \times 10^{5}$ (mass density per unit volume of the plate material)
for calculating the values of this period K and deflecttion w for a orthotropic visco-elastic rectangular plate for different values of taper constant $\beta$, thermal constant ( $\alpha$, $\alpha_{4}, \alpha_{5}$ ), non homogeneity constant $\alpha_{1}$ and aspect ratio a/b at different points for first two modes of vibrations.

Figure 1 shows the result of time period K for different values of taper constant $\beta$ and fixed thermal constant $\alpha=0$ and aspect ratio $\mathrm{a} / \mathrm{b}=1.5$ for two values of non homogeneity constant $\alpha_{1}$ are 0.0 and 0.4 for first two modes of vibration. It can be seen that time period (K) decreases when taper constant ( $\beta$ ) increases for first two modes of vibration.

Figure 2 shows the result of time period K for first two modes of vibration for different values of non-ho-
mogeneity constant $\alpha_{1}$ and fixed aspect ratio $a / b=1.5$ and four combinations of taper constant $\beta$ and thermal constant $\alpha$ are

$$
\begin{aligned}
& \beta=0.0, \alpha=0.0 \\
& \beta=0.0, \alpha=0.8 \\
& \beta=0.6, \alpha=0.0 \\
& \beta=0.6, \alpha=0.8
\end{aligned}
$$

It can be seen that time period K increases when nonhomogeneity constant increases for first two modes of vibration.
Figure 3 shows the result of time period K for different aspect ratio and four combinations of thermal con-
stant $\alpha$, taper constant $\beta$ and non-homogeneity constant $\alpha_{1}$ i.e.

$$
\begin{aligned}
& \alpha=0.8, \beta=0.6, \alpha_{1}=0.0 \\
& \alpha=0.8, \beta=0.6, \alpha_{1}=0.4 \\
& \alpha=0.0, \beta=0.0, \alpha_{1}=0.0 \\
& \alpha=0.8, \beta=0.0, \alpha_{1}=0.4
\end{aligned}
$$

It can be seen that time period K decreases when aspect ratio increases for first two modes of vibration.

Figures 4-7 show the result of deflection for first two modes of vibration for different $\mathrm{X}, \mathrm{Y}$ and fixed aspect ratio $\mathrm{a} / \mathrm{b}=1.5$ for initial time $0 . \mathrm{K}$ and $5 . \mathrm{K}$ for the following combination of thermal constants $\left(\alpha, \alpha_{4}, \alpha_{5}\right)$,


Figure 6. Transverse deflection w Vs $\mathbf{X}$ of visco-elastic non homogeneous rectangular plate of linearly varying thickness at time 5.K having constants combination as $\alpha=0.8, \beta=0.0, \alpha_{1}=0.4, \alpha_{4}=0.3, \alpha_{5}=0.2$.


Figure 7. Transverse deflection w Vs $X$ of visco-elastic non homogeneous rectangular plate of linearly varying thickness at time 5.K having constants combination as $\alpha=0.8, \beta=0.6, \alpha_{1}=0.0, \alpha_{4}=0.3, \alpha_{5}=0.2$.
taper constant $\beta$ and non-homogeneity constant $\alpha_{1}$.
Results are compared with isotropic plate [12] and found to be in very close agreement.
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