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Abstract 

This paper provides a comprehensive overview of critical developments in the field of multiple-input multi-
ple-output (MIMO) wireless communication systems. The state of the art in single-user MIMO (SU-MIMO) 
and multiuser MIMO (MU-MIMO) communications is presented, highlighting the key aspects of these 
technologies. Both open-loop and closed-loop SU-MIMO systems are discussed in this paper with particular 
emphasis on the data rate maximization aspect of MIMO. A detailed review of various MU-MIMO uplink 
and downlink techniques then follows, clarifying the underlying concepts and emphasizing the importance of 
MU-MIMO in cellular communication systems. This paper also touches upon the topic of MU-MIMO ca-
pacity as well as the promising convex optimization approaches to MIMO system design. 

Keywords: Multiple-Input Multiple-Output (MIMO), Multiuser MIMO, Wireless Communications, Beam-
forming, Diversity, Precoding, Capacity 

1. Introduction 
 
Multiple-input multiple-output (MIMO) wireless systems 
employ multiple transmit and receive antennas to in-
crease the transmission data rate through spatial multi-
plexing or to improve system reliability in terms of bit 
error rate (BER) performance using space-time codes 
(STCs) for diversity maximization [1]. MIMO systems 
exploit multipath propagation to achieve these benefits, 
without the expense of additional bandwidth. More re-
cent MIMO techniques like the geometric mean decom-
position (GMD) technique proposed in [2] aim at com-
bining the diversity and data rate maximization aspects 
of MIMO in an optimal manner. These advantages make 
MIMO a very attractive and promising option for future 
mobile communication systems especially when com-
bined with the benefits of orthogonal frequency-division 
multiplexing (OFDM) [3,4]. 

The capacity of an M  N single-user MIMO (SU- 
MIMO) system with M transmit and N receive antennas, 
in terms of the spectral efficiency i.e. bits per second per 
Hz, is given by [1] 

2log det H
NC

M
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I HH
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
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       (1) 

where H is the N  M MIMO channel matrix and ρ is the 

signal to noise ratio (SNR) at any receive antenna. Equa-
tion (1) assumes that the M information sources are un-
correlated and have equal power. Expressed in terms of 
the eigenvalues, Equation (1) can be written as [1] 

2
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where λi represent the nonzero eigenvalues of HHH or 
HHH for N ≤ M and M < N respectively and m = min(M, 
N). Therefore, MIMO systems are capable of achieving 
several-fold increase in system capacity as compared to 
single-input single-output (SISO) systems by transmit-
ting on the spatial eigenmodes of the MIMO channel. 

Equation (2) also shows that the performance of 
MIMO systems is dependent on the channel eigenvalues. 
Very low eigenvalues indicate weak transmission chan-
nels which may make it difficult to recover the informa-
tion from the received signals. Optimal power allocation 
based on the water-filling algorithm can be used to maxi- 
mize the system capacity subject to a total transmit pow- 
er constraint. Water-filling provides substantial capacity 
gain when the eigenvalue spread, i.e., the condition num-
ber λmax/λmin is sufficiently large. 

The MIMO concept becomes even more attractive in 
multiuser scenarios where the network capacity can be 
increased by simultaneously accommodating several users 
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without the expense of valuable frequency resources. 
This paper is arranged as follows: Section 2 provides 

an overview of the current wireless standards which sup- 
port MIMO technologies. Sections 3 and 4 include de-
tailed discussion and performance analysis of various 
important SU-MIMO and multiuser MIMO (MU-MIMO) 
techniques respectively that are proposed for the next 
generation wireless communication systems. In-depth 
description of several MU-MIMO uplink and downlink 
schemes is given in Section 4 followed by a brief discus-
sion of the MU-MIMO capacity. Section 5 provides an 
overview of convex optimization which has become an 
important tool for designing optimal MIMO beamform-
ing systems. Section 6 concludes this work and identifies 
the areas for future research. 
 
2. Current Implementation Status 
 
There has been a lot of research on MIMO systems and 
techniques. MIMO-OFDM WLAN products based on the 
IEEE 802.11n standard are already available. The IEEE 
802.16 wireless MAN standard known as WiMAX also 
includes MIMO features. Fixed WiMAX services are 
being offered by operators worldwide. Mobile WiMAX 
networks based on 802.16e are also being deployed 
while 802.16m is under development. IEEE 802.20 mo-
bile broadband wireless access (MBWA) standard is also 
being formulated which will have complete support for 
mobility including high-speed mobile users e.g., on train 
networks. For other applications like cellular mobile com- 
munications which supports both voice and data traffic, 
MIMO systems are yet to be deployed. However, the 
3GPP’s long term evolution (LTE) is under development 
and adopts MIMO-OFDM, orthogonal frequency-divi- 
sion multiple access (OFDMA) and single-carrier frequ- 
ency-division multiple access (SC-FDMA) transmission 
schemes. The following text presents a more detailed dis- 
cussion of the various technical aspects of these stand- 
ards and technologies. 
 
2.1. IEEE 802.11n Wi-Fi 
 
The IEEE 802.11n WLAN standard incorporates MIMO- 
OFDM as a compulsory feature to enhance data rate. Ini-
tial target was to achieve data rates in excess of 100 Mb/s 
[5]. However, current WLAN devices based on 802.11n 
Draft 2.0 are capable of achieving throughput up to 300 Mb/s 
utilizing two spatial streams in a 40 MHz channel in the 
5 GHz band [6]. 

Initially, there were two main proposals one form the 
WWiSE consortium and the other from the TGnSync 
consortium competing for adoption by the IEEE 802.11 
TGn. However, another proposal by the Enhanced Wire-
less Consortium (EWC) was finally accepted as the first 
draft for IEEE 802.11n [7]. 

The IEEE 802.11n standard proposes the use of the 
legacy 20 MHz channel and also an optional 40 MHz 
channel. The available modulation schemes include 
BPSK, QPSK, 16-QAM and 64-QAM [5,6]. Convolu-
tional coding with different code rates is specified and 
use of low-density parity-check (LDPC) codes is also 
supported [5,8]. The MIMO techniques adopted include 
both spatial multiplexing and diversity techniques. 
Open-loop MIMO (OL-MIMO) techniques which do not 
require channel state information (CSI) at the transmitter 
seem to have been preferred [9]. Non-iterative linear 
minimum mean square error (LMMSE) detection has 
primarily been considered so as to minimize the com-
plexity associated with MIMO detection while ensuring 
reasonably good performance [10]. 

Spatial spreading mentioned in [11] is an open-loop 
MIMO spatial multiplexing technique where multiple 
data streams are transmitted such that the diversity is 
maximized for each of the streams. The MIMO diversity 
techniques introduced in the standard include space-time 
block coding (STBC) and cyclic shift diversity (CSD) 
which extend the range and reception of 802.11n devices. 
In addition, conventional receiver spatial diversity tech-
niques like maximum ratio combining (MRC) are also 
specified. Transmit beamforming is also specified as an 
optional feature [6]. The Cisco Aironet 1250 series ac-
cess point based on 802.11n draft 2.0 supports open-loop 
transmit beamforming [12]. 

802.11n draft 2.0 specifies a maximum of 4 spatial 
streams per channel. Thus, a maximum throughput of 
600 Mb/s can be achieved by using 4 spatial streams in a 
40 MHz channel. In addition to spatial multiplexing and 
doubled channel bandwidth, more efficient OFDM with 
shorter guard interval (GI) and new medium access con-
trol (MAC) layer enhancements (e.g. closed-loop rate 
adaptation [13]) have also contributed to the increased 
throughput of 802.11n [6]. 
 
2.2. IEEE 802.16 WiMAX 
 
The IEEE 802.16 worldwide interoperability for micro-
wave access (WiMAX) is a recently developed wireless 
MAN standard that employs MIMO spatial multiplexing 
and diversity techniques. In addition to fixed WiMAX, 
the IEEE 802.16e Mobile WiMAX standard has also 
been developed and was approved in December 2005 
[14]. Fixed WiMAX networks have already been de-
ployed around the world and Mobile WiMAX deploy-
ments have also started. 

802.16e-2005 is basically an amendment to the 
802.16-2004 standard for fixed WiMAX with addition of 
new features to support mobility. 802.16e specifies the 
2–6 GHz frequency band for mobile applications and the 
2–11 GHz band for fixed applications (The single-carrier 
WirelessMAN-SC PHY specification for fixed wireless 
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access however specifies the 10–66 GHz frequency band 
[15].). It also specifies a license-exempt band between 
5–6 GHz. A cellular network structure is specified with 
support for handoffs and mobile users moving at vehicu-
lar speeds are also supported, thus enabling mobile wire-
less internet access [14,16]. 

In addition to single carrier transmission, the standard 
specifies OFDM transmission scheme with 128, 256, 512, 
1024 or 2048 subcarriers. Both TDD and FDD duplexing 
is specified while the multiplexing/multiple access 
schemes include OFDMA in addition to burst TDM/ 
TDMA. However, scalable OFDMA is specified in all 
mobile WiMAX profiles as the physical layer multiple 
access technique. The various channel bandwidths speci-
fied in the standard include 1.25, 1.75, 3.5, 5, 7, 10, 8.75, 
10, 14 and 15 MHz. WiMAX supports adaptive modula-
tion and coding schemes. The supported modulation 
schemes include BPSK, QPSK, 16-QAM and 64-QAM 
[14,16]. Optional 256-QAM support is provided in the 
WirelessMAN-SCa PHY [15]. Convolutional codes at 
rate1/2, 2/3, 3/4 or 5/6 are specified as mandatory for 
both uplink and downlink. In addition, convolutional 
turbo codes, repetition codes, LDPC and concatenated 
Reed-Solomon convolutional code (RS-CC) are specified 
as optional. The supported data rates range from 1 Mb/s 
to 75 Mb/s [14,16]. 

IEEE 802.16e supports both open-loop and closed- 
loop MIMO. Open-loop MIMO techniques include spa-
tial multiplexing (SM) and space-time coding (STC) 
[14,17,18]. 802.16e includes support for up to four spa-
tial streams and therefore a maximum of 4  4 MIMO 
configuration [14,18]. STC is based on the Alamouti 
scheme (also STBC) and is also called space-time trans-
mit diversity (STTD). It is an optional feature and may 
be used to provide higher order transmit diversity on the 
downlink [14]. 

In closed-loop MIMO, full or partial CSI is available 
at the transmitter through feedback. Eigenvector steering 
is employed to approach full capacity of the MIMO 
channel and water filling can be used to maximize 
throughput by allocating power in an optimal manner 
[9,19]. IEEE 802.16e supports closed-loop MIMO pre-
coding for SM and also closed-loop STC [14,17]. How-
ever, closed-loop MIMO is not yet supported in the latest 
WiMAX Forum Wave 2 profiles [18]. Another MIMO 
mode called “collaborative spatial multiplexing” is also 
specified where two subscriber stations (SS), each hav-
ing a single antenna, use the same subchannel for uplink 
transmission in order to increase the throughput [14,15, 
17,20]. 

The adaptive antenna systems (AAS) supported in 
802.16e also include closed-loop adaptive beamforming, 
which uses feedback from the SS to the base station (BS) 
to optimize the downlink transmission [14,15,18]. 

IEEE 802.16 Task Group m (TGm) has also been set 
up to develop the IEEE 802.16m standard which will 

enable interoperability between WiMAX and 3GPP’s 
Long Term Evolution (LTE) standard for next genera-
tion mobile communications [21,22]. 802.16m is ex-
pected to support high-speed mobile wireless access (up 
to 350 km/h) and peak data rates of over 300 Mb/s us-
ing 4  4 MIMO [22]. 
 
2.3. IEEE 802.20 MBWA 
 
The IEEE 802.20 working group was established to 
draft the IEEE 802.20 Mobile Broadband Wireless Ac-
cess (MBWA) standard which is also nicknamed as 
MobileFi. IEEE 802.20 proposes a complete cellular 
structure and is designed and optimized for mobile data 
services at speeds up to 250 km/h. However, it can also 
support voice services due to very low transmission 
latency of 10–30 ms (better than the 25–40 ms for 
802.16e). User data rates in excess of 1 Mb/s can be 
supported at 250 km/h [23–25]. 

MBWA is designed to operate in the licensed bands 
below 3.5 GHz [24,25]. 2.5 MHz to 20 MHz of up-
link/downlink transmission bandwidth can be allocated 
per cell [25]. For a bandwidth of 5 MHz, peak aggregate 
data rate of around 16 Mb/s can be supported in the 
downlink [23,24] which obviously would be much 
greater for higher bandwidths. 

The transmission scheme is based on OFDM, with 
OFDMA used for downlink transmission while both 
OFDMA and code-division multiple access (CDMA) are 
specified for the uplink. Rotational OFDM is specified as 
an optional scheme. The standard supports both FDD and 
TDD operation. The supported modulation schemes in-
clude QPSK, 8-PSK, 16-QAM and 64-QAM. Support of 
hierarchical (layered) modulation involving the superpo-
sition of two modulation schemes is also included for 
broadcast and multicast services. The specified FEC 
coding schemes include convolutional codes, turbo codes 
and LDPC codes [25]. 

Various MIMO schemes are also supported. STTD 
(based on STBC) and SM are specified for SU-MIMO 
transmission, utilizing up to 4 transmit antennas. STTD 
is particularly important for high speed mobile access. 
Two different stream multiplexing schemes namely sin-
gle codeword (SCW) and multiple codeword (MCW) 
may be employed for MIMO transmission. These sche- 
mes also support closed-loop MIMO downlink transmis-
sion with rank adaptation. Both schemes utilize linear 
precoding at the BS for transmit beamforming based on 
the feedback of a suitable precoding matrix from the user 
equipment’s (UE’s) codebook to the BS. The standard 
also supports MU-MIMO or space-division multiple ac-
cess (SDMA) transmission in the downlink which in-
volves multiuser scheduling and precoding at the BS 
depending upon the feedback of the preferred precoding 
matrix index and differential channel quality indicator 
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(CQI) reports from the UEs [25]. 
The IEEE 802.20 standard was supposed to be avail-

able in 2006 but was delayed due to lack of support from 
some of the key vendors and the political turmoil within 
the standards forum [23]. However, it was finally ap-
proved in June 2008 and made available by the end of 
August 2008 [25]. 
 
2.4. 3GPP LTE 
 
The 3rd generation partnership project’s (3GPP) long 
term evolution (LTE) project is aimed at developing a 
new mobile communications standard for gradual migra-
tion from 3G to 4G. LTE physical layer is almost near 
completion. It specifies an OFDM based system with 
support for MIMO. Downlink transmission is based on 
OFDMA while SC-FDMA is used for the uplink due to 
its low PAPR characteristics. It supports both TDD and 
FDD operation. A packet switching architecture is speci-
fied for LTE [26,27]. 

LTE supports scalable bandwidths of 1.25, 2.5, 5, 10 
and 20 MHz. Peak data rates of 100 Mb/s and 50 Mb/s 
are supported in the downlink and the uplink respectively, 
in 20 MHz channel. The standard specifies full perform-
ance within a cell up to 5 km radius and slight degrada-
tion from 5–30 km. Operation up to 100 km may be pos-
sible. It also supports high-speed mobility with high per-
formance at speeds up to 120 km/h while the E-UTRAN 
(Evolved Universal Terrestrial Radio Access Network 
i.e., LTE’s RAN) should be able to maintain the connec-
tion up to 350 km/h, or even up to 500 km/h. LTE also 
specifies very low latency operation with control plane 
(C-plane) latency of < 50-100ms and user plane (U-plane) 
latency of < 10 ms [27,28]. 

The single-user MIMO techniques supported include 
STBC and SM. Closed-loop multiple codeword (MCW) 
SM with codebook based precoding and with support for 
cyclic delay diversity (CDD) is specified. A maximum of 
two downlink spatial streams are specified. LTE also 
supports MU-MIMO in the downlink as well as in the 
uplink. Closed-loop transmit diversity using MIMO 
beamforming with rank adaptation is also supported. The 
supported antenna configurations for the downlink in-
clude 4  2, 2  2, 1  2 and 1  1 whereas 1  2 and 1  1 
configurations are supported in the uplink [27,29,30]. 
However, multiple UE antennas in the uplink may be 
supported in future. 
 
3. Single-User MIMO Techniques 
 
Various open-loop and closed-loop SU-MIMO tech-
niques are discussed in the following text along with 
performance analysis and comparison. Some of the tech-
niques mentioned herein have already been adopted for 
the current standards while other advanced methods are 

likely candidates for the next generation wireless sys-
tems. 
 
3.1. V-BLAST 
 
The vertical Bell Laboratories Layered Space-Time (V- 
BLAST) [31] is one of the very first open-loop spatial 
multiplexing MIMO systems which has been practically 
demonstrated to achieve much higher spectral efficien-
cies than SISO systems, in rich scattering environments. 
In V-BLAST, a single data stream is demultiplexed into 
multiple substreams which are mapped on to symbols 
and then transmitted through multiple antennas. Inter- 
substream coding is not employed in V-BLAST, how-
ever channel coding can be applied to the individual sub-
streams for reduction of bit error rate (BER). CSI in a 
V-BLAST system is available at the receiver only by 
means of channel estimation. Figure 1 shows the simple 
block diagram of a V-BLAST system. 

V-BLAST detection can be accomplished by using 
linear detectors like zero-forcing (ZF) or minimum mean 
square error (MMSE) detector along with symbol can-
cellation (also called successive interference cancella-
tion). Symbol cancellation is a nonlinear technique 
which enhances the detection performance by subtracting 
the detected components of the transmit vector from the 
received symbol vector [31]. This technique, however, is 
prone to error propagation. 

The QR decomposition of the MIMO channel matrix 
 can be used to represent the ZF nulling in V-BLAST 

[2]. Assuming a frequency-flat fading MIMO channel, 
the corresponding sampled baseband received signal for 
a V-BLAST system with M transmit and N receive an-
tennas (M ≤ N) is therefore given by 

H

 
 

y Hx n

QRx n
                (3) 

where Q is an N  M unitary matrix with orthonormal 
columns, R is a M  M upper triangular matrix, x is the 
transmitted signal and n represents the noise vector. The 

 

 

Figure 1. V-BLAST system block diagram [31]. 
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ii

discrete-time index is dropped to simplify notation. Mul-
tiplying both sides of Equation (3) by QH gives 

 y Rx n                       (4) 

The sequential signal detection in V-BLAST can be 
accomplished as follows [2]: 
for  : 1:1i M 

    1
ˆ ˆ /

M

i i ij jj i
x y r x

 
  C r 

  

end 
where represents mapping to the nearest modulation 
symbol. 

C

The results for an initial V-BLAST prototype mentioned 
in [31] yielded spectral efficiencies of 20–40 bps/Hz in 
indoor scenarios which is quite impressive. However, 
later has shown that V-BLAST also performs reasonably 
well in mobile scenarios and can be employed for MIMO- 

OFDM systems as well and further improvements have been 
suggested in the literature. [32] proposes an extension of 
V-BLAST incorporating power and rate feedback which 
approaches closed-loop MIMO capacities. Equal power 
allocation with per-antenna rate control (PARC) pro-
duces the best results for the proposed system. PARC 
enables the transmitter to select the appropriate data rate 
and the associated modulation and coding scheme (MCS) 
for each transmit antenna based on the feedback of 
channel quality information from the receiver [33]. 

It presents a comparison between a modified V-BLAST 
system with limited feedback (including the modulation 
index and the number of streams to be used) and 
closed-loop MIMO (CL-MIMO) in [34]. CL-MIMO 
shows 15.1% throughput improvement for Rayleigh fad-
ing channel, 48.1% for spatially correlated channel and 
104% for the case of a realistic channel model, at SNR of 
25 dB. Figure 2 shows these results. 

 

      
(a)                                                           (b) 

 
  (c) 

Figure 2. Throughput for (a) Rayleigh fading channel, (b) Spatial correlation channel and (c) Realistic channel model [34]. 
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3.2. Spatial Multiplexing with Cyclic Delay  

Diversity 
 
Spatial multiplexing (SM) can be combined with a sim-
ple diversity technique such as cyclic delay diversity 
(CDD) to obtain much better performance as compared 
to regular SM systems like V-BLAST. Such a system 
which combines SM and MIMO diversity is referred to 
as a joint diversity and multiplexing (JDM) system [35]. 
SM with CDD is also specified in the 3GPP LTE stan-
dard [30]. 

It proposes a cyclic delay assisted SM-OFDM 
(CDA-SM-OFDM) system which does not require any 
CSI at the transmitter, however complete CSI is required 
at the receiver [35]. Figure 3 shows the transmitter and 
receiver block diagram. 

The blocks denoted  perform the cy-

clic delay operation which involves cyclic shifting of the 
signal within each group of 

 ,,, 21 

  transmit antennas per 
SM branch. If there are P  SM branches then the total 
number of transmit antennas is P . The receiver for 
CDA-SM-OFDM system is similar to V-BLAST. 

CDD increases the channel frequency-selectivity since 
cyclic shifting of the OFDM signal and then adding those 
shifted signals linearly at the receiver inserts virtual ech-
oes on the channel response. The resulting higher order 
frequency diversity can be exploited by any coded 
OFDM (COFDM) system [35]. 

Figure 4 shows a comparison of the CDA-SM-OFDM 
system capacity with 2  2 and 4  2 SM-OFDM systems. 
Here it can be seen that the capacity of the CDA-SM- 

 

 
(a) CDA-SM-OFDM transmitter 

 
(b) CDA-SM-OFDM receiver 

Figure 3. CDA-SM-OFDM system transmitter and receiver 
[35]. 

OFDM system lies between that for the two SM-OFDM 
systems. However, the capacities for the SM-OFDM 
systems are plotted for the ideal case i.e. with the best 
possible STC and channel coding schemes. It can also be 
seen that the outage capacity i.e. the capacity obtained 
below 10% of the times, for the CDA-SM-OFDM system 
is much higher than the 2  2 SM-OFDM and closer to 
the 4  2 SM-OFDM. Thus the system performance for 
the CDA-SM-OFDM system shows a significant in-
crease just by employing a simple STC i.e. CDD. 

It has also be shown in [35] that the eigenvalue spread 
for the CDA-SM-OFDM system is generally higher than 
both the SM-OFDM schemes and this means that ei-
gen-beamfoming can be employed for CDD based SM 
systems. In fact, the 3GPP LTE standard incorporates 
CDD based SM with precoding and specifies precoding 
matrices for small and large delay CDD [30]. 

Figure 5 provides a comparison of the average spectral 

 

 

Figure 4. Comparison of system capacity for 4  2 CDA- 
SM-OFDM system with 2  2 and 4  2 SM-OFDM system 
[35]. 

 

 

Figure 5. Average spectral efficiencies in bps/Hz [35]. 

Copyright © 2010 SciRes.                                                                                IJCNS 



F. KHALID  ET  AL. 219
 
efficiencies of 2  2 SM-OFDM systems and 4  2 
CDA-SM-OFDM systems for a low user mobility indoor 
WLAN scenario. Here it can be seen that the 4  2 
CDA-SM-OFDM systems provide much higher spectral 
efficiencies at low SNR values. 
 
3.3. Singular Value Decomposition Based MIMO 

Precoding 
 
Singular value decomposition (SVD) based MIMO pre-
coding is a closed-loop MIMO scheme where the pre-
coding filter at the transmitter is designed by taking the 
SVD of the MIMO channel matrix H. 

[36] provides an analysis of the classical SVD based 
MIMO precoding scheme, SVD based precoding with 
ZF equalization, SVD based precoding with MMSE 
equalization and also an improved SVD based precoding 
technique. All of these schemes are analyzed with realis-
tic channel knowledge at the transmitter. Figure 6 shows 
the block diagram of the SVD based MIMO-OFDM 
transmitter and receiver. 
 
3.3.1. Classical SVD Precoding and Equalization 
In SVD based techniques, the channel matrix  of a 
MIMO system with  transmit antennas and  

receive antennas, is decomposed as 

H

tN rN

HH UDV                    (5) 

where  and  are unitary matrices 

while 

r tN NU 
t tN N

t tN NV 
D   is a diagonal matrix consisting of the 

ordered singular values . id

The classical SVD approach utilizes matrix  for 
precoding at the transmitter. The columns  of matrix 

 are the eigenvectors of 

V

iv

V HHH . The received signal is 
given by 

 r HVs n                    (6) 

where  is a vector of  information symbols s is  and 

 is the noise vector corresponding to an additive white 
Gaussian noise (AWGN) process with variance 
n

2
n  for 

each element. At the receiver, matrix HU  is employed 
for equalization and the detected signal vector is given 
by 

H H H

H H H

H

  

 

 

y U r U HVs U n

U UDV Vs U n

y Ds U n

        (7) 

Each individual received signal can be written as 

i i iy d s ni                     (8) 

 

 
(a) 

 
(b) 

Figure 6. SVD based MIMO-OFDM system (a) Transmitter and (b) Receiver [36]. 
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where  represents the i-th element of '

in HU n . The 

corresponding SISO SNR values are then given by 
2

2
22

i
i i

n

s
SNR d


                   (9) 
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Equations (8) and (9) show that the singular values 
represent the MIMO processing gain for each of the ei-
genmodes. Therefore, SVD based MIMO precoding re-
quires adaptive modulation and bit loading techniques 
for capacity maximization [36]. 
 
3.3.2. SVD Precoding with ZF Equalization 
Linear ZF equalization can also be used at the receiver 
which is based on the inversion of the estimated MIMO 
channel matrix. ZF equalization requires the estimation 
of the product of at the receiver. Assuming ideal 
channel knowledge at the receiver, the detected signal 
can then be given by 

HV

 
   







 

y HV r

HV HVs HV n


           (10) 

  1 y s UD n                     (11) 

where  represents the pseudo inverse.  
 
3.3.3. SVD Precoding with MMSE Equalization 
MMSE equalization is based on minimizing the mean 
square error (MSE) between the transmitted and detected 
symbols. The minimum mean square error is given by 

 2
ˆmin i ie s s  

H

                 (12) 

where  is the transmitted symbol and  represents 

the received symbol. The detected signal for SVD based 
MIMO MMSE equalization is given by 

is îs

     
1

2 H

nK


   y I HV HV HV r   (13) 

with tK N  utilized eigenmodes. As seen from Equa-

tion (13), MMSE MIMO equalization also requires the 
precoding matrix  at the receiver. V
 
3.3.4. Improved SVD Precoding Technique with  

Realistic Channel Knowledge 
An improved SVD based MIMO precoding technique is 
also proposed in [36] which maximizes MIMO capacity 
while considering realistic channel knowledge at the 
transmitter rather than the ideal one. The MIMO capacity 
for realistic channel knowledge is given by 

2

2
2 2

1

log 1
2

tN
i

H i
i n

s
C d



 
 
 
 

               (14) 

where  represent the singular values for the case of 

realistic channel knowledge. The improved technique 
considers the 

id

K  strongest eigenmodes for transmission 
with tK N  if the following statement is fulfilled. 

2 2

2 2
2 22 2

1 1

log 1
tN

log 1
2 2

K
i it

i i
i in n

s sN
d d

K  

   
     
   
   

     (15) 

The remaining eigenmodes which correspond to the 

tN K  unused eigenvectors of the precoding matrix 

 are not utilized. V
 
3.3.5. Performance Comparison    
Figure 7 shows the BER performance comparison of the 
classical SVD, ZF and MMSE equalization schemes for 
a 4  4 MIMO-OFDM system. A curve for ideal ZF 
equalization is also provided for reference. It is clear 
from the comparison that MMSE equalization provides 
the best results with realistic channel estimation. 

Figure 8 shows the performance comparison of the 

 

 

Figure 7. BER performance of uncoded 4  4 SVD based 
MIMO systems [36]. 

 

 

Figure 8. BER performance of an uncoded 4  4 SVD based 
MIMO system with MMSE equalization [36]. 
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MMSE equalization scheme with different values of  
(utilized eigenmodes) for an uncoded 4  4 MIMO sys-
tem with realistic channel knowledge at the transmitter. 
The BER curve for the case of ideal channel knowledge 
is also provided. The MMSE equalization scheme pro-
vides the best performance for  = 2 utilized eigen-
modes selected according to Equation (15). 

K

K

 
3.4. Geometric Mean Decomposition (GMD) 

Based MIMO 
 
GMD based MIMO [2] is also a closed-loop joint trans-
ceiver design scheme which aims at optimally combining 
the benefits of MIMO diversity and spatial multiplexing. 
This technique utilizes the GMD of the MIMO channel 
matrix for precoder and equalizer design when the CSI is 
available at both the transmitter and the receiver. It is 
also applicable to MIMO-OFDM systems. 

GMD calculation algorithm in [2] starts from the SVD 
of the channel matrix  which is given according to 
Equation (5) 

H

HH UDV  

The GMD is then given by 
H H
R R

H

H UU RV V

QRP
          (16) 

where  and  are semi-unitary matrices, P  being 

the linear precoder at the transmitter. 

Q P
K KR   is an 

upper triangular matrix whose diagonal elements are the 
geometric mean of the K  nonzero singular values of 

. The GMD scheme thus decomposes the MIMO 
channel into identical parallel subchannels which makes 
the symbol constellation selection and the overall system 
design much simpler. GMD can also be seen as an ex-
tended QR decomposition. 

H

GMD MIMO can be implemented with the V-BLAST 
receiver and also with the zero-forcing dirty paper pre-
coder (ZFDP). The V-BLAST technique has been dis-
cussed earlier in the text. The ZFDP technique also in-
volves sequential nulling and cancellation but at the 
transmitter and utilizes CSI at the transmitter only. 

The ZFDP scheme combines QR decomposition and 
“dirty paper” precoding. The QR decomposition for 
ZFDP is given by 

H H QR
 

                (17) 

The sampled baseband received signal is then given by 

H Hy R Q x n


            (18) 

Substituting  we have x Qx
 

H y R x n
 

              (19) 

Let  be the transmitted symbol vector then 

should satisfy 

1Ks 

x


 diag HR s R x
  

              (20) 

where the left-hand side represents the element-wise 

multiplication of the diagonal elements of  with the 
elements of . The solution to Equation (20) is then 

R


s

   1
diagH 

x R R s
 

           (21) 

The ZFDP scheme, unlike V-BLAST, does not suffer 
from the error propagation problem. However, due to the 
matrix inversion in Equation (21) the norm of  can be 
significantly amplified resulting in increased transmitter 
power consumption. This problem can be resolved by 
using the Tomlinson-Harashima precoder to restrict the 
transmit signal level within acceptable limits [2]. 

x


 
3.4.1. Combining GMD with V-BLAST and ZFDP 
The GMD-VBLAST scheme can be implemented begin-
ning with the GMD of the channel matrix, HH QRP . 
The information symbol vector  is then encoded by 
the linear precoder  resulting in the transmit signal 

s
P

x Ps . The resulting signal at the receiver is then given 
by 

 y QRs n                   (22) 

which can be decoded simply by using the V-BLAST 
receiver. GMD-ZFDP scheme can be also be imple-
mented in a similar way. The resulting K  independent 
and identical subchannels are given by 

    ; 1, ,i H i iy x n i    K       (23) 

where H  represent the subchannel gain and are in fact 

the identical diagonal elements of the matrix  [2]. R
 
3.4.2. Performance 
Some simulation results from [2] depicting the perform-
ance of GMD based MIMO schemes are presented in the 
following text, assuming independent identically distrib-
uted (i.i.d) Rayleigh flat fading channels. Figure 9 shows 
a comparison of the capacity of GMD-MIMO with other 
schemes for 4  4 MIMO configuration. The informed 
transmitter (IT) curve corresponds to the Shannon chan-
nel capacity when CSI is available at both the transmitter 
and the receiver while the uninformed transmitter (UT) 
curve corresponds to the channel capacity when CSI is 
not available at the transmitter. MTM and MMD are both 
linear precoder design schemes for linear transceivers. 
MTM is based on the minimization of the trace of the 
MSE matrix while MMD minimizes the maximum di-
agonal elements of the MSE matrix resulting in near- 
optimal performance. Clearly, GMD outperforms both 
MTM and MMD at high SNR and approaches optimal 
capacity. The capacity loss of GMD at low SNR is due to 
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the ZF receiver. Based on GMD, the authors of [2] have 
also proposed another scheme called uniform channel 
decomposition (UCD) which can decompose a MIMO 
channel into identical subchannels in a strictly capacity 
lossless manner [37]. 

Figures 10 and 11 show the BER performance com-
parison of GMD-MIMO with ordered MMSE-VBLAST, 
MTM and MMD for 2  4 and 4  4 MIMO configura-
tions respectively. GMD achieves much higher perform-
ance particularly at high SNR. 

Figure 12 shows a performance comparison of GMD- 
VLBAST and GMD-ZFDP when combined with OFDM 
for ISI suppression. GMD-VBLAST results in perform-
ance loss of about 2 dB because of error propagation. 
 
3.5. Turbo-MIMO Systems 
 
Turbo-MIMO systems represent a class of MIMO com- 

 

 

Figure 9. Average capacity for 4  4 MIMO configuration [2]. 

 

 

Figure 10. BER performance for 2  4 MIMO configuration [2]. 

 

Figure 11. BER performance for 4  4 MIMO configuration [2]. 

 

 

Figure 12. BER performance of GMD based MIMO-OFDM 
systems [2]. 

 
munication systems that combine the turbo-processing 
principle used in turbo coding with MIMO. These syste- 
ms aim at attaining channel capacity close to the Shan-
non limit for MIMO channels with manageable comple- 
xity and can be implemented from diversity maximiza-
tion or SM aspects [38]. 

A turbo-MIMO architecture known as TurboBLAST 
is presented in [39]. This MIMO system is based on ran-
dom layered space-time (RLST) coding which is a comb- 
ination of independent block-time coding and space-time 
interleaving. The receiver uses iterative turbo-processing 
for RLST decoding and estimation of the flat fading 
MIMO channel matrix. A similar turbo-MIMO system 
based on space-time bit-interleaved coded modulation 
(ST-BICM) is presented in [38]. ST-BICM codes are 
formed by concatenation of a turbo encoded sequence 
and ST interleaving. 
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Figure 13 shows the block diagram of a ST-BICM 
MIMO system transmitter. The information bits are turbo 
encoded based on a linear forward error correction (FEC) 
code represented as the outer code. The encoded se-
quence is then bit-interleaved using a space-time pseudo- 
random interleaver denoted by  in the figure. Each 
interleaved substream is then independently mapped onto 
M-ary PSK or QAM symbols and transmitted using a 
separate antenna. The inner code basically represents a 
linear space-time mapper which allows for a flexible 
MIMO design with optimal diversity order and multi-
plexing gain or a desired tradeoff between the two. 
STBCs can be used to obtain the maximum diversity 
order while a symbol multiplexer can be used if full mul-
tiplexing gain is desired [38]. 



Figure 14 shows a double iterative decoding receiver 
for the ST-BICM MIMO system. It operates in two sta- 
ges consisting of inner and outer iterative decoding loops. 
The inner and outer decoders are separated by an inter-

leaver and a deinterleaver represented by  and  1  

respectively. This arrangement decorrelates the corre-
lated outputs between the two stages. The decorrelator 
compensates for the interleaving operation at the trans-
mitter. The two stages iteratively exchange information, 
producing a better estimate of the transmitted symbols 
after each iteration, until the receiver converges [38]. 

The inner decoder is in fact a MIMO detector, the op-
timal choice being the maximum a posteriori probability 
(MAP or APP) detector/decoder. However, due to the 
excessive computational complexity of APP detection, 
reduced-complexity near-optimal detectors like MMSE- 
SIC or reduced-complexity APP detectors e.g. the list- 
sphere detector (LSD), iterative tree search (ITS) and 
multilevel bit mapping ITS (MLM-ITS) detectors can be 
used. 

The outer decoder consists of a channel turbo decoder 
with two decoding stages separated by an interleaver and 
a deinterleaver denoted by α and α-1 respectively in Fig-
ure 14. This arrangement forms the outer iterative de-
coding loop of the ST-BICM MIMO receiver [38]. 

 

 

Figure 13. ST-BICM MIMO system transmitter [38]. 

 

 

Figure 14. Receiver structure for the ST-BICM MIMO system [38]. 
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3.5.1. Performance 
Figure 15 shows the BER performance of a simulated 8 
 8 ST-BICM MIMO system using a rate-1/2, memory 2 
turbo code as the outer channel code, with feed-forward 
and feedback generators 5 and 7 (octal) respectively. A 
block fading channel is assumed for the inner encoder 
which remains constant for a block size of 192 informa-
tion bits with each block representing a statistically in-
dependent channel realization. A rich scattering Rayleigh 
MIMO model is used to select the elements of the 
MIMO channel matrix. 4 iterations are used in the inner 
decoder loop while 8 iterations are used in the outer 
channel decoder loop. The figure shows a comparison for 
different modulation schemes with MMSE-SIC and 
MLM-ITS inner detectors. The performance of MLM- 
ITS detection increases with larger list size M however, 
at the cost of increased complexity. The respective ca-
pacity limits for QPSK, 16-QAM and 64-QAM are also 
shown. At BER = 10-5 and M = 64, The ST-BICM sys-
tems using QPSK, 16-QAM and 64-QAM operate 1, 4 
and 6 dB away from their respective capacity limits [38]. 

Figure 16 shows the BER performance of the ST- 
BICM system using MLM-ITS detector as the no. of 
iterations in the outer decoder increase from 1 to 5. 
Clearly the performance improves with the no. of itera-
tions which pertains to only a linear increase in complex-
ity. However, it can also be seen that the performance 
gain between successive iterations diminishes somewhat 
due to the feedback of correlated noise. Further increase 
in iterative gain can be achieved by using larger inter-
leavers [38]. 
 
3.6. Limited Feedback Strategies for Closed-loop 

MIMO Systems 
 
Certain closed-loop MIMO systems like the SVD and 
GMD based systems assume the availability of full CSI 
at the transmitter. Full CSI is available at the transmitter 
in a TDD system with duplex time less than the channel 
coherence time due to the reciprocity of the channel 
while in a FDD system a feedback channel for CSI is 
required thus consuming additional bandwidth. However, 
in practical scenarios the extra load resulting from large 
 

CSI feedback is not desirable and may not even be pos-
sible e.g. in case of rapidly varying mobile channels. 
Furthermore, results have shown that performance close 
to that with full CSI can be achieved by using limited 
feedback strategies utilizing only a few bits of feedback. 
Figure 17 shows the block diagram of a limited feedback 
MIMO system [40]. 

 

 

Figure 15. BER performance of 8  8 ST-BICM MIMO sys- 
tem with different modulation and inner detection schemes 
[38]. 

 

 

Figure 16. BER performance of 8  8 ST-BICM MIMO sys- 
tem with different no. of iteration in the outer decoder [38]. 

 

Figure 17. Limited feedback closed-loop MIMO system [40]. 
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The feedback may be based on channel quantization or 
quantization of some properties of the transmitted signal. 
Channel quantization involves vector quantization (VQ) 
of the channel matrix H as depicted in Figure 18. The 
quantized version of the MIMO channel can then be fed 
back to the transmitter. However, it has been observed 
that quantization of the entire channel may not be neces-
sary and it may be sufficient to include only some part of 
the channel structure like the channel singular vectors. 
For example, the optimal precoding matrix for an i.i.d 
MIMO channel consists of the eigenvectors of the chan-
nel covariance matrix, as columns. The feedback overhe- 
ad may be further reduced by using only a limited num-
ber of quantized weighting vectors or matrices for pre-
coding. This collection of precoding matrices is known 
as a precoding codebook and is shared by the transmitter 
and the receiver. The feedback consists of bits repre-
senting a particular precoding matrix within the code-
book [40,41]. 

A large codebook length for vector quantization sche- 
mes results in increased complexity at the receiver due to 
the exhaustive search required for selecting a precoding 
matrix. In such cases, when the codebook length and 
therefore the corresponding no. of feedback bits B is 
large, scalar quantization of the elements of the precod-
ing matrix can be employed instead. However, for small 
values of B, scalar quantization may become too inaccu-
rate. In such cases, performance of scalar quantization 
can be improved by using the reduced rank approach 
where the columns of the precoding matrix are con-
strained to lie within a subspace of dimension less than 
the no. of transmit antennas  [40]. tN

Figure 19 shows the symbol error rate (SER) perform- 
ance of a simulated 4  5 limited feedback MIMO bea- 
mformer with different feedback strategies. The system 
uses 16-QAM modulation for transmission and MRC at 
the receiver. Optimal BF in the figure represents the op-
timal beamformer with unquantized feeback and full CSI 
at the transmitter. Grassmannian BF (6-bit) represents 
signal adaptive beamforming using a 6-bit feedback VQ 
codebook and results in the best performance, lying 
within 0.7 dB of the optimal BF and approximately 1dB 
better than the 40-bit channel quantization which suffers 
from large quantization error. The 6-bit quantized re-
duced rank (RR) beamformer with dimension D = 3, 
performs close to the 40-bit channel quantization [40]. 

 

 

Figure 18. Channel Quantization [40]. 

 

Figure 19. Limited feedback beamformer performance for 
4  5 MIMO configuration [40]. 

 
3.6.1. Link Adaptation without Precoding 
In addition to the precoding matrix, other information e.g. 
the received signal to interference and noise ratio (SINR) 
may also be included in the feedback for link adaptation. 
However, some MIMO schemes like the modified V- 
BLAST schemes in [32,34] rely solely on this type of 
feedback without any precoding information. 

Another example is the 2-codeword multiple code-
words (2CW-MCW) scheme for FDD MIMO-OFDM 
cellular systems proposed in [41] that uses SINR feed-
back for each stream to select a suitable modulation and 
coding scheme (MCS) for each of the two simultane-
ously transmitted codewords. The two codewords are 
mapped onto 2 and 4 streams respectively for 2  2 and 4 
 4 antenna configurations. The mapping may either be 
fixed or adaptive. Adaptive mapping also makes use of 
the SINR feedback. Precoding is not used in this scheme 
resulting in reduced feedback overhead. 
 
3.6.2. Partial Feedback Schemes 
Partial feedback schemes for MIMO systems are based 
on the feedback of statistical channel information along 
with some instantaneous channel quality indicator (CQI) 
e.g. SNR, SINR etc. to the transmitter. A partial feed-
back scheme for MIMO-OFDM systems involving the 
decomposition of MIMO channel covariance matrix is 
presented in [42]. 

The covariance matrix R is calculated from the esti-
mated MIMO channel matrix H (for the k-th subcarrier) 
at the receiver and is given by 

 E HR H H                 (24) 

The matrix R is then decomposed using SVD which is 
given by 

H
Stat Stat StatR U Λ V              (25) 

where is a diagonal matrix containing the singular StatΛ
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values while  and  are unitary matrices. The 

feedback includes the matrix  and the column 

vectors of  for power allocation and spatial proc-

essing (precoding) at the transmitter [42]. 

StatU

Stat

StatV

StatΛ

V

Figure 20 shows the block diagram of a T RN N  

MIMO-OFDM system based on this partial feedback 
scheme which transmits  spatial streams using  

OFDM subcarriers. The received signal vector for the 
k-th subcarrier is given by 

SN

HQAx

TN

CN

y =                 (26) 

where x is the transmit data vector, H is the MIMO 
channel matrix for the k-th subcarrier, A is a diagonal 
matrix with  diagonal elements determined by the 

matrix  feedback for power allocation to the active 

spatial streams, and the 

SN

StΛ at

SN matrix Q represents a 

spatial processing transformation which maps the spatial 
streams to the transmit antennas. The Q matrix is con-
structed from the vectors of  received at the trans-

mitter via feedback and is used to maximize the received 
energy for each transmitted spatial stream. This enables 

StatV

maximum ratio transmission (MRT) and SVD beam-
forming along with tracking of spatial variations of the 
MIMO channel [42]. 

The MIMO channel covariance and the corresponding 
channel singular values do not vary rapidly with time 
even at vehicular speeds around 100 km/h [42]. This 
greatly reduces the feedback load on the system and 
makes this closed-loop MIMO-OFDM system suitable 
for mobile environments. 

Figures 21 and 22 show the simulated frame error rate 
(FER) performance of the proposed MIMO-OFDM sys-
tem in comparison with open-loop SM and perfect CSI 
feedback MIMO-OFDM systems, for 2  2 and 4  4 
MIMO configurations respectively. The figures include 
FER performance curves for QPSK and 64-QAM modu-
lation in a low speed mobile scenario using the ITU PB 
channel profile with vehicular speeds of 3 km/h. The 
OFDM scheme is based on 512-point FFT with 15 sub-
channels for data transmission each consisting of 20 con-
tinuous subcarriers, for a total bandwidth of 5 MHz. The 
frame duration is about 0.5ms. Turbo coding is employed 
for FEC and MMSE detection is used at the receiver.  

 

 

Figure 20. MIMO-OFDM system with partial feedback [42]. 

 

 

Figure 21. FER performance for coded 2  2 MIMO con-
figuration [42]. 

 

Figure 22. FER performance for coded 4  4 MIMO con-
figuration [42]. 
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Equal power allocation is used for the open-loop SM 
system while water-filling is used for the closed-loop 
systems. Ideal channel knowledge is assumed at the re-
ceiver for all systems and antenna correlations are not 
considered [42]. 

As seen from the results, the proposed system operates 
quite close to the perfect CSI feedback system and shows 
substantial performance gain over the open-loop system. 
The small performance loss in comparison with the per-
fect feedback system is primarily due to the quantization 
error associated with limited feedback [42]. 

Efficient feedback reconstruction algorithms for im-
provement of the closed-loop transmit diversity scheme 
constituting the mode 1 of 3GPP’s wideband code-divi-
sion multiple access (WCDMA) 3G standard are pre-
sented in [43]. These algorithms efficiently reconstruct 
the beamforming weights at the transmitter while con-
sidering the effect of feedback error. Performance results 
for vehicular speeds up to 100 km/h are provided. The 
proposed techniques are applicable to closed-loop MI- 
MO diversity systems and may possibly be extended to 
4G systems. 

In [44], the optimal MIMO precoder designs for fre-
quency-flat and frequency-selective fading channels are 
presented, assuming partial CSI at the transmitter con-
sisting of transmit and receive correlation matrices. The 
elements of transmit and receive correlation matrices are 
determined from the respective transmit and receive an-
tenna spacing and angular spread. It is shown that from 
the capacity maximization perspective, the optimal pre-
coder for a frequency-flat fading channel is an ei-
gen-beamformer. On the other hand, the optimal pre-
coder for a frequency-selective fading channel repre-
sented by L uncorrelated effective paths consists of P + L 
parallel eigen-beamformers where P is an arbitrary value 
depending on the no. of vectors in a transmission data 
block [44]. 

A closed-loop limited feedback MIMO scheme called 
multi-beam MIMO (MB-MIMO) is proposed in [45] for 
3GPP LTE E-UTRA downlink. MB-MIMO employs 
multiple fixed beams at the base station (Node B) to 
transmit multiple data streams. The no. of beams and 
data streams to be used are adaptively selected using a 
codebook at the UE. The selected precoding vectors or 
beam indices constituting a precoding matrix are then fed 
back to the Node B. The MB-MIMO scheme can adap-
tively switch between MIMO SM and transmit beam-
forming (Tx-BF) modes. Tx-BF is used if a single beam 
is selected and SM is used if multiple beams are selected. 

The proposed scheme eliminates the need for a hard-
ware calibrator (HW-CAL) at Node B that was required 
for a previously proposed MB-MIMO implementation. 
HW-CAL compensates the phase variations caused by 
RF components and was needed to align the phase con-
dition of each transmit antenna element for maximizing 
the transmit beamforming gain. The proposed scheme 

uses a larger codebook based on an extended precoding 
matrix which includes phase terms that can be controlled 
to align the phase condition of the 4 node B antenna 
elements. This results in high beamforming gain even 
without HW-CAL. However, 4 additional bits or a total 
of 8 bits are required for feedback, which is still a small 
number. 
 
3.7. MIMO over High-Speed Mobile Channels 
 
Open-loop MIMO diversity techniques like STC and 
space frequency coding (SFC) are appropriate choices 
for high-speed mobile channels that vary rapidly with 
time. In such scenarios, maintaining a reliable link be-
comes the foremost priority rather than maximizing sys-
tem throughput. 

High-speed mobile channels undergo fast fading whi- 
ch may cause time variation of the fading channel within 
an OFDM symbol period. This results in the loss of sub-
channel orthogonality and leads to interchannel interfer-
ence (ICI) due to the distribution of leakage signals over 
other OFDM subcarriers. The error floor associated with 
ICI increases with the speed of the mobile terminal [46]. 

An improved MIMO-OFDM technique for high-speed 
mobile access in cellular environments is proposed in 
[46]. This technique reduces ICI and provides diversity 
gain as well as noise averaging even for highly correlated 
channels. ICI is reduced by transmitting weighted data 
on adjacent subcarriers. The weights are selected such 
that the mean ICI power is minimized. The adopted 
weight selection procedure however results in subopti-
mal weights. Diversity gain in [46] is achieved by using 
space-frequency block coding (SFBC) which is based on 
Alamouti code but the coding is applied in frequency 
domain i.e. to OFDM subcarriers rather than to OFDM 
symbols in time domain [47]. Figure 23 shows the data 
assignment scheme for the 2  1 SFBC-OFDM system, 
without the weighting factors. The transmit data is as-
signed to subcarrier groups each consisting of two adja-
cent subcarriers, as shown in the figure. 

Instead of SFBC, other diversity techniques such as 
STBC, space-frequency trellis coding (SFTC), maximal- 

 

 

Figure 23. Data assignment scheme for ICI reduction in 2  
1 SFBC-OFDM system [46]. 
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ratio receive combining (MRRC) etc. can also be used. 
The proposed technique operates without CSI at the 
transmitter and does not require any pilot signals for 
channel tracking. However, it is suitable for OFDM sys-
tems with subcarrier group spacing less than the channel 
coherence bandwidth because the channel coefficients 
are assumed to be identical for adjacent subcarriers. 

Figure 24 shows the simulated BER performance of 
the proposed SFBC-OFDM scheme in comparison with 
conventional SFBC MIMO-OFDM schemes for 2  1 
antenna configuration using I-METRA MIMO channel 
model Case A for downlink transmission with mobile 
speed of 250 km/h. Case A corresponds to a frequency- 
flat Rayleigh fading channel with uncorrelated anten-
nas. 25 MHz of downlink channel bandwidth is used at 
2 GHz with 2048 OFDM subcarriers. Performance re-
sults for QPSK and 16-QAM are provided. 

Figure 25 shows the performance comparison using  

 

 

Figure 24. BER Performance of SFBC-OFDM systems us-
ing I-METRA Case A channel [46]. 

 

 

Figure 25. BER Performance of SFBC-OFDM systems us-
ing I-METRA Case B channel [46]. 

I-METRA Case B which corresponds to a frequency- 
selective fading channel with correlated transmit anten-
nas in an urban macro cellular environment. 

The proposed SFBC-OFDM scheme clearly outper-
forms the conventional SFBC-OFDM schemes in both 
cases. The conventional SFBC-OFDM scheme referred 
to as Alamouti in the figures is severely performance 
limited due to the error floor phenomenon resulting 
from ICI introduced by the high-speed mobile user at 
250 km/h. 
 
4. Multiuser MIMO 
 
Multiuser MIMO (MU-MIMO) systems consist of mul-
tiple antennas at the BS and a single or multiple antennas 
at each UE. MU-MIMO enables space-division multiple 
access (SDMA) in cellular systems which increases the 
system capacity by exploiting the spatial dimension (i.e. 
the location of UEs) to accommodate more users within a 
cell. It also provides beamforming or array gain as well 
as diversity gain due to the use of multiple antennas. In 
case of multiple antennas at the UE, spatial multiplexing 
can also be employed to further enhance the spectral ef-
ficiency [48]. 

The uplink and the downlink of a MU-MIMO system 
represent two different problems which are discussed in 
the following text. 
 
4.1. The MU-MIMO Uplink 
 
The MU-MIMO uplink channel is a MIMO multiple 
access channel (MIMO-MAC) [49] where the users si-
multaneously transmit data over the same frequency 
channel to the BS equipped with multiple antennas. The 
BS must separate the received user signals by means of 
array processing, multiuser detection (MUD), or some 
other method [48]. Figure 26 shows various linear and 
nonlinear MUD schemes for MIMO-OFDM systems, 
some of which are discussed in the later sections. 
 
4.1.1. Classic SDMA-OFDM MUDs 
An overview of some classic MUDs for MU-MIMO- 
OFDM is presented in [3]. The discussion is based on the 

 

 

Figure 26. Various multiuser detectors (MUDs) for MIMO- 
OFDM systems [3]. 
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


uplink MIMO SDMA-OFDM system model of Figure 
27 where each of the L UEs uses a single transmit an-
tenna while the BS is equipped with P antennas. 

the AWGN signal  has zero mean and variance pn 2
n . 

The channel transfer functions  l
pH  are assumed to be 

independent, stationary, complex Gaussian distributed 
processes with zero mean and unit variance. 

The complex-valued P  1 received signal vector at 
the BS antenna array for the k-th subcarrier of the n-th 
OFDM symbol is given by The classic MUD schemes [3] are discussed in the fol-

lowing text. x = Hs + n                            (27) 
1) MMSE MUD: 

where s is the L  1 transmitted signal vector, n is the P 
 1 AWGN noise vector and H is the P  L channel 
transfer function matrix consisting of L column vectors, 
each containing the transfer functions for a particular UE. 
Therefore, H can be represented as 

     1 2, , , L H H H H                 (28) 

where 
       

1 2, , , ,   1, ,
T

l l l l
PH H H l   H  L   (29) 

Figure 28 shows the schematic diagram of a MMSE 
SDMA-OFDM MUD. The multiuser signals received at 
each BS antenna are multiplied by a complex-valued 

array weight  l
pw  and then summed up. The superscript 

l represents a particular user which means that a separate 
set of weights is used for detection of each user’s signal. 
The combiner output  is subtracted from a user 

specific reference signal  known at the BS and the 

UE, resulting in an error signal . The error signal is 

used for weight estimation according to the MMSE crite-
rion. The steepest descent algorithm can be used in this 
regard for stepwise weight adjustment for each subcarrier 
of each user. The performance of the MMSE MUD im-
proves as the no. of antennas P in the BS antenna array is 
increased and degrades when the no. of users increase. 

( )y t

( )r t

( )є t

is a P  1 vector whose elements are the channel transfer 
functions for the transmission paths between the transmit 
antenna of the l-th UE and the P BS antennas. 

It is assumed that the complex signal  ls  transmitted 

by the l-th user has zero mean and variance 2
l  while 

 

 

Figure 27. Uplink MIMO SDMA-OFDM system model with single antenna at each UE [3]. 

 

 

Figure 28. MMSE SDMA-OFDM MUD [3]. 
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2) Successive Interference Cancellation (SIC) MUD: 
The successive interference cancellation (SIC) MUD 

enhances the MMSE MUD using SIC. For each subcar-
rier, the detection order of the users is arranged accord-
ing to their estimated total received signal power at the 
BS antenna array and the strongest user’s signal with the 
least multiuser interference (MUI) is detected using the 
MMSE MUD. The detected user signal is then subtracted 
from the composite multiuser signal and the next strong-
est user is detected by the same procedure. This process 
continues till the detection is completed for all users. SIC 
results in high diversity gain at the MMSE combiner, 
which mitigates the effects of MUI as well as channel 
fading. The SIC MUD is also effective in near-far sce-
narios that result from inaccurate power control. How-
ever, it is prone to errors in power classification of user 
signals and also to interuser error propagation. Figure 29 
shows the BER performance comparison of MMSE 
MUD and SIC MUD (M-SIC with M = 2) for an SDMA- 
OFDM scenario with four single-antenna UEs and a 
four-antenna BS antenna array using QPSK modulation. 
The indoor short wireless asynchronous transfer mode 
(SWATM) channel model is used. 
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3) Parallel Interference Cancellation (PIC) MUD: 
The PIC MUD does not require any power classifica-

tion of the received user signals. The detection procedure 
consists of two iterations for all subcarriers. In the first 
iteration, MMSE detection is used to estimate all user 
signals  ly  from the received composite multiuser sig-
nal vector x. In case of channel encoded transmission, all 
user signals must be decoded, sliced, channel encoded 

 

 

Figure 29. BER performance of MMSE MUD and SIC 
MUD [3]. 

again and also remodulated onto subcarriers. In the sec-

ond detection iteration, signal vectors  for all L us-

ers are reconstructed and an estimate 

 lx

 ky  of each user 

signal is generated by subtracting the signal vectors 
  ,  l l kx


 of all other users followed by MMSE com-
bining. The estimated user signals are then channel de-
coded and sliced. The PIC MUD scheme is also vulner-
able to interuser error propagation. 

4) Maximum Likelihood (ML) MUD: 
The ML MUD employs the ML detection principle to 

find the most likely transmitted user signals through an 
exhaustive search. It provides the optimal detection per-
formance but also has the highest complexity of any 
other MUD. For an OFDM-SDMA system with L simul-
taneous users, the ML MUD produces the estimated L  1 
symbol vector  consisting of the most likely trans-

mitted symbols of the L users for a particular OFDM 
subcarrier, as given by 

MLŝ

2

ML
ˆ arg min

L
 

s
s x


M

Hs           (30) 

where M L is a set containing  trial vectors, m being 
the no. of bits per symbol depending on the modulation 
scheme used resulting in constellation points. 
Therefore, the computational complexity of the ML 
MUD increases exponentially with the no. of users L 
thus making it prohibitive for practical implementation. 

2mL

2m

5) Sphere Decoding (SD) aided MUD: 
SD-aided MUDs use SD for reduced-complexity ML 

multiuser detection with near-optimal performance. SD 
reduces the ML search to within a hypersphere of a cer-
tain radius around the received signal. The radius of this 
search sphere determines the complexity of the MUD. 
Various SD algorithms have been proposed in literature 
like the complex-valued SD (CSD) and multistage SD 
(MSD) which significantly reduce the complexity by 
reducing the required search radius [3]. 
 
4.1.2. Layered Space-Time MUD 
A V-BLAST based MUD scheme referred to as layered 
space-time MUD (LAST-MUD) is presented in [50] for 
CDMA uplink. This scheme is somewhat similar to the 
SIC MUD since V-BLAST detection also incorporates 
SIC. 

Figure 30 shows the layered space-time MU-MIMO 
system block diagram. Here the single antenna users are 
arranged in G groups each containing M users for a total 
of K G M  . The UEs within each group are treated 
as the multiple transmit antennas of a V-BLAST system. 
The users within each group share the same unique 
spreading code which distinguishes the groups from one 
another. Therefore, out of the K total spreading codes, 
only G are unique. The N  K random spreading matrix 
consisting of K length N code vectors is denoted by 
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Figure 30. LAST MU-MIMO system [50]. 

 

 1 1 2 2, , , , , , , , ,GS S S S S S S   

 1, ,
T

Kb bb 

 1, ,
T

PH h h

G . The proposed 

system can also accommodate users with multiple an-
tennas thus enabling spatial multiplexing for achieving 
high data rates. In that case each user with multiple 
transmit antennas will be considered as one group. The K 
 1 transmitted symbol vector is represented as 

 where each element represents the bit 

transmitted by a particular user. The channel between the 
users and the BS is considered to be a frequency-flat 
fading MIMO channel and is denoted by the channel 

matrix  where ph  is the K  1 chan-

nel coefficient vector between all K users and the p-th 
BS antenna. The BS is equipped with a total of P anten-
nas. 
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The N  1 received baseband signal at the p-th BS an-
tenna for a certain symbol period after chip-matched 
filtering is given by 

p p r SC b n p

ph

               (31) 

where  is the complex diagonal channel 

matrix for the p-th BS antenna and 

 diagp C

pn  is the corre-

sponding complex-valued AWGN noise vector with zero 
mean and variance 2 . A frequency-flat fading MIMO 
channel is assumed as well as perfect channel estimation 
and symbol synchronization. The users are assumed to be 

separated by a considerable distance so that the antennas 
of different users are not correlated. The channel estima-
tion and symbol synchronization at the BS is also as-
sumed to be ideal. 

The BS employs space-code matched filtering to 
separate the different user groups. The K  1 sufficient 
statistic vector  is then fed to the layered space- 

time decorrelator which eliminates the remaining inter-
user interference to produce the estimated symbol vector 

MUY

1
ˆ ˆˆ , , Kb b   b  . The vector  is given by MUY

MU MU
1

P
H T
p p

p

  Y C S r R b n      (32) 

where  is the K  K space-code cross-correlation 

matrix, 
MUR

MU
1

P
H
p p

p

 R X X                 (33) 

with p pX SC . The K  1 real Gaussian noise vector 

 with covariance matrix  is given by n 2
MU R

1

P
H
p p

p

 n X n                   (34) 

The detection algorithm is iterative and consists of 
three steps: 1) computation of the nulling vector, 2) user 
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signal estimation and 3) interference cancellation (SIC). 
For the i-th iteration, the first step consists of calculat-

ing the pseudoinverse   of  MU i


  R  MU iR . The 

user signals are then ranked according to their post de-
tection SNRs (following the space-code matched filter-
ing) and the user having the highest SNR, given by 

   
 

1 1

2

, , 2
MU ,

arg max
i

j

i
j k k

j j

b
k

i



  R 

   (35) 

is selected. The subscripts i and j in this equation denote 
the elements of an array, vector or matrix. The nulling 

vector for the selected user is , i.e., the 

 column of . The slicer output is then 

given by 

 MUi
i

k k
i


 w R





i

-thik  MU i


R


 MUi i

T
k kz  w Y                  (36) 

resulting in the estimated symbol . The final step is 

interference cancellation where the detected symbol is 
subtracted from the received signal vector resulting in 
the symbol vector for the next iteration , given by 

ˆ
ikb

1i 

       ˆ1
i

i
p p p k

i i i  r r X kb



      (37) 

where  is the  column of  
i

p k
iX -thik  p iX

-thik

. 

Similarly,  and  are obtained by 

striking out the  column of  and the  

row and column of  respectively. 

p i X

ik

 1

-th

 1

pX

MU iR

 i
i

MUR  MU 1i Y  

is then given by 

    MU
1

1 1
P

H

p p
p

i i


   Y X r 1i   (38) 

This process is repeated until all K user signals are de-
tected. Two reduced complexity versions of LAST-MUD 
called serial layered space-time group multiuser detector 
(LASTG-MUD) and parallel LASTG-MUD are also 
presented in [50]. 

Figure 31 shows the SER performance of the LAST- 
MUD scheme using 4-QAM modulation with 12 simul-
taneous users (single-antenna) and 6 BS antennas, as the 
no. of user groups is increased. Fixed spreading factor of 
N = 15 is used. The performance improves as the users 
are distributed into more (smaller) groups since the no. 
of unique spreading codes also increases. For G = 1, the 
performance is equivalent to V-BLAST and represents 
the worst case. 

Figure 32 shows the SER performance as the no. of 
users is increased by adding more user groups with M = 

4 users per group. The LAST-MUD scheme provides 
substantial increase in network capacity by accommo-
dating a large no. of simultaneous users with good SER 
performance. 
 
4.1.3. SMMSE SIC MUD 
A MUD scheme for MIMO-OFDM systems referred to 
as successive MMSE receive filtering with SIC (SMMSE 
SIC) is presented in [51]. The MMSE SIC MUD suffers 
from performance loss in scenarios with multiple closely 
spaced antennas located at the same UE. The proposed 
scheme tackles this problem by successively calculating 
the rows of the receive matrix at the BS for each of the 
UE transmit antennas, followed by SIC thus transform-
ing the uplink MU-MIMO channel into a set of parallel 
SU-MIMO channels. 

 

 

Figure 31. Grouping effect on SER performance of 
LAST-MUD [50]. 

 

 

Figure 32. SER performance of LAST-MUD with increas-
ing number of users [50]. 
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Figure 33 shows the MU-MIMO uplink employing 
SMMSE SIC detection. The system consists of K simul-
taneous users, each equipped with 

iTM  transmit anten-

nas for and therefore, a total of 1, ,i  

iT

K

1

K

T i
M M


   transmit antennas. The BS has RM  

receive antennas.  and  represent the i-th user data 

vector and the receive vector respectively whereas  

and  are the respective UE transmit matrix and the 

BS receive matrix. The MIMO channel matrix is repre-
sented as 

is ir

iD

iF

 1 2 KH H H H            (39) 

where R Ti
M M

i

H   is the MIMO channel matrix be-

tween user i and the BS for 1, ,i K  . The R TM M  

receive filter matrix at the BS is given by 

 1 2 KF F F F              (40) 

where T Ri
M M

i

F 

iF

 corresponds to the i-th user. Each 

row of  corresponds to one of the 
iTM  transmit an-

tennas at the UE. 
The proposed algorithm successively calculates the 

rows of each  using the MMSE criterion such that the 

users are ordered according to their respective total MSE 
in ascending order (starting with the minimum MSE). 
The total MSE of user i is obtained by summing up the 
MSE corresponding to each of its individual transmit 
antennas. Following the receive filtering by the receive 
filter matrix F, SIC is performed to eliminate the MUI. 
This process has the effect of transforming the multiuser 
uplink channel into a set of parallel 

iF

iT iTM M  SU- 

MIMO channels represented as . i iF H

 

 

Figure 33. Block diagram of SMMSE SIC MUD based MU- 
MIMO system [51]. 

The SMMSE SIC detection in [51] has been consid-
ered for STBC based MIMO transmission i.e. the 
Alamouti scheme and also for dominant eigenmode 
transmission (DET). The open-loop Alamouti scheme 
provides MIMO diversity without the need for any CSI 
at the UEs. On the other hand, DET requires full CSI at 
both the transmitter and the receiver, which means that 
the UE transmit matrices  need to be computed at the 

BS and then fed forward to the UEs. However, beside the 
full diversity gain equal to that of STBC, DET also pro-
vides the maximum array gain by transmitting over the 
strongest eigenmode of the MIMO channel [49,51,52]. 

iD

Figure 34 shows the BER performance of SMMSE 
SIC Alamouti in comparison with V-BLAST. The im-
pact of channel estimation errors is also shown. The 
simulated MIMO-OFDM system consists of 6 BS an-
tennas and 3 UEs equipped with 2 antennas each, de-
noted as 6  {2, 2, 2} MU-MIMO configuration. The 
MIMO channel H is assumed to be frequency selective 
with the power delay profile defined by IEEE 802.11n - 
D for non-line-of-sight (NLOS) conditions. The channel 
model for each user’s channel  takes into account 

the antenna correlation at the BS. However, the antennas 
at each UE are considered to have low spatial correlation 
assuming large angular spread at the user. A total of 64 
OFDM subcarriers are used with subcarrier spacing of 
150 kHz. The user data is encoded using a 1/2 rate con-
volutional code. 4-QAM modulation is used for each 
subcarrier of SMMSE SIC Alamouti system while BPSK 
is used for V-BLAST so that the data rate remains the 
same for both systems. 

iH

Clearly, the SMMSE SIC Alamouti system outper-
forms V-BLAST by a large margin particularly when the 
channel estimation errors are taken into account. 

 

 

Figure 34. BER performance of SMMSE SIC Alamouti and 
V-BLAST for 6  {2, 2, 2} configuration [51]. 
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Figure 35 shows the performance gain of SMMSE 
SIC DET over SMMSE SIC Alamouti. SMMSE SIC 
DET shows substantial gains in the high SNR region and 
these become more significant as the no. of users in the 
system increases. 
 
4.1.4. Turbo MUD 
An iterative Turbo MMSE MUD scheme is presented in 
[53] for single-carrier (SC) space-time trellis-coded (ST- 
TC) SDMA MIMO systems in frequency-selective fad-
ing channels. This scheme can jointly detects multiple 
UE transmit antennas while cancelling the MUI from un- 
detected users along with co-channel interference (CCI) 
and ISI through soft cancellation. Unknown co-channel 
interference (UCCI) from other interferers not known to 
the system is also considered. It is also shown that the no. 
of BS antennas required to achieve the corresponding 
lower performance bound of single-user detection is 
equal to the no. of users rather than the total no. of 
transmit antennas. The receiver derivations in [53] are 
provided for M-PSK modulation but can be extended to 
QAM as well. 

Figure 36 shows the system model while the UE 
transmitter block diagram is given in Figure 37. The sys- 
tem has a total of IK K

, 1,

 simultaneous users, each in-

dexed by 1, Ik K  K K  where the first K are the 

users to be detected at the BS while the remaining IK  

are unknown interfering users representing the source of 
UCCI. Each UE is equipped with  transmit antennas. 

However, the system can also support unequal no. of 
antennas at the UEs. Each UE encodes the bit sequence 

 for  using a rate  STTC 

code, where B represents the frame length in symbols. 
The encoded sequences ,  are 

TN



( )kc i 1,i  

( )kb i

, TBN 0 / Tk N

1, ,i   TBN

 

 

Figure 35. BER performance of SMMSE SIC Alamouti and 
SMMSE SIC DET for 6  {2, 2, 2} configuration [51]. 

 

Figure 36. System model of Turbo MUD based STTC 
MU-MIMO system [53]. 

 

 

Figure 37. UE transmitter block diagram [53]. 

 
grouped into B blocks of  symbols, where TN

 01 2
, , k  

TTN

 represents the modulation alphabet of 

M-PSK, and then interleaved by user-specific permuta-
tion of blocks of length  within a frame, such that 
the positions within each block remain unchanged. This 
interleaving process preserves the rank properties of the 
STTC code. User-specific training sequences of length 

 are then attached at the start of the interleaved se-
quences. After serial-to-parallel (S/P) conversion of the 

entire frame, the resulting sequences 

TN

   n
kb i  for 

1, , Tn N  , 1, ,i B T   are transmitted over the 

frequency-selective MIMO channel using the  
transmit antennas. 

TN

The transmit signals from all users are received at the 

RN  BS receive antennas. The space-time sampled re-

ceived signal vector   1RLNi y   at time instant i is 

given by 

       
noisedesired UCCI

 ,    1, ,I Ii i i i i T B   y Hu H u n   

T

 (41) 

which can also be represented as 

     1 , ,
TTi i L i    y r r        (42) 
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where each vector   1RNi r   consists of RN  eleme- 

nts ,  mr i 1, , Rm  N  representing the received sig-

nal sample after matched filtering at the m-th receive ant- 
enna and L is the no. of paths of the frequency-selective 

MIMO channel. The channel matrix  2 1R TKN LLN  H   
has the structure 

       

       

1 , , , , 1

1 , , , , 1

TT T T

TT T T
I I I I

i i L i i L

i i L i i L

      

      

u b b b

u b b b

 

 
 

(45) 

   

   

0 1)

0 1

L

L

 
   
  

H H 0

H

0 H H

 
   

 

where the vectors   1TKNi b   and   1I TK N
I i b   

are given by 

                 

                 

1 1
1 1

1 1
1 1

, , , ,

, , , ,

T T

T T

I I

TN N
K K

TN N
I K K K K K K

i b i b i b i b i

i b i b i b i b i   

   

   

b

b

  

  
 

)

    (43) 

Each element   R TN KNl H   is given by 
(46) 

 

               

               

1 1
1,1 1,1 ,1 ,1

1 1
1, 1, , ,

T

T

R R R

N
K K

N
N N K N K N

h l h l h l h l

l

h l h l h l h l




  



H

  
      

  

TN

NT

R









  1RLNi n 
2

 is the AWGN vector with covariance ma-

trix  I .  

The Turbo receiver block diagram is shown in Figure 38. 
For the k-th user, the receiver first associates the signals 
from the user’s  transmit antennas to  sets 

of equal size  such that the antennas 
TN

0n
0/TN n

1, 0,n n   

represent the first set and so on. The training sequence 

 iu , 1,i ,T   is used to obtain an estimate  of 

the channel matrix H. The UCCI-plus-noise covariance 
matrix R is then estimated. The estimate for the first it-
eration is given by 

Ĥ

(44) 

where  represents the complex gain for the l-th 

path between the n-th transmit antenna of user k and the 
m-th BS receive antenna. The channel matrix 

 corresponding to UCCI has a similar 

structure as H, and consists of matrices 

 ,
n
k mh l

R I TLN K N 2 1L
I H

  R I TN K N
I l H  . 

The vectors    2 1 1TKN Li  u   and    2 1 1I TK N L
I i  u   

consist of the respective transmit sequences    n
kb i  of 

the desired and the unknown users, and are expressed as 

        
1

1ˆ ˆ ˆ
T

H

i

i i i i
T 

  R y Hu y Hu       (47) 

 

 

Figure 38. Block diagram of the iterative Turbo multiuser receiver [53]. 
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From the second itera

ve
tion onward, the soft feedback 

ctor  iu  from the APP (also MAP) SISO decoding 

is used to obtain the covariance matrix estimate 

         

         
1

1

1ˆ ˆ ˆ
T H

1 ˆ ˆ .

i

T B H

i T

i i i i
T

i i i i
B





 

  

  





R y Hu y Hu

y Hu y Hu

  (48) 

Vector  iu  consists of the sequences    n
kb i  cal-

cu ing lated us the a posteriori probability  The 

signals 

APP
SISOP .

   nb i , 1, ,n n   for user k are y de-

tected u lin  MUD which filters the sig-
nal vector 

k 0 jointl

sing a ear MMSE

   1y 1 , 1, ,k ki i i T B T    y Hu     (49) 

where the vector  1
k iu  is calculated using the extrin-

obtsic probability exP ained after APP SISO decoding 

and  

t
SISO  

1  deno he first set of n  antennas for user 

k. Th ighting matrix 

tes t 0

e we  1 iW  f  the MMSE MUD 

satisfies the criterion, 
k or

       
21 1  1 1

,
, arg min H H

k k k ki i i i   W A
W A W y A   (50) 

subject to the constraint   ,
1

j j
A ,  to 

avoid the trivial solution 

01, ,j n 

     1 1,k ki i   W A 0 0  , .

The vector   01 1ni  is givek  n by 

         01 1 , , .
T

n
k k ki b i b i     

The corresponding output   01
kz 1ni  of the MMSE 

MUD is given by 

           (51) 

     
     

1 1

1 1 1

k k k

k k k

i i i

i i i



 

y

Ω ψ
      (52) 

where the matrix 

1z W

  0 01 n n
k i Ω   consists of the 

equivalent channel gains after filtering and  1 ik ψ  

0 1n   is the filtered AWGN vector. The MMS  

ts 

E MUD

outpu  k iz  along with the parameters  k iΩ  and 

 k iψ   antenna sets 1, , /N nfor all 0T   ser k, 

ed on to the APP SISO  calculates 
the extrinsic probabilities for SISO decoding. This itera-
tive procedure is continued for all antenna sets of the 
remaining users until all users are detected. The com-
plexity of this receiver is primarily associated with the 
MMSE and APP blocks and is on the order of 

 of u

are pass  detector which

  0 03 3max , 2k n
RO L N . 

Two special cases of the proposed receiver architec-
ture are considered in [53]. Receiver 1, with 0 1n  , de-

tects the transmit antennas of user k one by one s 
receiver type has the lowest complexity since the com-
plexity depends exponentially on 0n . Receiver 2, with 

0 Tn N

. Thi

 , jointly detects all TN  t nsmit antennas of 

d has the highest comp ity. 

The simulated SER and FER perfor

ra

user k an lex

mance of the two 

re

ticular

ceiver types vs. per-antenna 0/sE N  is shown in Fig-

ure 39 and Figure 40, for a par  user referred to as 

user 1. Performance comparison with optimal joint ML 

 
(a)                                                   (b) 

Figure 39. Receiver 1’s (a I R 1, 0, 3), NT = 2 [53]. ) SER and (b) FER performance, (K, K , N ) = (3, 0, 3) and (

Copyright © 2010 SciRes.                                                                                IJCNS 



F. KHALID  ET  AL. 
 

237

detection



 

 of all TN  antennas of user 1 followed by 

MAP SISO decodi  assuming perfect feedback (FB), is 
also provided. The results are provided for 1 and 10 it-
erations for    , , 3,0,3I RK K N   and for 1 and 7 it-

erations for  with 2N   trans- 

mit antennas p

ng

, ,K K

user. 

  1,0,3I RN 

er K, 
T

IK  and RN  repr the no. 

of desired users, unknow nterferer  (UCCI) and BS 
receive antennas. QPSK modulation is used for transmis-
sion and frequency-selective fading is assumed with L = 
5 uncorrelated Rayleigh distributed paths. For a suffi-
cient no. of iterations, both receivers perform reasonably 

esent 

n i s

igh SNR 

ws the SER and FER performance of the 
tw

close to the ML receiver, particularly in the h
region. Receiver 2 shows slightly better performance 
than receiver 1. 

Figure 41 sho
o receivers for    , , 2,1,3I RK K N   with 2TN   

transmit antennas pe single t  
antenna for the unknown interferer (UCCI) i.e. 1IN

r desired user and a ransmit
 . 

Two cases of signal-to-UCCI interference ratio (S e 
considered. For SIR = 3 dB, the signal transmitted from 
UCCI’s antenna is assumed to have the same power as 
that of the signal from one antenna of the desired user 
whereas, for SIR = 0 dB, UCCI’s antenna transmits at 

IR) ar

 

 
(a)                                                    (b) 

Figure 40. Receiver 2’s (a) SER I R , 3), NT = 2 [53]. 

 

 and (b) FER performance, (K, K , N ) = (3, 0, 3) and (1, 0

 
(a)                                                    (b) 

Figure 41. Receiver 1’s and 2’s I R , NT = 2, NI = 1 [53]. (a) SER and (b) FER performance, (K, K , N ) = (2, 1, 3)
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twice the

ithm (GA) Assisted MUDs 
ry of 

 transmit power of a desired user’s antenna. The 
performance of both receivers is obviously better for the 
3 dB SIR case. However, the UCCI has a considerable 
impact on performance and more iterations are needed to 
achieve a reasonably low SER or FER. The performance 
will degrade further in case of multiple UCCI antennas 
and also as the UCCI sources i.e. the no. of unknown 
interferers increase. 
 
.1.5. Genetic Algor4

Genetic algorithms (GAs) are based on the theo
evolution’s concept of survival of the fittest, where the 
genes from the fittest individuals of a species are passed 
on to the next generation through the process of “natural 
selection”. When applied to MUDs, an “individual” repr- 
esents the L-dimensional MUD weight vector corre-
sponding to the L users. These MUD weights are then 
optimized using GA by genetic operations of “mating” 
and “mutation” to get a new generation of individuals i.e. 
the MUD weights. The initial “population” (MUD 
weights) is typically obtained from the MMSE solution 
which is retained throughout the GA search process as an 
alternate solution in case of poor convergence [3]. 

Considering the SDMA-OFDM system model of Fig-
ure 27 with a single transmit antenna at each UE and P 
receive antennas at the BS, the ML-based decision metric 
or objective function (OF) for a GA-assisted MUD cor-
responding to the p-th receive antenna can be written as 

  2

p p px  s H s
 

            (53) 

where px  is the received symbol corresponding to the 

p-th BS antenna for a specific OFDM subcarrier and 

pH  is the p-th row of the channel transfer function ma-

trix H. The estimated symbol vector of the L users cor-
responding to the p-th BS antenna is then given by 

  GA
ˆ arg min

p p   s s


         
s

 (54) 

The combined decision metric for the P receive an-
tennas can therefore be written as 

    2

1

P

   s s
 

p
p

x Hs


        (55) 

Therefore, the decision rule for the GA-assisted MUD 
is to find an estimate GAŝ  of the L  1 transmitted sym-

bol vector such that  sΩ


 is minimized [3]. 

Review and analy  various GA-assistedsis of  MUDs is 
provided in [3] for the SDMA-OFDM uplink consisting 
of a single transmit antenna at each UE. Figure 42 shows 
the schematic diagram of the SDMA-OFDM uplink sys-
tem based on the concatenated MMSE-GA MUD. The 
concatenated MMSE-GA MUD uses the MMSE estimate 

1
MMSE

ˆ Ls  of the transmitted symbol vector of the L 
users as initial information for the GA. MMSEŝ  is given 
by 

MMSE MMSE
ˆ Hs W  x                 (56) 

e wher MMSE
P LW   is the M

ressed as 

MSE MUD weight ma-

trix, exp

  12
MMSE

H
n


 HH I  H        (57) W

 

 

Figure 42. SDMA-OFDM uplink system based on concatenated MMSE-GA MUD [3]. 
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Using this MMS

1 
E estimate, the 1st GA generation, y = 

containing a population of X individuals, is created. 
The x-th individual is a symbol vector denoted as 

     1 2, , , , 1, ,L

       , , , ,

1, ,

y x y x y x y xs s s x X  s    

y
 

 
 

Y
    (58) 

where each element  
 ,
l
y xs  called a gene, belongs to the 

d mo

 43 is then 
in

 

users are jointly 

A MUDs, utilizing an advanced mutation 
te

set of complex-value dulation symbols correspond-
ing to the particular modulation scheme used. 

The GA search procedure shown in Figure
itiated, which involves several GA operations like 

mating, mutation, elitism etc. leading to the next genera-
tion. This process is repeated for Y generations and the 
individual with the highest fitness value is considered to 
be the detected L  1 multiuser symbol vector for the 

corresponding OFDM subcarrier. All 
detected by the concatenated MMSE-GA MUD and 
therefore, no error propagation exists between the de-
tected users. 

Enhanced G
chnique called biased Q-function-based mutation (BQM) 

instead of the conventional uniform mutation (UM), and 
incorporating the iterative turbo trellis coded modulation 
(TTCM) scheme for FEC decoding, are also discussed in 
[3]. Figure 44 shows the schematic diagram of an 
MMSE-initialized iterative GA (IGA) MUD incorporat-
ing TTCM. The P  1 received symbol vector x is de-
tected by the MMSE MUD to get the estimated symbol 
vector MMSEŝ  of the L users consisting of the symbols 

 ˆ ls , , L . Each of these symbols are then MMSE 1,l 

 

 

Figure 43. GA search procedure for one generation [3]. 

 

 

Figure 44. Schematic diagram of an IGA MUD [3]. 
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ecoded by a TTCM decoder to ged t a more reliable esti-

mate. The resulting symbol vector is then used as the 
initial information for the GA MUD. The GA-estimated 
symbol vector GAŝ  is then fed back to the TTCM de-

coders for furthe provement of the estimate. This op-
timization process involving the GA MUD and the 
TTCM decoders is continued for a desired no. of itera-

tions. The final estimates 

r im

 ˆ ls  of the L users’ symbols 
are then obtained at the outp after the final iteration. 

Figure 45 shows the BER performance comparison 
ut 

of 
va

on for rank-deficient 
sc

 
M

rious MMSE-initialized TTCM-assisted GA and IGA 
MUD based SDMA-OFDM systems consisting of L = 6 
(single-antenna) users and P = 6 BS antennas. 4-QAM 
modulation and SWATM channel model is used. GA 
population size of X = 20 (also X = 10 for TTCM, 
MMSE-IGA (2)) and a total of Y = 5 generations are 
considered. UM and BQM mutation schemes are em-
ployed. Performance curves for 1  1 SISO AWGN, 1  
6 MRC AWGN, TTCM-MMSE SDMA-OFDM and 
TTCM-ML SDMA-OFDM systems are also provided for 
reference. The TTCM-MMSE-GA MUDs and the IGA 
MUDs in particular provide exceptionally good BER 
performance. The performance of the TTCM-MMSE- 
IGA scheme with 2 iterations and X = 20 (represented as 
TTCM, MMSE-IGA (2) in the figure), is in fact identical 
to the optimum TTCM-ML MUD. 

The BER performance comparis
enarios where the no. of users exceeds the no. of BS 

antennas resulting in insufficient degrees of freedom for 
separating the users, is given in Figure 46. Performance 
curves for L = 6, 7 and 8 users and P = 6 BS antennas are 
provided. The IGA MUD schemes still perform reasona-
bly good with relatively small performance degradation. 

Figure 47 compares the complexity of the TTCM-
MSE-GA and TTCM-ML MUDs in terms of the no. of 

 

 

 

Figure 46. BER performance of TTCM-MMSE-GA/IGA 
SDMA-OFDM systems, L = 6, 7, 8 and P = 6 [3]. 

 

 

Figure 47. Complexity of TTCM-MMSE-GA and TTCM- 
ML SDMA-OFDM systems vs. no. of users, L = P [3]. 

 

 = P. 
he complexity of the GA MUD increases very slowly 

O downlink channel is referred to as the 
C) [49] where the 

 simultaneously tra- 

OF calculations, as the no. of users increase. The no. of 
BS antennas is kept equal to the no. of users i.e. L
T
with the number of users as compared to the ML MUD, 
resulting in a huge difference as more users are added to 
the system. 
 
4.2. The MU-MIMO Downlink 
 

he MU-MIMT
MIMO broadcast channel (MIMO-B

S equipped with multiple antennas,B
nsmits data to multiple UEs consisting of one or more 
antennas each, as shown in Figure 48. The multiuser 
interference (MUI) (also called multiple access interfer-
ence, MAI) can be suppressed by means of transmit 
beamforming or “dirty paper” coding. Therefore, CSI 

Figure 45. BER performance of TTCM-MMSE-GA/IGA 
SDMA-OFDM systems, L = 6, P = 6 [3]. 
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nlink systems where each UE is equ- 
ped with a single receive antenna. As the name sug-

es the inverse of the channel 

 
feedback from each user is required for precoding at the 
BS. Various linear and nonlinear precoding techniques 
for MU-MIMO downlink systems are discussed in the 
following text. 
 
4.2.1. Channel Inversion 
Channel inversion is a linear precoding technique for 
MU-MIMO dow
ip
gests, channel inversion us
matrix for precoding to remove the MUI, as illustrated in 
Figure 49. 

Assuming that the no. of receive antennas R TM M , 

the no. of transmit antennas, ZF precoding can be used 
for this purpose. The 1TM   transmitted signal vector is 

then given by 

 1H





x H d

HH d
           (59) 

H H

where d is the vector of data symbols to be precoded and 
is the pseudoinverse of the H  R TM M  channel ma-

 dimension utrix H. Vector d can have any p to the rank 
of H [48]. The i-th column of the prefiltering or precod-
ing matrix ZFP  is given by [49] 

 

 
ZF, 2

i
i

i






h
p

h
             (60) 

where  
i
h  is the i-th column of 

received signal vector can be expresse
 

H . The combined 

d as 

 

Figure 48. The MU-MIMO downlink [48]. 

 

 

 y d w                    (61) 

where w is the noise vector. Therefore, ZF precoding is 
only suitable for low-noise or high transmit power sce-
narios [48]. 

MMSE precoding, also called “regularized” channel 
inversion provides a better alternative. In this case, the 
transmitted signal vector is given by 

  1H H 


 x H HH I d         (62) 

where  is the loading factor. For a MU-MIMO 
downlink system with total transmit power TP  and K 

simultaneous / TK P    users, maximizes the SINR at 

th

Block diagonalization (BD) or block chan
which was first proposed in [54], is a ge

e receivers [48]. 
 
4.2.2. Block Diagonalization 

nel inversion, 
neralization of 

channel inversion to multi-antenna UEs [48]. BD also 
requires the total no. of receive antennas RM  to be less 

than or equal to the no. of transmit antennas TM  i.e. 

R TM M . 

Consider the system model of Figure 50. The system 
ers each havingconsists of K simultaneous us   re-

iRM

ceive antennas for 1, ,i K   such that the total no. of 

receive antennas 
1 i

K

R Ri
M M


  . The combined chan-

nel matrix R TM MH   is given by 
TT T T

1 2 K   H H H H     63)   (

where R Ti
M M

i

H   represents the MIMO channel 

from the TM  BS antennas to user i. The co ined 

precoding matrix 

mb
TM SP can be expressed as   

 1 2 KP P P  P           (64) 

T iM S
i

P   

Figure 49. Channel inversion [48]. 

where is the precoding matrix for the 

user, 

i-th 

RS M  is th

i
M

e total no. of transmitted data streams 

and i RS   is th

eds

e 

nal. To th is de-

fined as 

 

no. of data streams transmitted to 

user i. P ne  to be selected in such a way that HP be-

comes block diago is end, a matrix iH  

 

Figure 50. System model for MU-MIMO downlink trans-
mission [55]. 
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

ns all but the i-th user’s channel matrix. 

herefore, lies in the null space of  and consists 

of unitary column vectors which are obtained by the 

SVD of en by 

1 1 1
T T T T

i i i K  H H H H H     (65) 

which contai

T

T iP  

i , giv

iH

H

   1 0 H

i i i i i
   H U D V V                   ( 6) 6

The rightmost T iM L   singular vectors  0 T T iM M L
i

 V
   

space oform the null an orthogonal basis for f iH  

where iL  is the rank of iH . The product  0
i iH V  with 

dimensions  
iR T iM M L    represents e equivalent 

channel matrix for user i after eliminating the MUI. Thus, 
BD transforms the MU

th

m into a -MIM

 T i

O downlink syste

set of K parallel 
iRM L M   SU-M

Using S D,

IMO systems. 

V   0
i i
  can H V be expressed as 

     0 1 0 H
i

i i i i i

       

0
H V V V

0 0
  

where i  is an i iL L diagonal matrix, a g iL  

to be the ran

D
U       (67)

ssumin

k of 

D
 0

i iH V . The product of  0
iV  and the 

first iL  singular vectors  1
iV  produces an orthogonal 

basis of dimension nt the transmission 

vectors which maxi ation rate for the i-th 
user while eli g the MUI. Therefore,

 iL  a

mize t
atin

er i

nd re

he inf

 consists 

prese

orm
min ecodi

matrix  for us of 

 the pr ng 

iP    0 1
i iV V

e diagonal ele

 with 

l power allocation is 

ap

priate power scaling. a
h m

 [54,56

im

ords, the transmit power 
f user i is optimized in such a manner that it does not 

wever, interference 

pro-

ents of 
ly

Optim
ng tachieved by water-filling, usi

the mat s iD  and can either be implemented global  

to maximize the overall information rate of the system or 
on a per-user basis ,57]. 
 
4.2.3. Successive Opt ization 
Successive optimization (SO) [54,56,57] is a successive 
precoding algorithm which addresses the power control 
problem in BD where capacity loss occurs due to the 
nulling of overlapping subspaces of different users. First, 
an optimum ordering of the users is determined like in 
case of V-BLAST detection. The precoding matrix for 
each user is then designed in a successive manner so that 
it lies in the null space of the channel matrices of the 
previous users only. In other w

rice

o
interfere with users 1, , 1i  . Ho
with the successive users is allowed. The combined 
channel matrix for the previous 1i   users can be writ-
ten as 

1 2 1
ˆ TT T T

i i   H H H H          (68) 

and its SVD is given by 

   1 0ˆ ˆ ˆ ˆ ˆ
H

i i i i i
   H U D V V             (69) 

 0ˆ
iV  contains the ˆ

T iM L rightmost singular vectors 

where ˆ
iL  is the rank i The precoding matrix iP  

that lies in the null space of ˆ
iH is then determined as 

of Ĥ . 

 
 0ˆ

i 
'P Vi i for som  

 
4.2.4. Dirty Paper Coding 

 nonlinear precoding technique 
and is based on the concept introduced by Costa [58] 
where the AWGN channel is modifi
ference which is known at the transmitter. This concept 
is an ting on d

r
rty

writing on clean
In addit ys s, e.g. the GMD- 

FDP scheme mentioned in Subsection 3.4, dirty paper 
MU-MIMO downlink trans-

position of the channel ma-
tri

P  e choice of i
'P .

Dirty paper coding is a

ed by adding inter-

alogous to “wri irty paper” where the writ-
ing is the desired signal and the dirt represents the inter-
ference. Since the transmitte  knows where the “dirt” or 
interference is, writing on di  paper is the same as 

 paper [48]. 
ion to SU-MIMO s tem

Z
coding is also applicable to 
mission. In a MU-MIMO downlink system, CSI feed-
back from the users is available at the BS and it can fig-
ure out the interference produced at a particular user by 
the signals meant for other users. Therefore, dirty paper 
coding can be applied to each user’s signal at the BS so 
that the known interference from other users is avoided. 

Various dirty paper coding techniques for the MU- 
MIMO downlink are discussed in [48]. A well-known 
approach is to use QR decom

x, given by H LQ , where L is a lower triangular 

matrix and Q is a unitary matrix. HQ  is then used for 
transmit precoding which results in the effective channel 
L. Therefore, the first user does not see any interference 
from the other users and no further processing of its sig-
nal is required at the BS. However, each of the subse-
quent users sees interference from the preceding users 
and dirty paper coding is applied to eliminate this known 
interference. 

Another technique called vector precoding jointly pre-
codes the users’ signals rather than applying dirty paper 
coding to the us als individually. The vector pre-
coding technique is shown in Figure 51. The desired 
signal vector d is offset by a vector l of integer values 
and this operation is followed by channel inversion, re-
sulting in the transmitted signal x, given by 

ers’ sign

 1  x H d l                   (70) 

where the vector l is chosen to minimize the power of x, 
i.e. 
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Figure 51. Vector precoding [48]. 

 

 1arg min  H d
'

'

l
l l           (71) 

The signal received at the k-th user is expressed as 

kk k ky d l w            

here  represents the Gaussian noise. A modulo 

applied to remove t

given by 

        (72) 

w kw

operation is then he offset kl , as 

   mod modk k k ky d l w

 kd modkw

    


    (73) 

 

Regularized vector precoding is a modification of 
vector precoding which uses regularized (MMSE) han-
nel invers
transmitte

c
ion in place of simple channel inversion. The 
d signal vector is then given by 

  1H H  


 x H HH I d l     

w

    (74) 

here the vector l is chosen to minimize the norm of x 
and / TK P  . Dirty paper coding techniques based on 

vector precoding approach the sum capacity of the 
MU-MIMO downlink channel, which is defined as the 
maximum system throughput achieved by maximizing 
the sum of the information rates of all the us

Figure 52
ers [48]. 

 shows the performance comparison of vari- 
 

 

Figure 52. Performance comparison of various channel 
inversion and dirty paper coding techniques [48]. 

ous channel inversion and dirty paper coding techniques 
for uncoded MU-MIMO downlink transmission with 

10TM   BS transmit antennas and  single- 

antenna UEs, using QPSK modulation. Th  vector pre-
ues clearly outperform the others at high 
r, regularized channel inversion performs 

even better than regularized vector precoding in the low 
SNR region. A possible reason for the performance loss 
of regularized vector precoding at low SNR is the use of 
a finite cubical lattice in this algorithm [48]. Use of dif-
ferent lattice strategies may result in improved perform-
ance. 
 
4.2.5. Tomlinson-Harashima Precoding 
Tomlinson-Harashima precoding (THP) is a nonlinear 
precoding technique originally developed for SISO sys-
tems for temporal pre-equalization of ISI and is equiva-
lent to moving the decision feedback part of the decision 
feedback equalizer (DFE) to the transmitter [59]. How-
ever, THP can also be applied to MU-MIMO downlink 
systems for MUI mitigation in the spatial domain. 

 T

 

10RM 
e

coding techniq
SNR. Howeve

Two MU-MIMO downlink transmission schemes util-
izing THP are described in [57]. The first one called SO 
THP combines SO and THP to improve performance by 
eliminating residual MUI. SO THP involves successive 
BD, reordering of the users and finally, HP. Figure 53 
shows the block diagram of the SO THP system (taken 
from [57] with a slight notational change). Here P repre-
sents the combined precoding matrix for all users gener-
ated by SO, given by Equation 64. H is the channel mat- 
rix and D represents the combined demodulation (receive 
filtering) matrix. The lower triangular feedback matrix B 
is generated in the last step and is used for THP. In order 
to generate matrix B, the users are first arranged in the 
reverse order of precoding and then the lower diagonal

 

 

Figure 53. SO THP system block diagram [57]. 
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ngular 
va

s at the transmitter. Detailed description of SO THP is 
provided in [60]. 

The other scheme called MMSE THP [61] combines 
MMSE precoding and THP to eliminate the MUI below 
the main diagonal of the equivalent combined channel 
matrix. MMSE THP is an iterative precoding technique. 
The users are first arranged according to some optima
orderi alcu-

equivalent combined channel matrix (which includes 
precoding and demodulation) is calculated, with si

lues on the main diagonal. The elements in each row 
of this matrix are then divided by the corresponding sin-
gular values to obtain the feedback matrix B. The order 
in which THP precoding is applied to the users’ data 
streams is opposite to the order in which their precoding 
matrices are generated. Therefore, THP precoding starts 
with the data stream of the first user whose precoding 
matrix 1P  was generated last. 

Use of THP results in increased transmit power and 
for this reason, a modulo operator is introduced at the 
transmitter and the receiver so that the constellation 
points are kept within certain boundaries. At the receiver, 
each data stream is divided by the corresponding singular 
value before applying the modulo operator, which en-
sures that the constellation boundaries remain the same 
a

l 
ng criterion and the precoding matrix P is c

lated column by column starting from the last user K. 
The i-th column of P corresponding to the i-th user is 
obtained using the coresponding i rows (first i rows for 
user K) of the channel matrix H according to the MMSE 
criterion, given by 

  1

T

H H
M 


 P H H I H             (75) 

where 

 
2

,      
tr

R nMTP
H H

TP


   

Pxx P
 

TP  represents the total transmit power, x is the data 

vector to be transmitted and 2
n  represents the variance 

of the zero-mean circularly symmetric complex Gaussian 
(ZMCSCG) noise. THP is then applied to eliminate the 
MUI seen by the i-th user from the previous 1i   users. 
Figure 54 compares the 10% outage capacity of SO THP 
and MMSE THP schemes for a MU-MIMO downlink 
system consisting of 4 single-antenna users and 4 BS 
transmit antennas, denoted as {1, 1, 1, 1}  4 antenna 
configuration. Results for ZF channel inversion and a 
{2, 2}  4 TDMA system are also provided. 
 
4.2.6. Successive MMSE Precoding 
The Successive MMSE (SMMSE) precoding scheme 
proposed in [57] addresses the problem of performance 
degradation associated with MMSE precoding when clo- 
sely spaced receive antennas are used, like in case of 

multi-antenna UEs. SMMSE involve
culating the columns of the combine

re each column represents a beamforming vector 
to a particular receive antenna. 

Consider the system model of Subsection 7 where 
each of the K users is equipped with

s successively cal-
d precoding matrix 

P, whe
corresponding 

 3.
 

iRM  receive an-

tennas for 1, ,i K   and iP  represents the precoding 

matrix for the i-th user consisting of 
iRM  columns, 

each corresponding to a receive antenna. For the j-th 

receive antenna of the i-th user, the matrix  j
iH  is de-

fined as 

 
, 1 1 1

Tj T T T T
i i j i i K    H h H H H H    (76) 

where ,
T
i jh  represents the j-th row of the i-th user’s 

channel matrix iH . The corresponding column of iP  is 

then calculated using the MMSE criterion and is equal to 
e first column of the matrix th

        
1

, T

H H
j j j

i j i i M i 


 P H H I H        (77) 

All columns of iP  are calculated in this manner and 

this process is repeated for all users to obtain the com-
bined precoding matrix P. After precoding, the equiva-
lent combined channel matrix is given by R RM MHP   
which is block diagonal for high SNR values, resulting in 

 

ligh

a 
ing

or D axim
 applied t h

rop

 

set of K SU-MIMO channels. Therefore, any SU- 
MIMO technique e.g. eigen-beamform for capacity 
maximization for m um diversity and array 
gain can be  the i-t  user’s equivalent channel 
matrix i iH P . SMMSE precoding has s tly higher 

complexity than BD [57]. A reduced complexity version 
called per-user SMMSE (PU-SMMSE) is p osed in 
[62]. 

ET 
o

 

Figure 54. 10% outage capacity of SO THP and MMSE 
THP for {1, 1, 1, 1}  4 configuration [57]. 
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es the best performance for the case of multi- an-
tenna users while BD surpasses SO THP. Figure 56 
hows the BER performance of SMMSE, SO THP and 

BD for {1, 1, 2, 2}  6 and MMSE THP for {1, 1, 1, 1, 1, 1} 
 6 configuration. Here SO THP outperforms the others. 
However, SMMSE performs better than MMSE THP 
and even SO THP at low SNR. 

 

Figure 55 shows the BER performance comparison of 
SMMSE, SO THP and BD for {2, 2, 2}  6 and MMSE 
THP for {1, 1, 1, 1, 1, 1}  6 antenna configuration, in a 
spatially white flat fading channel. These results are 
based on diversity maximization for the individual users 
and water-filling is used for power allocation. SMMSE 
provid

s

 

Figure 55. BER performance of SMMSE, SO THP, BD for 
{2,2,2}  6 and MMSE THP for {1,1,1,1,1,1}  6 configura-
tion [57]. 

 

 

Figure 56. BER performance of SMMSE, SO THP, BD for 
{1,1,2,2}  6 and MMSE THP for {1,1,1,1,1,1}  6 configu-
ration [57]. 

4.2.7. Iterative Linear MMSE Precoding 
Two iterative linear MMSE precoding schemes are dis-
cussed in [55] for users with multiple antennas. Consider 
the system model of Figure 50 where P is the combined 
precoding matrix at the BS and V is the block-diagonal 
combined decoding matrix consisting of the decoding 
matrices of all the users. In case of linear MMSE 

precodin ich minimizes the MSE between  and a, 
is the linear MMSE receiver for user i a d can be 

ated locally at the corresponding UE. T e first 
e direct optimization, iteratively computes 

using a numerical me . The 
SMMSE sol tion can be used as an initial guess for the 

  with 

iV  

g wh

 called 
the MMSE solution 

u
 variables

â
n

h

thod

iV  

estim
schem

free iV 1   for the free variable 

  . An iterative process is then used which can lead
to a true MMSE solution but not in all cases. The BD

he uplink/downlink duality [63] to obtain the 
ue MMSE solution using an iterative algorithm. The 

resulting objective function is convex in this case. De-
tailed description as well as a practically implementable 
algorithm for this duality-based scheme is presented in 
[64]. 

The uncoded BER performance of BD, SMMSE, di-
rect optimization and the duality-based scheme is com-
pared in Figure 57 for {1, 2, 3}  6 antenna configura-
tion. The bit error rates are averaged over all users. DET 
is applied for BD and SMMSE while single stream (SS) 
transmission (consisting of a single data stream per user) 
is used for direct optimization and the duality-based 
scheme based on the algorithm from [64]. Independent 
Rayleigh fading channel perturbed by complex Gaussian 
noise is considered and QPSK modulation is used for 
transmission. Both iterative linear MMSE schemes out-
perform the other two by a large margin. The dual-
ity-based scheme shows slightly better performance than 

 
 

solution can also be used as an initial guess but that 
would result in slower convergence. The other scheme 
exploits t
tr

 

 

Figure 57. Uncoded BER performance of BD, SMMSE, 
direct optimization and duality-based scheme [55]. 
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on iffere
conve

interesting MU-MIMO downlink transmission scheme 
ased solely on instantaneous channel norm feedback is 

proposed in [65]. MU-MIMO configuration with multi-
ple base station (BS) antennas and a single antenna at 
each UE is considered. The proposed scheme can pro-
vide high multiuser diversity gain by optimizing resource 
allocation at the BS while simply utilizing the instanta-
neous channel norm feedback from the UEs. 

Figure 59 shows the operation of the proposed system 
at the transmitter (BS). The BS initially transmits or-
thogonal pilot signals on all transmit antennas which are 
used by each UE to estimate the received signal energy 
i.e. the squared norm of the channel vector given by 

 

direct optimizati . This d nce is due to the non- 
x objective function used for direct optimization 

which occasionally causes the optimization routine to 
undesired minima. BD provides the worst performance 
because of the zero-forcing constraint. 

Figure 58 shows the coded BER performance of these 
precoding schemes. A rate 1/2 turbo code is used for 
error correction. OFDM based transmission is considered 
where the precoding is applied on a per-subcarrier basis. 
The ITU Vehicular A channel model is used. Direct op-
timization and the duality-based scheme provide almost 
identical performance in this case, far better than BD and 
SMMSE. 
 
4.2.8. Partial CSI Feedback 
Transmit precoding for downlink MU-MIMO transmis-
sion requires CSI feedback from the users. However, 
feedback information consisting entirely of the current 
state of the channel may not be accurate enough in case 
of rapidly varying channels. Downlink transmission sche- 
mes that utilize partial CSI consisting of long-term cha- 
nnel statistics along with some instantaneous channel 
information like SNR, SINR etc. provide a solution to 
this problem while reducing the feedback overhead. An 

b

 

Figure 58. 
optimization an

 

Figure 59. System operation at the transmitter [65]. 

 
2

k k h                      (78) 

where kh  represents the channel vector for the k-th UE 

from the   UEs scheduled for transmission. k  is cate- 

gorized as channel gain information (CGI) in [65]. This 
quantity is then fed back to the BS. The BS estimates the 
long-term channel statistics including the channel mean 
and the channel covariance matrix, defined as 

 ˆ E |k k kh h                  (79) 

 ˆ E |H
k k k kQ h h               (80) 

This slow varying statistical information is referred to 
as channel distribution information (CDI). The CGI feed-
back along with the CDI is used to estimate the SINR 
and the optimized beamforming weight vectors for each 
of the UEs scheduled for transmission. The SINR for 
user k is estimated as 


 

2

\

ˆ
SINR

H
k k k

k H
i k i ki k







w Q w

w Q w




    (81) 

where  is the corresponding beamforming vector, 

 is the MMSE estimate of the sig-

nce power ratio (SIR)

kw

ˆH
i kw Q

-inter

k

ˆ
ki i  w

nal-to fere

and 

 H H
ki i k k i  w h h w  

  is the AWGN power. 

The actual data transmission to the scheduled users 
then begins. Another set of users can later be scheduled 
to achieve better fairness and this process goes on until 
the CGI becomes outdated. At this point, BS transmits 
the pilot signals again and the whole process is repeated. 
 

 simultaneous 
users for MU-MIMO downlink transmission with accep- 
table performance. The performance degrades in rank- 
deficient scenarios and also when the users are spatially 
correlated. In case of multi-antenna users, the no. of us
ers en 

sser. In practical situations, the BS would generally 
erve a larger no. of user

support. Therefore, an eff

du

4.2.9. Multiuser Scheduling 
The BS can only support a limited no. of

-
that can be supported simultaneously becomes ev

le
s s than it can simultaneously 

icient scheduling algorithm is 
required to select the group of users that will be spatially 
multiplexed by the BS at a certain time and frequency. 
The sche ling algorithm should avoid grouping spa-
tially correlated users and maximize system performance 
while maintaining fairness toward all users. Fairness 

Coded BER performance of BD, SMMSE, direct 
d duality-based scheme [55]. 
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mit to the 
strong users only and the wea
[59]. A fair scheduling schem
weakest-normalized-subchannel-fir
ing proposed in [66] enhances the c
of

ty of a MU-MIMO system is ex-
pressed in terms of the sum capacity (or sum-rate capac-
ity) of the broadcast channel. As mentioned ea
sum capacity represents the maximum achievable system
throughput and is defined as the maximum sum of the 

k i
60 illustrates th
a MU-MIMO c

off between the
s, depending on the shape 

ensures that all users are served including those with 
weak channels. Otherwise, the BS will trans

where H is the channel matrix, xxR  is the transmit sig-

nal covariance matrix, nnR  is covariance matrix of the 

additive ZMCSCG noise with variance 2
n  and P 

represents the total transmit power. The sum capacity is 
obtained by iteratively computing the best transmit co-
variance matrix xxR  for a given noise covariance and 

then computing the least favorable noise covariance ma-
trix nnR  for the given transmit covariance. It is also  

shown that decision-feedback precoding or dirty paper 

ker ones will be ignored 
e called the strongest- 

st (SWNSF) schedul-
overage and capacity 

 MU-MIMO systems while requiring only a limited 
amount of feedback. 
 
4.3. MU-MIMO Capacity 
 
The maximum capaci

co

n total transmit 
power constraint. The DPC achievable rate region for the 
case of multi-antenna users is formulated in [67] and i  
also discussed in [69]. Further research work is required 
on the capacity of fading MIMO broadcast channels.

channels co  

 c
is

ding is the optimal precoding strategy capable of 
achieving the sum capacity. In [68], it has been proved 
that the capacity region of the Gaussian MIMO-BC with 
single-antenna users is equivalent to the dirty paper cod-
ing (DPC) rate region under a certai

rlier, the 
 

downlin nformation rates of all the users [48]. Figure 
e capacity region and the sum capacity of 
hannel with two users. Clearly, achieving 

the sum capacity requires some trade  
capacities of the individual user
of

s

 

 the capacity region. 
It has been shown in [67] that the sum capacity of a 

Gaussian MIMO broadcast channel with an arbitrary no. 
of BS transmit antennas and multi-antenna users, is the 
saddle-point of a minimax problem and (assuming 
eal-valued signals) is given by [49,67] r

 

 

The capacity of MIMO-MAC nstitutes a
relatively simple problem. The capacity of any MAC 
is given as the convex losure of the union of rate  
regions corresponding to every product input d tribution 

   1 Kp u p u  satisfying certain user-by-user power 

constraints, where 1N
k

u   is the k-th user’s trans-

mitted signal. Ho er, the convex hull operation is not 
required for the Gaussian MIMO-MAC and only the 
Gaus  inputs need to be considered. This can be writ-

wev

sian 2
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Tr( )0,
min max log

2 detnk k
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
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(82) 

det H HR H R1

ten as [69] 
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Q Q

P H


 

 where  1, , KP PP   represents the set of transmit 

powers corresponding to each of the K users, 

 

  de-

notes the determinant and iR , iQ  and iH  represent 
the rate vector, spatial covariance matrix and the channel 
matrix respectively for the i-th user. A general expres-
sion for the capacity regions of fading MAC channels is 
also given in [69]. 
 

ptimization 
 
Convex optimization methods provide a powerful set of 
tools for solving optimization problems expressed in 
convex form. However, most engineering problems are 
not convex 

5. Convex O

when directly formulated and need to be re-
formulated in a convex form in order to apply convex 
optimization. Two methods are commonly used for this 
reformulation. The first method is to use a change of 

Figure 60. The capacity region and sum capacity of a two- 
user MU-MIMO channel [48]. 
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variables to obtain an equivalent convex form. The other 
is to remove some of the constraints so that the problem 
becomes convex, in such a way that the optimal solution 
also satisfies the removed constraints. Any problem, 
once expressed in convex form, can be optimally solved 
either in closed form using the optimality conditions de-
rived from Lagrange duality theory e.g. Karush-Kuhn- 

ucker (KKT) conditions or numerically using iterative 
algorithms like the interior-point, cutting-plane and el-
lipsoid methods [70]. 

In recent years, convex optimization has gained sig-
nificant importance in optimal joint transceiver design 
(transmit-receive beamforming) of MIMO systems based 
on linear precoding and equalization. Various design 
methods for linear multicarrier SU-MIMO transmit- 
receive beamformers, based on convex optimization are 
given in [71]. Two novel low-complexity multilevel wa-
ter-filling solutions for the MAX-MSE and HARM- 
SINR criteria are also proposed. The MAX-MSE method 
minimizes the maximum of the MSEs corresponding to 
the different substreams whereas HARM-SINR maxi-
mizes the harmonic mean of the SINRs. The ARITH- 
BER method which minimizes the arithmetic m of 

o ration am

ave
 o imi

s the average BER performance (at 
ARITH-MSE, HARM-SINR, 

or 2  2 MIMO configu- 

T

ean 
the BERs, provides the best average BER performance 
and is considered as a benchmark in [71]. It is shown that 

pe owhen co ng different subcarriers is allowed 
to improve performance, an exact optimal closed-form 
solution is obtained in terms of minimizing the rage 
BER which unifies all three pt zation criteria men-
tioned above. In other words, MAX-MSE, HARM-SINR 
and ARITH-BER provide the same optimal solution for 
carrier-cooperative schemes. 

Figure 61 show
% outage probability) of 5

MAX-MSE and ARITH-BER f

 

 

Figure 61. BER performance of ARITH-MSE, HARM- 
SINR, MAX-MSE and ARITH-BER for 2  2 MIMO con-
figuration using a single substream [71]. 

rrier cooperation ARITH-BER, MAX-MSE and HARM- 
SINR have identical performance which is optimal in the 
minimum average BER sense. A joint transceiver opti-
mization scheme based on multiplicative Schur-convex-
ity is proposed in [72] for THP precoded MIMO-OFDM 
systems. This scheme provides better BER performance 
than the aforementioned linear precoding schemes when 
the objective function is multiplicatively Schur-convex 
like in case of ARITH-BER, MAX-MSE or HARM- 
SINR, and becomes equivalent to the optimal UCD 
scheme proposed in [37]. 

Convex optimization is also applicable to downlink 
beamforming in MU-MIMO systems as mentioned in [70] 
for the case of single-antenna users. The duality-based 
iterative MMSE precoding scheme proposed in [64] 
supports multi-antenna users and uses an iterative algo-
rithm to solve the KKT optimality conditions. 
 
6. Conclusions and Future Research 
 

ration. The HIPERLAN/2 standard based on OFDM is 
used for the simulations with frequency selective fading 
in an indoor NLOS scenario. QPSK modulation is em-
ployed and perfect CSI is assumed at the transmitter and 
the receiver. In the absence of sub
ARITH-BER provides the best performance followed by 
MAX-MSE and HARM-SINR respectively. With subca- 

an be used for diversity maximization. These schemes 
are also well-suited for transmission over high-speed 
mobile channels where link reliability is the primary 
concern rather than throughput maximization. Open-loop 
SM can be implemented by means of a simple V-BLAST 
system but at the cost of low BER performance. JDM 
MIMO systems like the CDA-SM-OFDM system which 
combines CDD and SM, provide better performance. 
Further research may be carried out to optimize the 
achievable diversity and multiplexing gain for enhancing 
system throughput while considering the impact of trans- 
mit and receive antenna correlations. The iterative turbo- 
MIMO systems are also capable of achieving high ca-
pacity but are more complex to implement. Turbo-MIMO 
systems may be improved further by using improved tur- 
bo codes and signal constellation shaping [73], improved 
code interleavers, and stratified processing [74]. 

nel eigenmodes 

carrier cooperation, 

Open-loop MIMO techniques provide a low-complexity 
solution for MIMO diversity and SM. STC or SFC e.g. 
STBC, orthogonal STBC (OSTBC), STTC, SFBC etc. 
c

Closed-loop MIMO systems like the SVD-based linear 
transceivers, are capable of achieving the SU-MIMO 
capacity by transmitting over the chan
with optimal water-filling power allocation, provided 
perfect CSI is available at the transmitter and the receiver. 
Alternatively, DET can be employed to achieve the 
maximum diversity and array gain. Closed-loop STC like 
the closed-loop STBC schemes proposed in [75] which 
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 perform-
 provides 
tems. The 

igher complexity Turbo-MUD scheme achieves better 

le com-
pl

support more than two transmit antennas, also provide 
diversity maximization. The GMD-MIMO scheme de-
composes the MIMO channel into identical subchannels 
and attempts to combine MIMO diversity and SM in an 
optimal manner. MAX-MSE, HARM-SINR and 
ARITH-BER methods based on convex optimization 
provide optimal average BER performance for multi- 
stream transmission when subcarrier cooperation is al-
lowed. However, the GMD and convex optimization 
approaches assume the availability of full CSI at the 
transmitter and the receiver which is not always the case 
e.g. in rapidly changing mobile channels. Therefore, the 
performance of these schemes with imperfect feedback 
needs to be evaluated for practical implementation. Use 
of convex optimization methods for designing optimal 
linear transceivers utilizing partial CSI also need to be 
investigated. 

For the MU-MIMO uplink, the LAST-MUD scheme
ased on V-BLAST detection provides goodb

ance for CDMA systems. The SMMSE MUD
acceptable performance for MIMO-OFDM sys
h
performance and can jointly detect the transmit antennas 
of each multi-antenna user. Use of different turbo detec-
tion strategies, joint detection of all users and extension 
to multicarrier systems may be investigated in future. 
The GA-assisted MUDs, particularly the TTCM-assisted 
IGA-MUD provide near-ML detection performance for 
SDMA-OFDM systems and also perform reasonably 
well in certain rank-deficient scenarios. The complexity 
is high but increases slowly with the no. of users as 
compared to the ML-MUD. GA-assisted MUDs can also 
incorporate joint channel estimation and symbol detec-
tion. Future research work may include extending the 
GA-assisted MUD schemes to support multi-antenna 
users and development of more efficient GAs to reduce 
system complexity. Use of artificial intelligence (AI) 
techniques like the radial basis function (RBF) based 
artificial neural networks (ANNs) should also be ex-
plored for multiuser detection. 

Coming to the MU-MIMO downlink, SMMSE pre-
coding performs reasonably well with manageab

exity. The nonlinear dirty paper coding techniques are 
capable of achieving the sum capacity of Gaussian mul-
tiuser channels with single-antenna users. The iterative 
linear MMSE techniques like direct optimization and the 
duality-based scheme which uses convex optimization, 
provide excellent uncoded and coded BER performance 
for single stream transmission. Further research is re-
quired to develop MU-MIMO downlink transmission 
schemes capable of supporting SM for individual 
multi-antenna mobile users. Transmission schemes based 
on partial CSI which require minimal CSI feedback from 
the users represent the most suitable choice for practical 
implementation. Convex optimization tools might be 

useful in designing joint transmit-receive beamforming 
systems less prone to errors resulting from imperfect CSI. 
Research efforts are also needed for developing efficient 
multiuser scheduling schemes that maintain fairness to 
the users while minimizing the loss of system capacity. 
Determining the sum capacity and capacity regions for 
fading MU-MIMO downlink channels with multi-an-
tenna users is also an area for future research. 

Accurate channel estimation is of prime importance in 
MIMO communications. Channel estimation errors may 
result in severe performance degradation. Therefore, 
research efforts are continuing for further improvements 
in this domain. A broadband wireless transmission tech-
nique called orthogonal frequency- and code-division 
multiplexing (OFCDM) [76] has recently gained promi-
nence as a better alternative to OFDM. OFCDM readily 
supports MIMO techniques and extensive research 
would be required to realize the full potential of MIMO- 
OFCDM systems. 
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Abstract 

This work extends the use of wavelet-based denoising as an alternative processing scheme to improve meas-
ured mobile-radio channel power delay profiles. It has already been reported that, when applied on real do-
main data (amplitude only), denoising provides mainly a qualitative improvement. Here, phase content was 
also considered, leading to significant qualitative and quantitative improvement of the processed profiles. 
Signal-to-noise ratios and dynamic ranges improvements as high as 50 dB have been observed. 

Keywords: Wireless Propagation Channel, Wideband Channel Sounding, UHF Measurements, Wavelets, 
Denoising 

1. Introduction 
 
In wireless wideband propagation channel characteriza-
tion, time dispersion statistical analysis may be carried 
out on measurements of the channel impulse response. 
Local ensemble averages of the time-variant channel 
responses are very useful in that sense, and are com-
monly referred to as power delay profiles (PDP) [1]. 
However, noise, interference and sounder setup imper-
fections are also present as spurious contributions to the 
actual PDP, distorting its statistical moments, like mean 
delay and rms delay spread. In order to minimize those 
effects to the channel statistics, thresholding procedures 
are usually adopted. The basic approach consists in es-
tablishing a noise threshold, below which the response is 
simply cut off. The threshold may be determined by a 
visual inspection or may be guided by noise level esti-
mation [1]. Some additional refinements may also be 
included, as in [2]. 

Recently, wavelet-based denoising has been proposed 
as an alternative cleaning processing scheme. Tests on 
measured PDP from both outdoor and indoor surveys at 
UHF frequencies have pointed out qualitative improve-
ment, with smoother noise floors, and also small in-
creases on signal-to-noise ratios (SNR) of the profiles [3]. 
In the present work, wavelet-based denoising is adopted 
once again to clean delay profiles, this time taking ad-
vantage of the phase content of measured impulse re-
sponses, available when frequency domain sounding [1] 

is carried out, to further improve the data processing.  
The rest of this text is organized as follows. Section 2 

briefly describes the measured channel data processed in 
this work. The denoising procedure adopted is addressed 
in Section 3. The next section presents and discusses 
some results of this processing technique. Section 5 con-
cludes this work. 
 
2. Available Measured Data Description 
 
The available data used to test this processing technique 
have been measured with the frequency domain channel 
sounder described in [4], depicted in Figure 1. The soun- 
der was basically a vector network analyzer (VNA) with 
the propagation channel taken as its device under test 
(DUT). The sounder operated with a 200 MHz band cen-
tred on 1.8 GHz. Each recorded impulse response was 
sampled at a 1/801 rate. 

The whole survey has been carried out in two different 
indoor scenarios: one within the corridors of a university 
building and the other within a little mall, as described in 
details in [3]. Both line-of-sight and out-of-sight condi-
tions have been tested. The experiment tried to simulate 
a pedestrian’s walk, so the mobile unit had a speed close 
to 0.3 m/s. Considering the whole processing time of the 
sounder, around two impulse responses per second could 
be stored. In the overall, more than 3500 channel re-
sponses have been measured, from 13 different routes. 
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Figure 1. Sounder setup. 

 
The available PDP presented SNR ranging from 21 to 61 
dB, and dynamic ranges (DR) within 24 to 61 dB. More 
information on the survey is found in [3]. 
 
3. Denoising Procedure 
 
The software tool used to test the proposed technique 
was Matlab™, including its wavelet toolbox and func-
tions libraries. Matlab has an automated denoising func-
tion based on a dyadic discrete decomposition, with a 
few user-defined parameters, such as the wavelet func-
tion and the number of decomposition levels. Another 
important user-defined parameter is threshold rescaling 
as a function of noise level. Actually, two practical op-
tions are available: one adopts a white noise assumption, 
while the other assumes coloured noise. 

In [3], the denoising function was applied only on the 
amplitude of the impulse responses, that is, it was a un-
idimensional (1D) operator. However, the sounder output 
was actually complex, rather than real, that is, both am-
plitude and phase variations of the channel were re-
corded. In fact, the first approach adopted in [3] disre-
garded the available relevant phase information. A better 
approach that tries to benefit from the channel phase con-
tent is denoising both real and imaginary projections of 
the complex channel impulse response (or its counterpart, 
the power delay profile). Each projection should be in-
dependently denoised just like in [3]. Such procedure has 
been applied to the available indoor data ensemble pre-
viously described, and will be referred to as “2D denois-
ing” from this point on. 
 
4. Results 
 
The trials carried out in [3] provided some insights re-
garding the best combination of parameters to be chosen 

for the denoising processing. Since the data ensemble to 
be 2D denoised was the same, only the options that led to 
the best results in [3] have been chosen. In special, the 
Symlet8 wavelet function has been adopted, as well as 
Donoho’s VisuShrink soft thresholder [5]. 2D denoising 
has been applied on the delay domain, in the linear scale, 
and the noise level rescaling method adopted was the one 
that considered a coloured noise assumption. 

As in the 1D approach, 2D denoising has been com-
puted to all available individual channel responses. In 
order to better assess the results, average power delay 
profiles have also been generated for each route. Figure 2 
illustrates the performance of the 2D denoising proce-
dure on a single channel response. As it can be seen, the 
noise floor drops more than 40 dB, and the noise oscilla-
tions almost fade away. 

1D denoising presented mainly qualitative improve-
ments, as already thoroughly discussed in [3]. The 

 

 

Figure 2. Noisy and 2D denoised channel response sample 
from G2 route. 
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performance of the 2D denoising was much better, as 
illustrated in Figures 3 and 4, which also present the 
widely adopted flat thresholding technique [1], just for 
comparison. Not only was the noise floor flattened, but 
also significantly lowered, leading to much higher SNR 
and DR - as high as 50 dB improvements have been 

 

 

Figure 3. Noisy, denoised (1D and 2D) and flat noise thre-
sholded (10 dB above the mean noise floor) average PDP 
from G2 route. 

 

 

Figure 4. Noisy, denoised (1D and 2D) and flat noise thre-
sholded (10 dB above the mean noise floor) average PDP 
from G4 route. 

achieved, against 3 to 6 dB provided by 1D denoising. 
Some potential hidden peaks were even identified, 
though no theoretical or simulation based procedure has 
been tested to confirm such peaks as valid ones. 
 
5. Conclusions 
 
This work presented an improved version of the wave-
let-based denoising scheme proposed in [3] to process 
wireless channel power delay profiles. While in [3] only 
the amplitude content of the profiles was processed (1D 
denoising), in the present work the phase content was 
also considered (2D denoising). 

In order to show how this complementary approach 
could improve the profiles even more, the same wide-
band 1.8 GHz indoor measurements described in [3] were 
considered in the present work. Indeed, while 1D de-
noising provided mostly a qualitative contribution, with a 
clear noise floor flattening, 2D denoising led also to sig-
nificant quantitative improvement. The noise floor was 
lowered up to 50 dB in some cases, against no more than 
6 dB when 1D denoising was adopted. 
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Abstract 

This paper extends the work on cross-layer design which combines adaptive modulation and coding at the 
physical layer and hybrid automatic repeat request protocol at the data link layer. By contrast with previous 
works on this topic, the present development and the performance analysis as well, is based on rate compati-
ble punctured turbo codes. Rate compatibility provides incremental redundancy in transmission of parity bits 
for error correction at the data link layer. Turbo coding and iterative decoding gives lower packet error rate 
values in low signal-to-noise ratio regions of the adaptive modulation and coding (AMC) schemes. Thus, the 
applied cross-layer design results in AMC schemes can achieve better spectral efficiency than convolutional 
one while it retains the QoS requirements at the application layer. Numerical results in terms of spectral effi-
ciency for both turbo and convolutional rate compatible punctured codes are presented. For a more compre-
hensive presentation, the performance of rate compatible LDPC is contrasted with turbo case as well as the 
performance complexity is discussed for each of the above codes. 

Keywords: Cross-Layer Design, Adaptive Modulation and Coding, Rate-Compatible Punctured Turbo Codes, 
Hybrid ARQ, Codes Complexity 

1. Introduction 
 
The success of current standard such as 3GPP HSPA and 
IEEE 802.11/16 in terms of high data rates provision and 
quality of service (QoS) requirements satisfaction is prin- 
cipally owed to Adaptive Modulation and Coding (AMC), 
hybrid automatic repeat-request (HARQ) and fast sched-
uling [1,2]. The AMC realization uses different constel-
lation orders and coding rates according to the signal 
strength [3]. By this way, when instantaneous channel 
conditions are proper, link adaptation offers high data 
rates at the physical layer. The proper usage of each con-
stellation order and coding rate, i.e., mode is specified by 
the SNR regions in which each separate mode is active. 

Enhancement of AMC performance can be achieved 
by using different channel coding techniques. Particu-
larly, in case of turbo-coding implementation, an AMC 
scheme can achieve the highest spectral efficiency even 
if low SNR regions are met [4]. The original rate of a 
turbo code could be 1/3; nevertheless by using punctur-
ing techniques greater code rates can be used for each 
modulated symbol. Incorporating also rate compatibility 
in punctured turbo codes, by which all of the code sym-

bols of a high rate punctured code are used by the lower 
rate codes, an enhanced spectral efficiency is reached. 
This gain is actually provided by Rate-Compatible Punc- 
tured Turbo (RCPT) codes [5]. RCPT codes have been 
employed for HARQ implementations due to the fact 
that no received information is discarded [6]. Such ARQ 
schemes are well-known as Incremental Redundancy (IR) 
HARQ schemes that improves the channel use efficiency 
since parity bits for error correction are transmitted only 
if this is required [7]. 

The aforementioned description is basically a cross- 
layer combination of AMC at the physical layer and HARQ 
at the data link layer for QoS provisioning in wireless 
communication networks [8,9]. It has been shown that 
such a cross-layer design outperforms in terms of spec-
tral efficiency, the case of AMC use only at the physical 
layer or the combination of typical ARQ with a single 
modulation and coding scheme [8]. Moreover, it has 
been proved that IR HARQ based on convolutional 
codes has much improvement in spectral efficiency than 
that with type-I HARQ [9]. To this direction and since a 
lot of research work has been done on turbo codes as 
well as turbo coding and decoding is applied to all 
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known standards of wireless communications [2,10], we 
extend this study by employing the aforementioned cross- 
layer design (CLD) that combines AMC and HARQ 
based on RCPT codes. 

The rest of this paper is organized as follows. Section 
2 presents the system model and its components in de-
tails. In Section 3, the cross-layer design of the system is 
presented with its assumptions and constraints. In Sec-
tion 4, system performance is evaluated for both turbo 
and convolutonal rate compatible codes and LDPC as 
well. Besides, the complexity performance is evaluated 
for each coded system. Finally, Section 5 provides the 
concluding remarks and gives some directions for further 
investigation in this topic. 
 
2. System Model 
 
The model of the adopted cross-layer design system is 
illustrated in Figure 1. It shows the layer structure of the 
system as well as the implementation details of the AMC 
scheme (i.e. physical layer). In the following text, we 
first describe concisely the functionality of each layer 
and in sequel we go into details for each of layers’ com-
ponents. 
 
2.1. Turbo Encoding and Decoding 
 
First, confirm that you have the correct template for your 
paper size. This template has been tailored for output on 
the A4 paper size. If you are using US letter-sized paper, 

please close this file and download the file for “MSW 
US ltr format”. Turbo coding and decoding achieves per-
formances on error probability near to Shannon limit 
[11]. In its main form, turbo coding is a channel coding 
type that combines two simple convolutional codes in 
parallel linked by an interleaver (i.e. Parallel Concate-
nated Convolutional Codes-PCCC) [12]. It had been 
studied that recursive systematic convolutional codes 
(RSC) are superior to nonrecursive counterparts for con-
catenated implementations [13]. The codewords of such 
schemes consist of one information bit followed by two 
parity check bits which both parallel encoders produce. 
Thus, the rate code of a PCCC scheme with two RSC 
constituent codes is 1/ 3cR  . 

On the other side, the decoding process of concate-
nated codes is performed by a suboptimum decoding 
scheme that uses a posteriori probability (APP) algo-
rithms instead of using Viterbi algorithms. Such a 
scheme is constructed by “soft-in/soft-out” decoders that 
exchange bit-by-bit or symbol-by-symbol APPs as soft 
information that depends on the bit or symbol decoding 
technique [14]. The input soft-information represents the 
log-likelihoods of encoder input bits and code bits. This 
is actually the input of the Soft-Input Soft-Output (SISO) 
“Maximum A Posteriori” (MAP) module presented in 
[15]. The output soft-information of this module is up-
dated versions of input based on the information of the 
constituent RSC of the turbo encoder. 

More specific, turbo decoding based on a PCCC sche- 
me is constructed by two SISO modules that linked with 

 

 

Figure 1. Cross-layer system model combining AMC and HARQ based on RCPT codes. 
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a deinterleaver (Figure 2). In addition to that, iterative 
decoding is accomplished in order to improve the de-
coding performance. Henceforth, a feedback loop be-
tween the two constituent SISO decoders is established 
that actually presents the turbo decoding principle [11]. 
This feedback loop appears an interleaver that gives in-
terleaved inputs to the first parallel decoder required for 
the first iteration and so on. Multiple iterations between 
these two decoders exchanging soft information give 
near to Shannon limit results. Turbo codes and iterative 
turbo decoders has been extensively studied for imple-
mentation purposes in current standards like 3GPP 
HSPDA (High Speed Data packet Access) [16]. 
 
2.2. RCPT Codes 
 
In general, a RCPT encoder consists of a turbo encoder 
as described above followed by a puncturing block with 
puncturing matrix P. The puncturing matrix P is known 
as the puncturing rule or pattern and indicates the coded 
bits that should be punctured [17]. Puncturing can be 
applied both to information or/and parity bits. However, 
the way of puncturing affects the coding scheme per-
formance and the coded-modulation scheme in general 
[18]. Assuming only the impact of puncturing on turbo 
coding scheme, one can realize that without puncturing 
systematic bits, the code performance decrease is rea-
sonable. In addition to that, by puncturing periodically 
the parity bits produced by two RSC codes, a better per-
formance of the coding scheme can be achieved. 

The rate compatibility offered by a RCPT code has 
been considered as the enabling technique for incre-
mental redundancy (IR) HARQ schemes [6]. IR HARQ 
based protocols are major components of HSDPA offer-
ing rate matching capabilities [19]. During the rate 
matching process, the transmitter sends only supplemen-
tal coded bits indicated by the aforementioned punctur-
ing rule. A representative example of IR HARQ scheme 
for HSDPA with turbo encoder as mother code is pre-
sented in [20]. The RCPT encoder in particular is con-
structed by a turbo mother code with a rate code 

 resulted by 1/R M 1M   RSC encoders. The 
puncturing matrix  indicates the puncturing period 
and actually the bits being punctured during the HARQ 
scheme operation [6,18]. Therefore, the resultant family 
of rate codes is: 

P
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,
P

R
P


 

   0,1,..., ( 1)M P        (1) 

An example of RCPT encoder dedicated to ARQ 
mechanisms with M = 3 and P = 3 is illustrated in Figure 3 
which is constructed from two constituent RSC encoders 
with rate 1/2 and offers a family of RCPT code rates 

1 2 ... MRc Rc Rc    with the following decreasing 

order {(1), (3/4), (3/5), (1/2), (3/7), (3/8), (1/3)}. 

 

Figure 2. PCCC (i.e. turbo) decoding with SISO modules. 

 

 

Figure 3. RCPT-ARQ encoder. 

 
2.3. RCPT-ARQ Protocol 
 
By puncturing the bits that will be transmitted in the 
current and future transmission attempts, the HARQ 
scheme (i.e. RCPT-ARQ) brakes the packet unit with 
size  into blocks of bits with size . The number of 

transmitted bits  of the RCPT-ARQ protocol at the 

 transmission attempt can be expressed as 

L iL

iL

ith [10] 

1

1

1
( )

1 1
( )

i

i i

L
Rc

L
L

Rc Rc 

     
  
  

        (2) 
1,

1

i

i C



 

where i  with Rc 1,..,i C  denotes the  rates pro-

duced by the RCPT encoder. Going into further details, 
we assume a single stop-and-wait ARQ strategy of 
RCPT-ARQ protocol (i.e. hybrid ARQ) described by the 
following step-by-step functionality: 

C

 Depending on previous channel condition the adap-
tive scheme operates on mode n.  
 The L-long packet size is encoded by the turbo 

mother code. The coded packet is stored at the transmit-
ter and is broken into blocks with size of {1/ }ii cL L R  

bits with 1,..,C  . Bits selection is performed for each 
transmission attempt according to the puncturing rule.  
 Constituent blocks’ transmission with size iL  is 

initialized according to the puncturing matrix.  
 At the receiver, iterative decoding is performed for 

each separate transmission block iL . If decoding is not 



F. FOUKALAS  ET  AL. 259
 
successful after the number of maximum transmissions 

max
tN  is reached, then a NAK is sent to the transmitter 

and the adaptive scheme updates to the corresponding 
mode according to the channel condition. 
 Otherwise, an ACK is sent to the transmitter and 

the adaptive scheme continues to the current mode n. 
 
3. Cross-layer Design 
 
The cross-layer system structure described above is re-
lied on the following assumptions: 
 Channel SNR estimation is perfect and in conse-

quence the channel state information (CSI) that is avail-
able at the receiver as well, although the impact of errors 
in SNR estimation on adaptive modulation is negligible 
[21]. In our implementation, the channel estimator is 
implemented using the Error Vector Magnitude (EVM) 
algorithm for AWGN channel [22].  
 Feedback channel dedicated to mode selection 

process is error free and without latency. The mode se-
lection is performed in a packet-by-packet basis i.e. the 
AMC scheme is updated after max

tN  transmission at-

tempts. Alternative update policies with e.g. updates for 
every transmission attempt (i.e. block-by-block basis), 
will be left for further investigation [10]. 
 System updates are based on received SNR denoted 

as   that is actually the estimated channel SNR at the 

receiver. It is assumed that the received SNR   values 

per packet is described statistically as i.i.d random vari-
ables with a Rayleigh probability density function (pdf):  

1
( ) expp


 

 
 

 
             (3) 

where { }E   is the average received SNR. 

 
3.1. Cross-Layer Design of AMC and HARQ 
 
A cross-layer design approach that combines the AMC at 
the physical layer with a hybrid ARQ at the data link 
layer could follow the procedure presented both in [9] 
and [10]. Applying this method, the following constraints 
must be imposed in order to keep a particular QoS level 
at the application layer: 

Constraint1 (C1): The maximum allowable number of 
transmissions per information packet is . max

tN

Constraint2 (C2): The probability of unsuccessful re-
ception after  transmissions is no greater than 

. 

max
tN

Prloss

C1 is calculated by dividing the maximum allowable 
delay at the application layer and the round trip time re-
quired for each transmission at the physical layer. For 

example, assuming the QoS concept of 3GPP, the audio 
and video media streams for MPEG-4 video payload 
allows a maximum delay value equal to 400 ms [23]. In 
addition to that the round trip delay between the terminal 
and the Node B for retransmissions in case of HSDPA 
could be approximated less than 100 ms [23]. Thereafter, 
in such a context, the  should be 4. On the other 

hand, C2 is related to the bit-error rate (BER) at the 
physical layer and the packet size at the data link layer. 
Hence, if the BER imposed by the QoS requirements at 
the application layer is equal to  and the informa-
tion packet size is L = 1000 then the  should be 

max
tN

610

Prloss

310  [23]. 
It is obvious that the aforementioned cross-layer de-

sign (CLD) dictates the code rates that will be used for 
each transmission at the data link layer and therefore 
specifies the AMC switching thresholds at the physical 
layer. Moreover, the proposed CLD scheme will be af-
fected by constituent encoders (i.e. RSC encoders) of 
turbo code as well the puncturing rules [6,18]. However, 
in current investigation, we present the results derived 
using one of the optimal RCPT code and puncturing rule 
presented in [6], and we will present the RCPT codes and 
puncturing impact on our CLD in our future work. 
 
3.2. AMC Schemes 
 
The design of AMC schemes is the process by which the 
switching thresholds are specified. The switching thresh-
olds of an AMC scheme at the physical layer are speci-
fied by a given target BER ( ) [3,4]. The switch-

ing thresholds are boundary points of the total SNR 

range denoted as  

argt etBER

1

0

N

n n
 


 specifying nonoverlapping 

consecutive intervals 1[ , )n n    . Afterwards, each 

mode is selected in accordance to the switching thresh-
olds derived from the . arg ettBER

However, in a combined system in which the unit of 
interest is the packet at the data link layer, the AMC de-
sign follows the  value. More specific, in order 

to satisfy the aforementioned constraints of the proposed 
combination, the switching thresholds should be derived 
from the following inequality: 

argt etPER

argPr Pr : PrtN
loss t et              (4) 

where  is the packet error probability (i.e. packet 
error rate) after  transmissions at the data link layer. 
In the following paragraphs, we derive the boundary 

points 

Pr tN

 N

n n


tN

1

0




 for each modulation and coding scheme 

(MCS). 
The packet error probability can be expressed in rela-
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tion to BER by the following equation 

Pr 1 (1 )LBER                  (5) 

only if each demodulated and decoded bit inside the 
packet has the same BER and bit-errors are uncorrelated 
[9,10]. On the other hand, known closed form expres-
sions for the PER1 and BER is not available in the litera-
ture and closed-form expressions for the BER of turbo- 
coded modulations in AWGN channel is not available 
either [8]. All the same, one can use the union bound for 
turbo-coded modulation system using the bounding tech-
nique introduced in [24]. However, this technique is ap-
plied for 16QAM system and indeed needs more inves-
tigation in case of turbo-coded AMC schemes with mul-
tiple modulation modes. Thereafter and since further 
investigation on union bounds of turbo-coded modula-
tion is not the aim of our current work, we take BER and 
PER values through simulations. Finally, the simulated 
PER values are compared with those derived from fitting 
the curves and those derived from Equation (5). 

Figure 4 shows the PER values versus received SNR 
of each mode in coding step with , where iRc 1,2,3i   

number of transmissions. We use the 1/2 QPSK, 3/4 QPSK, 
1/2 16QAM and 3/4 16QAM modulations with RCPT 
code rates 1, 1/2 and 1/3 for each transmission respec-
tively. The packet size is  length and the 
puncturing follows the optimal rules according to [6] 
(Table 1). The constituent RSC encoders of PCCC turbo 
codec is the optimal encoder B proposed by [6] with rate 
1/2, memory 

1536L 

4   (i.e. 16 states) and generator matrix 
(1, /b ag g ), where the generator polynomial ag  and 

bg  have octal representations  and  

respectively. The number of iterations is 8. The figures 
depict the simulated PER, the fitting curves and the val-
ues derived from Equation (5). 

(15)octal (13)octal

In order to have a more clear view on RCPT perform-
ance combining with AMC, we should compare it with 
the other types of rate compatible codes. To this end, we 
implement also the aforementioned CLD first using 
RCPC (Rate Compatible Convolutional Code) and sec-
ond using RC-LDPC (Rate Compatible Low-density 
Parity-check codes). We use the same rates for both two 
RC codes. Specifically, the RCPC is a convolutional 
encoder with rate 1/2, generator polynomial (171, 133)  

 
Table 1. The block size and the puncturing matrix (in oc-
toctal) of applied rcpt codes. 

Family of Code Rates 
Block size 

1 2/3 1/2 

L = 1536 
17 
00 
00 

17 
01 
01 

17 
05 
05 

and constraint length 7 [9]. For LDPC, we employ the 
same codes as in [25] with rate 1/2 (1008,504) and a 
variable node degree equal to 3. The corresponding per-
formance of these modulation and coding schemes (MCS) 
is depicted separately for each code in Figure 4. 
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Figure 4. PER simulation performance of 4 AMC modes 
using RCPT, RCPC and RC-LDPC. 

1For the rest of this document the packet error probability Pr will be 
replaced with PER notation. 
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4. Performance Analysis and Numerical  
Results 

 
4.1. System Performance 
 
In case of a general type-II HARQ that uses punctured 
codes, the probability of unsuccessful reception after tN  

nsmissions represents the event of decoding failure 
with code iRc  ter i  transmissions [10]. In case of 

limited transmissions, the packet error probability of this 
using AMC mode n N under channel states 

 is given by [26] 
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The  is reached using the corresponding 

decoder  when the imposed  transmission at-

tempts is reached either. Assuming 

argt et
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max 3tN   and 

, the derived switching thresholds are 

listed in Table 2. Table 2 includes also the parameters of 
MCSs for convolutional and LDPC codes. 

210lossPER

We next evaluate the system performance in terms of 
spectral efficiency when the AMC scheme is combined 
with type II HARQ (i.e. IR HARQ). In each  transmi- 
ssion attempt, the number of transmitted bits  is speci- 

fied according to RCPT code rates 

i
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 as 

mentioned in Section 2. In addition to that, when mode 
 is used, each transmitted symbol carry n   

 information bits where 2log ( )i M nRc nM  derived 

from M ary

1/

 modulation scheme. As in [9], we as-

sume a Nyquist pulse shaping filter with bandwidth 

sB T , where sT

S

 is the symbol rate. Afterwards, the 

spectral efficiency  gives the bit rate in bits per 

symbol that can be transmitted per unit bandwidth and is 
given by 

e

e
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S
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In (7), where  is the input information packet size 

and 

L

L  is the average of transmitted symbols in order to  

Table 2. the parameters of each rc-coded modulation at the 
physical layer. 

RCPT MCS1 MCS2 MCS3 MCS4 

Modulation QPSK QPSK 16-QAM 16-QAM

Coding rate Rc 1/2 3/4 1/2 3/4 

Rate 
(bits/symbol) 

1.0 1.5 2.0 3.0 

an 4.4111 4.0152 3.9111 3.7011 

gn 5.4355 3.3311 2.7151 1.9461 

(dB)
(1)
n   3.0103 5.9989 9.9663 11.9224 

(dB)
(2)
n   -1.9230 1.7144 4.9422 7.11145 

(dB)
(3)
n   -3.0312 -0.3161 3.1221 5.3121 

 
RCPC MCS1 MCS2 MCS3 MCS4 

Modulation QPSK QPSK 16-QAM 16-QAM

Coding rate Rc 1/2 3/4 1/2 3/4 

Rate 
(bits/symbol) 

1.0 1.5 2.0 3.0 

an 0.3351 0.2197 0.2081 0.1936 

gn 3.2543 1.5244 0.6250 0.3484 

(dB)
(1)
n   4.3617 7.4442 11.2882 13.7883 

(dB)
(2)
n   0.1150 2.8227 6.6132 9.0399 

(dB)
(3)
n   -1.6532 0.7272 4.4662 6.8206 

 
RC-LDPC MCS1 MCS2 MCS3 MCS4 

Modulation QPSK QPSK 16-QAM 16-QAM

Coding rate Rc 1/2 3/4 1/2 3/4 

Rate 
(bits/symbol) 

1.0 1.5 2.0 3.0 

an 4.1352 3.9164 3.7071 3.5916 

gn 5.1441 3.1233 2.5152 1.7373 

(dB)
(1)
n   2.9311 5.9222 9.6772 11.4211 

(dB)
(2)
n   -1.5140 1.4237 5.0131 7.33188 

(dB)
(3)
n   -3.0312 -0.6161 3.0331 5.1235 

 
transmit an information packet. The average of transmit-
ted symbols for each mode  is given by n
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For cross-layer designed AMC schemes with n = 1,..,N 
modes, the average spectral efficiency needs to be calcu-
lated in order to evaluate system performance. By aver-

aging the nL  values in the range of  for 

over all 

( )(1)( ,..., )tN 
1,...,n N  modes, the average number of 

transmitted symbols in order to transmit an information 
packet is 
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Figure 5 depicts the average spectral efficiency of the 
combination of AMC and type-II HARQ relied on con-
straints  and . In this figure, it is 

shown the performance of AMC at physical layer when 

3tN  0.01lossPER 
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Figure 5. The average spectral efficiency of each RC-coded 
modulation based on CLD design. 

rate compatible punctured codes are employed under the 
constraints of the previous described cross-layer design. 
The parameters of each MCS are those listed in Table 2 
considering a channel with Rayleigh fading phenomena 
as described above. 

In Figure 6, we make contrast of the average spectral 
efficiency derived for each rate compatible punctured 
code. We illustrate the values of third transmission (i.e. 
Nt = 3). Figure 6 shows the performance merit of RCPT 
against RCPC. This corroborates the benefit of turbo 
scheme against convolutional one in terms of communi-
cation performance as it is well known. Indeed, this per-
formance benefit is more evident in low regions of aver-
age SNR than in high regions. Moreover, it is obvious 
that RC-LDPC achieves performance close to RCPT 
code. This is a useful outcome considering these two 
families of codes since LDPC codes are used in several 
standards and especially in space communications. The 
fact that turbo and LDPC codes show identical perform-
ance has also concluded both in [27] and [28]. [27] has 
focused on performance in terms of PER values at the 
physical layer both in AWGN and multipath Rayleigh 
fading channel. [28] has proposed the PEG (Progressive 
Edge-Growth) construction method for LDPC codes and 
has concluded that turbo coding is identical of LDPC in 
terms of bit-level performance. To this direction, we 
evaluate the system performance under the aforemen-
tioned cross-layer design and we have also concluded in 
the same result. 
 
4.2. Comparison Complexity 
 
However, the comparison between different codes should 
not be considered only in terms of performance related to 
communication efficiency. It should be also studied in 
terms of complexity even when the achieved system 
performance is identical between different codes (e.g. 
turbo and LDPC). Most of code complexity issues are 
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Figure 6. Comparison of RC codes in terms of average spec-
tral efficiency under the constraints of CLD design. 
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related to computational complexity measuring the addi-
tional operations required by each code. Another impor-
tant aspect of code complexity relies on architectural 
issues introduced by code design. [29] studies the com-
plexity of decoding algorithms that is measured in terms 
of computational operations such as multiplications, di-
visions and additions. In Table 3 is listed the number of 
operations (i.e. additions, divisions, etc.) needed for each 
decoding procedure using the max-log MAP (Maximum 
A Posteriori) algorithm and the Viterbi algorithm in case 
of turbo and convolutional decoder respectively. These 
are actually the decoding algorithms that we have im-
plemented in the RCPT and RCPC decoding procedure. 
In Table 3, M is the constraint length used by each en-
coder at the transmitter side. 

Figure 7 shows the complexity of each decoding pro-
cedure (i.e. turbo and convolutional) in terms of number 
of operations vs. the number of iterations and code con-
straint length respectively. It is obvious from this figure 
that the decoding complexity in case of convolutional 
scheme is noticeably less than turbo case. In our case, the 
convolutional decoding procedure uses Viterbi decoder 
with constraint length equal to seven. On the other hand, 
turbo decoding uses max-log MAP with iterations equal 
to eight. The declension of turbo decoding complexity is 
close to two times the complexity of convolutional one 
since convolutional decoding scheme exhibits 1200 
number of operations while turbo one exhibits approxi-
mately 2400 number of operations. 

 
Table 3. Complexity of turbo and convolusional decoders. 

 Number of Equivalent Operations 

Turbo (Max-log 
MAP algorithm) 28×2M–3 

Convolutional 
(Viterbi algorithm) 10×2M–3 
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Figure 7. Complexity comparison between Turbo and Con- 
volutional decoders. 

On the other hand, performance comparisons between 
turbo and LDPC codes in terms of decoding complexity 
have shown that when both codes achieve an identical 
performance then the decoding complexity remains ap-
proximately the same. For instance, [28] have claimed 
that 80 iterations using the belief propagation algorithm 
produces the same decoding complexity as a turbo code 
does with 12 iterations using the BCJR decoding algo-
rithm. [27] has studied the performance comparison be-
tween turbo and LDPC codes in more details considering 
computational complexity. The authors have measured 
the computational complexity in terms of number of op-
erations per iteration per information bit that they could 
be additions or comparisons. Table 4 shows the compu-
tational complexity per information bit of the sub-opti-
mum decoding algorithm for code rate R = 1/3. The com-
plexity is expressed in relation to number of iterations 

 and it is illustrated in Figure 8. itrN

Assuming the same configuration as in [27] the turbo 
decoding with 8 iterations when a max-log-MAP algo-
rithm is used exhibits approximately the same complex-
ity in terms of number of additions with the LDPC de-
coding scheme that uses the BP algorithm. In our com-
parative study, we use the decoding schemes from [28] 
that consist of a turbo decoder with max-log-MAP plus 8 
iterations and LDPC decoder with PEG decoding graphs 
plus 80 iterations. Henceforth, it could be claimed that 
both turbo and LDPC decoders show the same computa-
tional complexity. 

 
Table 4. Complexity of turbo and LDPC decoding algorthms. 

 
Number of Operations per 

information bit 

Turbo (max-log  
MAP algorithm) itrN 106 

LDPC (Belief 
Propagation algorithm) itrN 26.9 
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Figure 8. Complexity comparison between Turbo and  
LDPC decoders. 
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5. Conclusions and Future Work 
 
In this paper, we have extended the cross-layer design 
combining AMC with HARQ using RCPT codes. To this 
end, a hybrid FEC/ARQ based on RCPT codes has been 
assumed. In previous works, the proposed CLD was in-
troduced with uncoded modulations, convolutional and 
rate-compatible convolutional coded modulations dedi-
cated to AMC schemes. In addition to that, we have im-
plemented a CLD approach using puncturing techniques 
for rate compatibility purposes. The system performance 
has been evaluated for type-II hybrid ARQ mechanism. 
Moreover, we have illustrated comparative results of 
system performance of other rate compatible codes as 
convolutional and LDPC as well. In order to have a more 
comprehensive view of coding and decoding schemes we 
also discuss the computational complexity of each code 
separately, in terms of the required number of operations 
either in each iteration attempt or for each memory len- 
gth. However, since turbo coding and indeed punctured 
turbo codes are able to accomplish better performance 
with different RSC encoders and puncturing rules name- 
ly optimal encoding and puncturing [26], a future work 
should be the performance evaluation of AMC and 
HARQ combination implementing different encoders 
and puncturing rules using RCPT-ARQ. 
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Abstract 

In this paper, the capacity of a multiuser Multiple Input Multiple Output (MIMO) system employing the 
block diagonalization broadcasting scheme in presence of spatial correlation and mutual coupling is investi-
gated. It is shown by computer simulations that, in general, the presence of spatial correlation decreases the 
capacity of a multiuser MIMO system. However, for some particular antenna element spacing mutual cou-
pling decreases the spatial correlation rendering an increased capacity. The optimized diagonalization 
broadcasting technique with a two-stage power allocation scheme is proposed and verified. The presented 
simulations results confirm the advantage of the proposed broadcasting scheme. 

Keywords: Multiuser MIMO, Block Diagonalizaiton, Mutual Coupling, Dirty Paper Coding 

1. Introduction 
 
It has been shown via theoretical derivations as well as 
by experiment that using multiple element antennas with 
a suitable signal transmission scheme in a rich scattering 
propagation environment can enhance peer-to-peer com- 
munication without the use of extra frequency bandwidth 
[1,2]. This potential of multiple input multiple output 
(MIMO) communication systems can be used to advan-
tage using two alternative approaches. In one approach, 
the signal transmission quality via diversity can be im-
proved. Alternatively for a chosen quality factor such as 
bit error rate (BER), the data rate can be increased by a 
stream multiplexing transmission. 

Most recent studies on MIMO focus on multiuser sys-
tems. For a multiuser MIMO system, allocation of the 
channel resources among independent users either in the 
form of multiple accesses (uplink) or broadcasting (dow- 
nlink) is considered. The information theory hints that 
the broadcasting case is by far the most challenging. In 
this case, an inter-user interference occurs due to the 
spatially multiplexed transmitted signals at a base station 
(BS). For the Gaussian MIMO broadcasting channels, it 
has been proved that dirty paper coding (DPC) [3] can 
achieve the available capacity [4]. However, to deploy 
DPC in a real system is challenging due to the high com-
plexity and computational burden on successive encod-

ing and decoding. An alternative strategy is the block 
diagonalization (BD) [5,6]. Compared with DPC sche- 
me, BD is a suboptimal technique with much reduced 
complexity. Using this technique, signals are transmitted 
only to desired users. In turn, null steering is applied to 
other users by decomposing the multiuser channel into a 
group of parallel single user MIMO channels. To achieve 
such decomposition, BS needs to select a suitable beam-
forming matrix for each user. The matrix is vertical to 
the space spanned by other users’ channels matrices. If 
the channel matrices of all the scheduled users are per-
fectly known at the transmitter, the inter-user interfer-
ence can be eliminated by BD, rendering a simple re-
ceiver structure. 

Because of its simplicity and good performance, BD is 
under constant research. In [7], the imperfect channel 
state information (CSI) assumption was used while in-
vestigating BD. The effect of outdated CSI at transmitter 
on multiuser MIMO system with BD was reported. In [8], 
a BD algorithm that accounts for the presence of other- 
cell interferences was proposed under the assumption 
that the transmitter has full CSI and the information 
about the interference plus noise covariance matrix for 
in-cell users. Most of the research on BD for multiuser 
MIMO systems was done by neglecting interactions 
within the transmitting and receiving array antennas and 
between the array antennas and scatterers. When a 



F. WANG  ET  AL. 267



 
MIMO transceiver has to be of compact size interactions 
within the transmitting or receiving array antennas have 
to be taken into account. The small inter-element spacing 
in the antenna array in such transceivers renders mutual 
coupling. The effect of mutual coupling on a point- 
to-point MIMO system has been investigated in many 
works, such as [9,10,11]. In this paper, a BD algorithm 
that accounts for the effect of spatial correlation and 
mutual coupling in array antennas is presented and its 
performance is evaluated with respect to the overall sys-
tem capacity. 

The paper is organized as follows. Section 2 describes 
a multiuser MIMO system model including the channel 
model with spatial correlation. Section 3 describes inter-
actions between the array elements and scatterers in the 
propagation environment in which mutual coupling ef-
fects cannot be neglected. Section 4 gives details of the 
BD algorithm that accounts for the effect of mutual cou-
pling. Section 5 quantifies the effect of mutual coupling 
by presenting numerical results. Section 6 summarizes 
the findings of the undertaken research. 

 
2. System Model 
 
2.1. Signal Model 
 
A narrowband multiuser system is assumed. It is postu-
lated that it is created around a base station (BS) with L 
downlink mobile users. The base station includes N 
transmitting antennas. At time t, K mobile stations (MS) 
from L available users are scheduled to be serviced by 
BS. The k-th mobile station (MS) employs Mk antennas. 
The transmitted signal intended for the k-th mobile sta-
tion is denoted by a Qk × 1 dimensional vector xk which 
is weighted by an N × Qk pre-processing matrix Wk be-
fore transmission. Qk is the number of parallel data 
symbols transmitted simultaneously to the k-th MS. The 
MIMO channel between the BS the k-th MS is described 
by the complex matrix Hk, whose (i,j)th entries represent 
the complex gain between the j-th transmit antenna at BS 
and i-th antenna at k-th MS. It is assumed that different 
MS experience independent fading. The received signal 
at k-th MS can be presented by 
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where trace(EkE
†
k) = pk is the power transmitted to the kth 

MS. nk is the additive Gaussian white noise (AWGN) 
vector, whose elements are independent identical distri-
bution (i.i.d.) zero-mean circularly symmetric complex 
Gaussian random variables with variance σn

2. 

2.2. Channel Model 
 
The channel matrix Hk describing the channel properties 
between BS and the kth MS is influence by the transmit-
ting and receiving antenna array configurations and a 
signal propagation environment. It is assumed that the 
BS and MSs are equipped with wire dipoles arranged in 
liner arrays. The length of each dipole element is as-
sumed to be half wavelength. Also, the links between BS 
and different MSs do not share the same scattering envi-
ronment. This assumption confirms the earlier assumed 
independent signal fading for different MSs. For each 
link, the Kronecker channel model [5,12] is assumed. In 
this model, the correlations at transmitter and receiver 
sides are independent and the channel matrix Hk is rep-
resented as 

 1/2 1/2k
k MS HH R G RBS               (2) 

where GH is a matrix with i.i.d. Gaussian entries with 
zero mean and unit variance and k

MSR  and RBS are spa-

tial correlation matrices at the kth MS and BS, respec-
tively. In a rich scattering environment, the correlation 
for any pair of dipole element with spacing dm,n can be 
obtained using Clark’s model and are given by a Bessel 
function 

, 0 ,(m n m nJ kd )                  (3) 

Using (3), the correlation matrix for the kth MS can be 
generated as 

1,1 1,

,1 ,

k

k k

M

k
MS

M M

 

 
kM

 
 

  
 
 

R



  


         (4) 

In turn, the correlation matrix for BS can be obtained 
from 

1,1 1,

,1 ,

N

BS

N N

 

  N

 
   
  

R


  


           (5) 

 
3. Mutual Coupling 
 
For the array formed by linear parallel wire dipoles, the 
mutual coupling matrix can be expressed using electro-
magnetic and circular theory described in [9] 

1(Ζ Ζ )( )A T T M
   ZC I          (6) 

where ZA = 73 + j42.5[Ω] is the element impedance in 
isolation and ZT is impedance of the receiver at each ele-
ment. It is chosen to be the complex conjugate of ZA to 
obtain the impedance match. Z is the mutual impedance 
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matrix with all the diagonal elements equal to ZA + ZT, its 
non-diagonal elements Znm are decided by the physical 
parameters including dipole length, the horizontal dis-
tance between the two dipoles. For a side-by-side array 
configuration and dipole length l equals to 0.5λ, Znm is 
given by [9,10] 

 
 
 
 

0 1 2

0 1 2

30 0.5722 ln(2 ) (2 )

30 (2 ) ,

30 2 ( ) ( ) ( )

302 ( ) ( ) ( )

i

i

mn

i i i

i i i

l C l
m n

j S l
Z

C u C u C u
m n

j S u S u S u

 



  



 

    

   (7) 

where β=2π⁄λ is the wave number and Ci(u) and Si(u) are 
the cosine and sine integral, respectively, given as 

 

 
0

cos( )

( )

u

i

u

i

x
C u dx

x
sin x

S u dx
x









             (8) 

and the constants are given by [10] 

 
 

0

2 2
1

2 2
2

h

h

h

u d

u d l

u d l









  

  

l

l

            (9) 

where dh is the horizontal distance between the two di-
pole antennas. 
 
4. Block Diagonalizaiton with Mutual   

Coupling 
 
We assume at time t, K mobile stations (MS) from L 
available users are scheduled to be serviced by BS. To 
ensure the sufficient freedom for BS to perform BD over 
the K scheduled MSs, it is assumed that 

1

K

k
k

M N


                  (10) 

With spatial correlation and mutual coupling taken 
into account, the received signal at kth MS described by 
(1) can be rewritten as 

 

 
 

1/2 1/2

1

1/2 1/2

1/2 1/2

1,

K
k k

k MS MS BS BS k k k k
k

k k
MS MS BS BS k k k

K
k k
MS MS BS BS j j j k

j j k



 











H

H

H

y C R G R C W E x n

C R G R C W E x

C R G R C W E x n





 (11) 

where, CBS and k
MSC  are the mutual coupling matrices 

for the dipole element array at BS and the kth MS, re-
spectively. Wk is the beamforming matrix at BS for the 

kth MS. To eliminate the interference from the signals 
transmitted to other MSs, the key idea in the block di-
agonalization is to zero-force the interference by impos-
ing the following condition 

 1/2 1/2 ( ,1 ,k k
MS MS BS BS j j k k j K   HC R G R C W 0 )  (12) 

when the mutual coupling and correlation is taken into 
account, 

 1/ 2 1/ 2

1 2

1 2

[ , , , ]

[ , , , ]

k k
k MS MS BS B

T
K

K






HH C R G R C

H H H H

W W W W

 


S

          (13) 

where (•)T donates the matrix transpose operation. By 
including the condition given by (12), the effective chan-
nel matrix for the multiuser MIMO system with K MSs 
can be represented by a ∑Mk × ∑Mk matrix, given as 

1 1 1 2 1

2 1 2 2 2

1

K

K

K K



K

 
 
 
 
 
  

D HW

H W H W H W

H W H W H W

H W H W






   
 

     (14) 

By using (12), Equation (14) can be rewritten as 

1 1

2 2

K K

 
 
 
 
 
  

H W 0 0 0

0 H W 0 0
D

0 0 0

0 0 0 H W


   (15) 

At this point it is important to comment whether the 
condition (12) can be met in practice. From the theory of 
antennas it is known that an N-element array antenna is 
capable of forming N-1 nulls. This means that in the 
strict sense, the BS having an N-element array is able 
only to null up to N-1 MSs. For a larger number of MSs, 
the condition (12) has to be compromised. In such a case, 
the BS can direct low sidelobes instead of nulls towards 
undesired users. In further considerations, it is assumed 
that the number of MSs served by BS is such that the 
condition (12) is met. 
 
4.1. Calculation of Beamforming Matrices 
 
In order to transmit a signal only to the desired MS while 
steering nulls to the remaining MSs, the beamforming 
matrix for the desired MS should be orthogonal to the 
space spanned by the channel matrices of the undesired 
MSs. We define the channel matrix as 

1 1 1[ , , , T
k k k H H H H H   ]K       (16) 
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which is obtained by removing the channel matrix for the 

kth MS from . Performing the eigenvalue decomposi-
tion (EVD) over the N × N non-negative Hermitian Ma-
trix, one obtains 

H

†
†

†
[ ] k

k k k k

k

  
   

   

Σ 0 V
H H V V

0 0 V


  

        (17) 

where (•) † denotes the conjugate transpose operation. 
It can bee seen that Vk is a matrix with the dimension 

of N × Mk. Its columns correspond to those zero eigen-
values. By letting Wk = Vk, a perfect null steering to all 
the undesired K-1 MSs can be achieved. By repeating the 
steps represented by Equation (15) and (16), all the K 
beamforming matrices can be obtained. In this way, as 
shown in Equation (14), the multiuser MIMO downlink 
system is decomposed into K independent single-user 
MIMO systems. 
 
4.2. Overall Capacity of Multiuser MIMO 

Broadcasting with Block Diagonalization 
 
For the case of a multiuser MIMO downlink system 
which is decomposed into K independent single-user 
MIMO systems by block diagonalization, the overall 
capacity can be obtained as a sum of individual links 
capacities, as expressed by 

† † †
2 2

1

1
log det

K
k

sum k k k k k k
k n

C



  

 
 xxI E W H R H W E


  (18) 

With mutual coupling and spatial correlations taken 
into account, (18) can be rewritten as 

† † †
2 2

1

1
log det
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sum k k k k k k
k n

C



 


 xxI E W H R H W E



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  (19) 

where  is the kth MS’s input covariance matrix. 

The capacity for kth MS is 

k
xxR

† † †
2 2

1
log det k

k k k k
n

C


 
  

 
xxI E W H R H W Ek k k       (20) 

We assume that the signal intended for the kth MS is a 
Gaussian signal. As a result, (20) can be simplified to 
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For high SNRs, (21) can be further simplified and 
given by 
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 (22) 

The last part of Equation (22) shows three terms con-
tributing to the capacity. The first term represents the 
broadcasting capacity for the kth MS without the effect 
of mutual coupling at BS and MS. The second and third 
terms represent the mutual coupling at kth MS and BS. 
The effect of these terms on capacity depends on the 
coupling matrices at the MS and BS ends. If the product 
of the determinants of the mutual coupling matrices is 
larger than one, the effect of mutual coupling on capacity 
is positive. Otherwise, it is negative. 
 
4.3. Power Allocation Scheme 
 
The most straightforward power allocation scheme from 
BS to different MSs is accomplished by transmitting 
equal power to each MS. That is 

†trace( ) T
k k k

P
p

K
 E E              (23) 

where PT is the total transmitted power at BS and pk is 
the power allocated to the kth MS. 

This power allocation scheme is simple to realize in 
practice. However, it does not always provide the best 
performance with respect to capacity. To maximize the 
capacity, a two-stage power allocation scheme is pre-
sented. At the first stage, the power allocation is accom-
plished according to the objective function at the users’ 
level, as expressed by 

 
1 2

1 2
, , ,

1

Max , , ,
K

sum K
p p p

K

k T
k

C p p p

Subject to p P

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


        (24) 





  (21) 

The result of (24) is the optimized power allocation for 
different users under service. This is the capacity-greedy 
power allocation scheme and is non-linear. The solution 
can be obtained by applying a Lagrange method. 

At the second stage, the transmit power for each user 
can be optimized at an antenna level by using a wa-
ter-filling scheme. At this stage, the power is allocated to 
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different transmit antennas according to the objective 
function, which is described by 

2

1

, 1,2, ,i n
k k i

k

r
i
k k

i

p i

Subject to p p










 
   
 



 r
           (25) 

where (z)+=max(0,z) and μk is chosen to obey the power 
constraint for the kth MS and r is the rank of the effec-
tive channel matrix between BS and the kth MS 

  1/2 1/2rank k k
MS MS BS BS kr  HC R G R C W     (26) 

By applying the water-filling scheme, the capacity for 
kth MS is 

 2
2
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1
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i n
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


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 
 n         (27) 

 
5. Numerical Results 
 
Using the presented theory, computer simulations are 
performed for a multi-user MIMO system with 8 trans-
mit antennas at BS and 3 MSs each equipped with 2 re-
ceive antennas. It is assumed that the three MSs are 
scheduled and served by BS at the same time. As a result, 
this system is referred to as a 3 × (2 × 8) system. 

Figure 1 presents the possible impact of spatial corre-
lation and mutual coupling on the broadcasting through-
put. In simulations, the dipole spacing at BS and MS is 
assumed to be fixed at 1.0λ and 0.5λ, respectively. 

As observed from the results presented in Figure 1, 
Dirty Paper Coding, where effects of spatial correlation 
and mutual coupling are neglected, offers the largest  
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Figure 1. Broadcasting throughput for a 3 × (2 × 8) system. 

scheme in which spatial correlation and mutual coupling 
are neglected shows a reduced throughput. The through-
put for BD with mutual coupling or spatial correlation 
included in calculations further reduces the system throu- 
ghput. The differences are most pronounced at larger 
levels of SNR. 

Figure 2 shows the effect of spatial correlation and 
mutual coupling on the broadcasting throughput for a 3× 
(2×8) system. The SNR is set to 10 dB and the unit for 
dipole spacing is the wavelength, represented by λ. The 
solid lines represent CDF of broadcasting throughput 
with spatial correlation only and the dotted lines are for 
the CDF of broadcasting throughput with spatial correla-
tion and mutual coupling combined. It can bee seen form 
Figure 2 that the presence of spatial correlation and mu-
tual coupling results in a degraded broadcasting throug- 
hput in comparison with an idealized Rayleigh channel. . 

In general, spatial correlation is regarded as a negative 
factor in a MIMO communication system. However, 
mutual coupling can be seen as a positive factor at some 
dipole spacing. As observed in Figure 2, for the dipole 
spacing of 0.2λ and 0.3λ, the existence of mutual cou-
pling results in a higher capacity. It is interesting to note 
that the curve of the capacity with and without mutual 
coupling merge at the point of dipole spacing equal to 
0.4λ. When the spacing is increased to 0.6λ, the plot rep-
resenting the capacity with mutual coupling is on the left 
side of the curve for the capacity with correlation only. 
This is the case for which the presence of mutual cou-
pling leads to a lower capacity. 

Figures 3 and 4 show comparisons between capacity 
with spatial correlation only, and with spatial correlation 
plus mutual coupling, as a function of antenna element 
spacing. 

In the presented simulation results, the SNR is set to  
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Figure 2. Broadcasting throughput CDF for a 3 × (2 × 8) 
system. 
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Figure 3. Broadcasting throughput vs. MS array interele-
ment spacing for a 3 × (2 × 8) system. 
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Figure 4. Broadcasting throughput vs. MS array interele-
ment spacing and SNR for a 3 × (2 × 8) system. 

 
10 dB and the unit for dipole spacing is the wavelength, 
as represented by λ. The dipole spacing ranges from 0.0λ 
to 1.0λ. We can see that the curves for BD with spatial 
correlation only and BD with spatial correlation plus mu-
tual coupling cross at 0.4λ and 0.95λ. For the dipole 
spacing range from 0.4λ to 0.95λ, mutual coupling in-
creases the spatial correlation level and results in a de-
creased capacity. In turn, when the dipole spacing ranges 
from 0.1λ to 0.4λ, mutual coupling decreases the spatial 
correlation level and renders an increased capacity. 

The results presented in Figures 5 and 6 verify the 
two-stage power allocation scheme described in Section 6. 

One can see from results presented in Figures 5 and 6 
that with or without mutual coupling, the optimized 
power allocation scheme leads to a higher capacity than 
the non-optimized one over the SNR range from 5 dB to 
20 dB and the antenna spacing from 0.1λ to 1λ. The 

0

0.2

0.4

0.6

0.8

1

-5
0

5
10

15
20

0

5

10

15

20

25

30

MS Inter-element spacing
SNR(dB)

 

S
um

 T
hr

ou
gh

pu
t(

bp
s/

H
z)

5

10

15

20

25

Optimized Broadcasting Throughput

Non-optimized Broadcasting Throughtput

 

Figure 5. Comparison of optimized and non-optimized 
broadcasting throughput vs. MS array interelement spacing 
and SNR for a 3 × (2 × 8) system in the presence of spatial 
correlation only. 
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Figure 6. Comparison of optimized and non-optimized 
broadcasting throughput vs. MS array interelement spac-
ing and SNR for a 3 × (2 × 8) system in the presence of spa-
tial correlation and mutual coupling. 
 
optimized scheme improves capacity in the presence of 
spatial correlation and mutual coupling. This achieve-
ment is more apparent at higher values of SNR and lar-
ger inter-element antenna spacing. 
 
6. Conclusions 
 
In this paper, investigations into the capacity of a multi-
user MIMO system with block diagonalization broad-
casting scheme in the presence of spatial correlation and 
mutual coupling have been presented. The effect of spa-
tial correlation and mutual coupling on the broadcasting 
throughput for block diagonalization broadcasting has 
been analyzed. It has been shown by the performed 
computer simulations that the presence of spatial correla-
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tion leads to a decreased capacity. However, mutual cou-
pling may have negative or positive influence of capacity. 
For some particular dipole spacing range, mutual cou-
pling decreases the spatial correlation level, rendering an 
increased capacity. The optimized diagonalization broad- 
casting technique with a two-stage power allocation 
scheme has been proposed and verified. The presented 
simulations results have demonstrated a positive impact 
of this optimized BD scheme. 
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Abstract 

Electric load forecasting is essential for developing a power supply strategy to improve the reliability of the 
ac power line data network and provide optimal load scheduling for developing countries where the demand 
is increased with high growth rate. In this paper, a short-term load forecasting realized by a generalized neu-
ron–wavelet method is proposed. The proposed method consists of wavelet transform and soft computing 
technique. The wavelet transform splits up load time series into coarse and detail components to be the fea-
tures for soft computing techniques using Generalized Neurons Network (GNN). The soft computing tech-
niques forecast each component separately. The modified GNN performs better than the traditional GNN. At 
the end all forecasted components is summed up to produce final forecasting load. 

Keywords: Wavelet Transform, Short Term Load Forecasting, Soft Computing Techniques 

1. Introduction 
 

Short-term load forecasting (STLF) is an essential tech-
nique in power system planning, operation and control, 
load management and unit commitment. Accurate load 
forecasting will lead to appropriate scheduling and plan-
ning with much lower costs on the operation of power 
systems [1–6]. Traditional load forecasting methods, 
such as regression model [7] gray forecasting model [8,9] 
and time series [10,11] do not consider the influence of 
all kind of random disturbances into account. At recent 
years artificial intelligence are introduced for load fore-
casting [12–17]. Various types of artificial neural net-
work and fuzzy logic have been proposed for short term 
load forecasting. They enhanced the forecasting accuracy 
compared with the conventional time series method. The 
ANN has the ability of self learning and non-linear ap-
proximations, but it lacks the inference common in hu-
man beings and therefore requires massive amount of 
training data, which is an intensive time consuming proc-
ess. On the other hand fuzzy logic can solve uncertainty, 
but traditional fuzzy system is largely dependent on the 
knowledge and experiences of experts and operators, and 
is difficult to obtain a satisfied forecasting result espe-
cially when the information is incomplete or insufficient.  

This paper aims to find a solution to short term load 

forecasting using GNN with wavelet for accurate load 
forecasting results. This paper is organized as follows: 
Section 2 discusses various traditional and soft comput-
ing based short term load forecasting approaches. Con-
cept of wavelet analysis required for prediction will be 
discussed in Section 3 while elements of generalized 
neural architecture needed will be described in Section 4. 
A prediction procedure using wavelets and soft comput-
ing techniques and its application to time series of hourly 
load forecasting consumption is discussed in Section 5. 
Section 6 includes discussion and concluding remarks. 
 
2. Traditional and Soft Computing Techni- 

ques for Short Term Load Forecasting 
 
2.1. Traditional Approaches 
 
Time Series Methods 

Traditional short term load forecasting relies on time 
series analysis technique. In time series approach the 
model is based on past load data, on the basis of this 
model the forecasting of future load is done. The tech-
niques used for the analysis of linear time series load 
signal are: 

1) Kalman Filter Method 
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The kalman filter is considered as the optimal solution 
to many data prediction and trend matching. The filter is 
constructed as a mean square minimization which re-
quires the estimation of the covariance matrix. The role 
of the filter is to extract the features from the signal and 
ignore the rest part. As load data are highly non linear 
and non stationary, it is difficult to estimate the covari-
ance matrix accurately [18]. 

2) Box Jenkins Method 
This model is called as autoregressive integrated mov-

ing average model. The Box Jenkins model can be used 
to represent the process as stationary or non stationary. A 
stationary process is one whose statistical properties are 
same over time, which means that they fluctuate over 
fixed mean value. On other hand non stationary time 
series have changes in levels, trends or seasonal behavior. 
In Box Jenkins model the current observation is weigh- 
ted average of the previous observation plus an error 
term. The portion of the model involving observation is 
known as autoregressive part of the model and error term 
is known as moving average term. A major obstacle here 
is its slow performance [19]. 

3) Regression Model 
The regression method is widely used statistical tech-

nique for load forecasting. This model forms a relation-
ship between load consumptions done in past hour as a 
linear combination to estimate the current load. A large 
data is required to obtain correct results, but it requires 
large computation time. 

4) Spectral Expansion Technique 
This method is based on Fourier series. The load data 

is considered as a periodic signal. Periodic signal can be 
represented as harmonic summation of sinusoids. In the 
same way electrical load signal is represented as summa-
tion of sinusoids with different frequency. The drawback 
of this method is that electrical load is not perfect peri-
odic. It is a non stationary and non linear signal with 
abrupt variations caused due to weather changes. This 
phenomenon results in the variation of high frequency 
component which may not be represented as periodic 
spectrum. This method is not suitable and also requires 
complex equation and large computation time. 
 
2.2. Soft Computing Approach 
 
Soft computing is based on approximate models working 
on approximate reasoning and functional approximation. 
The basic objective of this method is to exploit the tol-
erance for imprecision, uncertainty and partial truth to 
achieve tractability, robustness, low solution cost and 
best results for real time problems. 

1) Artificial Neural Networks (ANN) 
An artificial neural network is an efficient information 

processing system to perform non-linear modeling and 
adaptation. It is based on training the system with past 

and current load data as input and output respectively. 
The ANN learns from experience and generalizes from 
previous examples to new ones. It is able to forecast 
more efficiently the load as the load pattern are non lin-
ear and ANN is capable to catch trends more accurately 
than conventional methods. 

2) Rule Based Expert Systems 
An expert system is a logical program implemented on 

computer, to act as a knowledge expert. This means that 
program has an ability to reason, explain and have its 
knowledge base improved as more information becomes 
available to it. The load-forecast model can be built us-
ing the knowledge about the load forecast domain from 
an expert in the field. The knowledge engineer extracts 
this knowledge from the load domain. This knowledge is 
represented as facts and rules using the first predicate 
logic to represent the facts and IF-THEN production 
rules. Some of the rules do not change over time, some 
changes very slowly; while others change continuously 
and hence are to be updated from time to time [20]. 

3) Fuzzy Systems 
Fuzzy sets are good in specialization, fuzzy sets are 

able to represent and manipulate electrical load pattern 
which possesses non-statistical uncertainty. Fuzzy sets 
are a generalization of conventional set theory that was 
introduced as a new way to represent vagueness in the 
data with the help of linguistic variable. It introduces 
vagueness (with the aim of reducing complexity) by 
eliminating the sharp boundary between the members of 
the class from nonmembers [21,22]. 

These approaches are based on specific problems and 
may represent randomness in convergence or even can 
diverge. The above mentioned approaches use either reg- 
ression, frequency component or mean component or the 
peak component to predict the load. The prediction of the 
load depends upon both time and frequency component 
which varies dynamically. In this paper, an attempt is 
made to predict electrical load that combines the above 
mentioned features using generalized neurons and wave-
let. 
 
3. Elements of Wavelet Analysis 
 
Wavelet analysis is a refinement of Fourier analysis [9– 
15,23–29] which has been used for prediction of time 
series of oil, meteorological pollution, wind speed, rain-
fall etc. [28,29]. In this section some important vaults 
relevant to our work have been described. The underly-
ing mathematical structure for wavelet bases of a func-
tion space is a multi-scale decomposition of a signal, 
known as multi-resolution or multi-scale analysis. It is 
called the heart of wavelet analysis. Let L2(R) be the 
space of all signals with finite energy. A family {Vj} of 
subspaces of L2(R) is called a multi resolution analysis of 
this space if 
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1) intersection of all Vj, j = 1, 2, 3, ...... be non-empty, 
that is jj

V    

2)This family is dense in L2(R), that is, = L2(R) 
3) f (x)  Vj if and only if f (2x)  Vj + 1   
4) V1 V2  ..... Vj  Vj + 1  
There is a function preferably with compact support of 

such that translates  (x – k) k  Z, span a space V0. A 

finer space Vj is spanned by the integer translates of the 
scaled functions for the space Vj and we have scaling 
equation 



( ) (2 1)kx a x                    (1) 

with appropriate coefficient ak, kZ.   is called a scal-

ing function or father wavelet. The mother wavelet   

is obtained by building linear combinations of  . Fur-

ther more   and   should be orthogonal, that is, 

( ) ( ) 0k , l ,l ,k Z                 (2) 

These two conditions given by (1) and (2) leads to 
conditions on coefficients bk which characterize a mother 
wavelet as a linear combination of the scaled and dilated 
father wavelets : 

( )= (2 )k
k z

x b x k 


               (3) 

Haar, Daubechies and Coefmann are some well known 
wavelets. 

Haar wavelet (Haar mother wavalet) denoted by ψ is 
given by 

1, 0 1 2

( ) = 1, 1 2 < 1

0, < 0, > 1

x

x

x x


 

 



x             (4) 

Can be obtained from the father wavelet 

1, 0 1
( )= 

0, 0, 1

x
x

x x


 
  

             (5) 

In this case coefficients ak in (1) are a0 = a1 = 1 and ak 
= 0 for k  0, 1. The Haar wavelets is defined as a linear 
combination of scaled father wavelets (x) =  (2x) – 

 (2x – 1) which means that coefficients bk in (3) are b0 = 

1, b1 = –1 and bk = 0 otherwise, Haar wavelets can be 
interpreted as Daubechie’s wavelet of order 1 with two 
coefficients. In general Daubechies’ wavelets of order N 
are not given analytically but described by 2N coeffi-
cients. The higher N, the smoother the corresponding 
Daubechies’ wavelets are (the smoothness is around 0-2N 
for greater N). Daubechies’ wavelets are constructed in 
a way such that they give rise to orthogonal wavelet 
bases. It may be verified that orthogonality of translates 
of   and  , requires that  k

k

a  = 2 and  = 2.  
k

kb

It is quite clear that in the higher case the scaled, trans-
lated and normalized versions of  are denoted by 

   /2
,   2 2j j

j k t x  k               (6) 

With orthogonal wavelet  the set {j, k | j, k    Z} 

is an orthogonal wavelet basis. A function f can be rep-
resented as 

j ,k j ,k j ,k
j Z k Z

f = c   ( ,c < f >) 
 

      (7) 

The Discrete Wavelet Transform (DWT) corresponds 
to the mapping f  cj,k. DWT provides a mechanism to 
represent a data or time series f in terms of coefficients 
that are associated with particular scales [24,26,27] and 
therefore is regarded as a family of effective instrument 
for signal analysis. The decomposition of a given signal f 
into different scales of resolution is obtained by the ap-
plication of the DWT to f. In real application, we only 
use a small number of levels j in our decomposition (for 
instance j = 4 corresponds to a fairly good level wavelet 
decomposition of f). 

The first step of DWT corresponds to the mapping f to 
its wavelet coefficients and from these coefficients two 
components are received namely a smooth version, nam- 
ed approximation and a second component that corre-
sponds to the deviations or the so-called details of the 
signal. A decomposition of f into a low frequency part a, 
and a high frequency part d, is represented by f = a1 + d1. 
The same procedure is performed on a1 in order to obtain 
decomposition in finer scales: a1 = a2 + d2. A recursive 
decomposition for the low frequency parts follows the 
directions that are illustrated in Figure 1. 

The resulting low frequency parts a1, a2, ..... an are ap-
proximations of f, and the high frequency parts d1, d2, ..... 
dn contain the details of f. This diagram illustrates a 
wavelet decomposition into N levels and corresponds to 

1 2 3 1       N N Nf d d d d d a     (8) 

In practical applications, such decomposition is ob-
tained by using a specific wavelet. Several families of 
wavelets have proven to be especially useful in various 
applications. They differ with respect to orthogonality, 
smoothness and other related properties such as vanish-
ing moments or size of the support. 

 

 

Figure 1. Wavelet decomposition in form of coarse and de-
tail coefficients. 
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4. Neuro Theory of Generalized Neuron 
Model 

 
The following steps are involved in the training of a 
summation type generalized neuron as shown in Figure 2. 
 
4.1. Forward Calculations 
 
Step 1: The output of the part of the summation type 

generalized neuron is 
 1

* _

1

1 
 s s net

O
e               (9) 

where _ i i os net W X X    

Step 2: The output of the  part of the summation type 
generalized neuron is 

2* _
  p pi netO e 

             (10) 

where  _ *i i opi net W X X 
Step 3: The output of the summation type generalized 

neuron can be written as 

*(1 ) *pkO O W O W            (11) 

 
4.2. Reverse Calculation 
 
Step 4: After calculating the output of the summation  

 
 s_bias 

Input, Xi 

pi_bias 

Output, Opk

 

 
 s_bias 

Output, Opk

Input, 
Xi 

pi_bias  

Figure 2. Learning algorithm of a summation type general-
ized neuron. 

 neural network, it is compared with the 

Then, the uared error for
patterns is 

type generalized neuron in the forward pass, as in the 
feed-forward
desired output to find the error. Using back-propagation 
algorithm the summation type GN is trained to minimize 
the error. In this step, the output of the single flexible 
summation type generalized neuron is compared with the 
desired output to get error for the ith set of inputs: 

Error ( )i i iE Y O                 (12) 

sum-sq  convergence of all the 
 

20 5p iE . E                     (13) 

A multiplication factor of
plify the calculations. 

ron

 0.5 has been taken to sim-

Step 5: Reverse pass for modifying the connection 
strength. 

1) Weight associated with the 1 and 2  part of the 

summation type Generalized Neu  is: 

( ) ( 1)W k W k W                 (14) 

where     ( ) i
kW O O X   ( 1)W k       

and       ( )i i
k Y O     

ts associated with e inputs of th2) Weigh  th e 1 part 

of the summation type Generalized Neuron are: 

( ) ( 1)i i iW k W k W                 (15) 

where     ( 1i j iW Xi W k )        

and       (1 )*j kW O O       

s associated with the input of the  part of 
the summation type generalized Neuron are: 

3) Weight

( ) ( 1)i i iW k W k W                (16) 

 ( 1i j iW Xi W kwhere    )      

O

 

and       (1 )*( 2* _ )*j k W pi net      

M comentum factor for better convergen e. 

Rang ed 
by expe

d Neuron–Wavelet Approach 

en 
sed to predict the electrical load. In this approach, Dau- 

Learning rate. 

 from 0 to 1 and is determine of these factors is
rience. 

 
. Generalize5

 
The Generalized Neuron–Wavelet approach has be
u
bechies wavelets Db8 have been applied in the decom-
position for the give data pattern. There are four wavelet 
coefficients are used. All these wavelet coefficients are 
time dependent (the first three wavelet coefficients from 
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-
re

  

1

d1 to d3 and the coarse approximation a3. These coeffi-
cients are illustrated in the Figure 3. We observe the 
substantial difference of variability of the signals at dif-
ferent levels. The higher is the wavelet level, the lower 
variation of the coefficients and easier prediction of them.
Our main idea is to substrate the prediction task of the 
original time series of high variability by the prediction 
of its wavelet coefficients on different levels of lower 
variability’s, and then using Equation (4) for final pre-
diction of the power load at any time instant n. Since 
most of the wavelet coefficients are of lower variability 
we expect the increase of the total prediction accuracy. 

The wavelet tool available in Matlab is used for the 
process of wavelet decomposition of the time series rep

senting average of the power load data for 120 hours. 
This step involves several different families of wavelets 
and a detailed comparison of their performance. In our 
case, The Daubechies wavelets of order 8 are performed. 
Three level wavelet decomposition of the given time 
series XN = f : is performed 

3 3  2f a d d d                (17) 

The smooth part of f is stored in a3

ferent levels are captured by d , d , 
de

, and details on dif-
d . Consequently a 1 2 3

composition of the time series in three different scales 
is obtained. Figure 4 illustrates the decomposition of the 
original signals. The forecasting procedure methodology 
explained in Section 4 is used to predict the next value. 
The basic idea is to use the wavelet transforms and pre-
dict the data by soft computing techniques for individual 
coefficients of wavelet transform represented by a3, d1, 
d2, d3. The input to the architecture to predict the wavelet 
coefficients is explained in Figure 5. 

 

 

 

Figure 4. Mechanism for forecasting Procedure. 

 

 

Figure 5. Actual and predicted training output using gener
alized neuron model (GNN). 

load at an instant (i) is given 
y 

-

 
The total predicted power 

b

         1 2 3 4    F i f i f i f i f i       (18) 

 
. Results and Discussions 

ollected for 120 hours  
om Gujarat system and normalized them in the range 

6
 
The electric load data have been c
fr
0–1. The Daubechies wavelet Db8 is used for decompo-
sition and the wavelet coefficients d1–d3 and a3 have 
been calculated. The trend of coefficients has been used 
for GN training and predicting the wavelet coefficients 
for future loads. So wavelet is used to extract the feature 
coefficients from data and then GN is implemented to 
predict the trend of the wavelet coefficient. The results of 
GN and actual load have been compared and shown in 

Figure 3. Wavelet decomposition of hour load data into 
wavelet coefficient. 
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Figures 5 and 6. The root means square error for training 
and testing results are .1127 and .1152 mega watts (MW) 
as in Table 1. When using generalized neuron and wave-
let conjunction model, training each coefficient and 
combining to get the predicted output, a very high im-
provement is obtained in both training and testing results 
as shown in Figures 7 and 8. The root means square er-
ror for training and testing data are .0554 and .0763 re-
spectively as in Table 1. The improvement in the results 
shows that accuracy of forecasting increases in the com-
bined model and can give correct output for short term 
load forecasting. 

 

 

Figure 6. Actual and predicted testing output using ge e
alized neuron model (GNN). 

GNN Wavelet
chnique. 

pe 
Min. Error

(Mw) 
Max. Error 

(Mw) 
RMSE 
(Mw) 

n r

 

-

 
Table 1. Comparison between GNN and 
te

Ty

GNN (training)  0. 1000952 0.3663 0.1127 

GNNW(training) 0.002184 0.1706 0.0554 

GNN(testing) 0.1306 0.2094 0.1152 

G  NNW(testing) 0.00462 0.1913 0.0673 

 

 

 

Figure 8. Actual and predicted testing output using gene
alized neuron wavelet model (GNNW). 
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Abstract 

Interference and delay are considered as the major reasons limiting the capacity and increasing the new call 
blocking probability in cellular system. In this paper we introduce a novel strategy based on cognitive radio. 
Cognitive radio is defined as a radio or system that senses its environment and can dynamically and autono-
mously change its transmitter parameters based on interaction with the environment in which it operates, 
such as maximize throughput and reduce interference. The goal of the use of cognitive radio is to improve 
the spectrum efficiency in cellular system. Spectrum management based on radio cognitive plays thereby an 
important role to increase the capacity of the radio systems and spectrum utilization, especially in the context 
of open spectrum. 

Keywords: Cognitive Radio, Handover, Social Agent 

1. Introduction 
 
In this paper we introduce cognitive radio approach that 
is expected to perform more significant role in the view 
of efficient utilization of the spectrum resources in the 
future wireless communication networks. The spectrum 
utilization efficiency is defined as the ratio of informa-
tion transferred to the amount of spectrum utilization. 
Our approach is reactive approach, in that it enables, via 
negotiation, learning, reasoning, prediction, active sense, 
identification, changes in the base station’s parameter to 
meet the new services requirements in modern wireless 
networks and future challenges in cellular systems. A 
major challenge with cognitive radio approach is to be 
done in near real-time and to keep up with an ever 
changing RF environment without overly computation-
ally complex. Various resource allocation strategies are 
proposed to optimize the resource allocation in cellular 
system by reducing the call blocking probability [2,3, 
5,6,8] in cellular systems. The call blocking probability 
is often measured in terms of two blocking probabilities, 
the arriving call blocking probability, and the handover 
blocking probability. Analyses and studies in [9–11] 
show that the call blocking probability in handover is 
caused by two main parameters, interference and delay. 
Interference leads to missed and blocked calls due to 
errors in the digital signaling. Between transmitter (Base 
Station, BS) and receiver (Mobile Station, MS), the cha- 
nnel is modeled by several key parameters. These pa-

rameters vary significantly with the environment (urban, 
rural, mountains).There are different type of interference 
that when not minimized, decreases the ratio of carrier to 
interference power at the periphery of the cells, causing 
diminished system capacity, more handover [1,4], and 
more dropped calls. To reduce the handover blocking 
probability in cellular systems has been proposed various 
schemes as, prioritized handover schemes and handover 
with queueing [4]. In some application fields like real- 
time communication and industrial automation is needed 
to ensure a seamless and lossless handoff. Which means 
the handover latency should be zero. For efficient hand-
over management, Handover is a basic mobile network 
capability for dynamic support of terminal migration. 
Handover Management is the process of initiating and 
ensuring a seamless and lossless handover of a mobile 
terminal from the region covered by one base station to 
another base station. In this paper we consider the hand-
over call blocking probability in cellular systems. 

The paper is organized as follows: Section 2 intro-
duces the system model and the social agent strategies. 
Section 3 discuss and analyze the handover call blocking 
probability based on simulation results and Section 4 
concludes the paper. 

 
2. Problem Description 
 
Over the last two decades, the demand for mobile host 
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and multimedia services increased rapidly. One of the 
biggest challenges in supporting multimedia applications 
in cellular systems is to fulfill the mobile user demand 
and satisfy his preferences under the constraint of the 
limited radio bandwidth, and to utilize the limited spec-
trum availability to meet the increasing demand for mo-
bile service. Some of the most often used methods to 
increase the spectral efficiency are resource allocation 
schemes. Various channel allocation schemes have been 
introduced to provide Quality of Service (QoS) [14,15, 
16] and efficient channel utilization in cellular networks. 
There are many parameters to measure the QoS of a 
network. These include throughput, latency, service 
availability etc. The blocking probability is one of the 
most important QoS parameters. Since users are mobile, 
the QoS of wireless networks are often measured in 
terms of two probabilities: the new arriving call blocking 
probability and the handoff blocking probability. Hence, 
this paper deals with the main issue: How to allocate 
resources (e.g. frequency channels) to radio ports of a 
wireless system (e.g. cells in a cellular mobile network) 
that can improve the traffic performance of network (e.g. 
lower blocking probability in voice networks, lower la-
tency in data networks etc.)? 

In the modern data communication systems, we con-
sider the power transmission as the resources. An in-
crease of transmission power enables the increase of data 
rate and subsequently shorter transmission time. On the 
other hand, an increased transmission power causes more 
interference in neighboring cells. One of the physical 
measures of RF channel quality is the carrier-to-inter- 
ference or CIR. This ratio is logarithmically proportional 
to the signal quality enjoyed by the receiver of the signal. 
The larger the C/I ratio, the better the channel quality is. 
If the measured C/I falls below a certain level, CIRmin, 

which depends on system type and operator requirements, 
the mobile should be in the coverage region of another 
cell and a call handoff should be performed. The interior 
of the cell should provide C/I ratio which exceed this 
level, unless the mobile is located in an RF coverage 
“hole.” In general, for a feasible solution for the resource 
managements in the cellular systems must be satisfied 
four requirements as follows: 
 Coverage requirement: each of the MS locations mu- 
st be able to connect at least to one base station and the 
received signal strength must exceed a given level Pmin. 
 Transmitter power requirements: the transmitted 
power of the mobile stations in the system must not 
exceed a maximum level Pmax.  
 Downlink SIR requirement: each downlink SIR 
must exceed a threshold of SIRth. 
 Uplink SIR’s requirement: each uplink SIR must 
exceed a threshold of SIRth. 
In this case, we consider the problem of minimizing 

total transmitter power. To minimize the total transmit 
power, subject to the constraint that each transmitter/ 

receiver attain a maximum allowed outage probability 
i.e., a minimum allowed quality of service and subject to 
limits on the individual transmitter power, we formulate 
the problem as follows: 

1minimize   nP ... P   

Subject to , i = 1, …, n min max
i i iP P P 

Here, and  are the minimum and maxi-

mum transmitter power for the transmitter i. To handle 
the resource allocation problem in cellular systems we 
introduce the cognitive radio scheme. For the channel 
allocation problem, the main goal is to bring more dis-
tribution of control. In cognitive radio scheme, each cell 
(base station) is managed by an agent. The resource in 
the system will be distributed and allocated through in-
teraction between agents and limited to the domain of the 
agents. In other words, the channel allocation problem 
can be restricted to one domain, so that the agents can be 
placed in the base stations. 

min
iP max

iP

 
3. Power Control Based on CR 
 
Each cell i can acquire amount i while the level in the 
cell is denoted by hi (the demand of channel in each cell 
depends on the arrival call in the cell). We assume, that 
the mass flow of resource in the cell i is proportional to 
the value position ui (call arrival rate). And we consider 
that the resources in the system are limited. The vector of 
the required set points of the levels, (to meet the call ar-
rival rate), are given by hs. We further assume that the 
equilibrium point (u0, hs) is known (channel allocation). 
The control task is the regulation of disturbances (plus 
the interference) of the resources in the cells. Each cell is 
considered as a single subsystem and associated with an 
agent. The input variable of each agent i is the deviation 
∆hi(k) of the resource amount. 

 i ih k h hs                  (1) 

The output variable is the value position 

0( ) ( )i iu k u k u                (2) 

which is the sum of the deviation ∆ui(k) and the equilib-
rium position u0. Since the equilibrium position is known, 
the agent only has to compute the output variable ∆ui(k). 
Since the amount of the resources that flows into the cell 
is limited, the absolute Value |∆ui(k)| is considered as the 
resource variables. Now each agent can either play the 
role of the consumer or the producer. A positive devia-
tion ∆hi(k) means that the cell “needs” some more re-
source to reach the required level (i.e. to allocate all 
calls). 

 i ih k h hs    > 0.  i.e.,  hi  > hs    (3) 

Copyright © 2010 SciRes.                                                                               IJCNS 



J. RAIYN 
 
282 

Thus, the related agent can be declared as a consumer, 
which has to acquire a certain amount of the resource. 
This demand of consumer i at instance k is denoted by 
rDi(k). The goal of the consumer is to maximize his util-
ity, (i.e. by reducing the call blocking probability). JCi(k) 
with 

( )
( ) ( ) ( )

( )
Ci

i Di
Di

J k
h k r k I k

r k
         (4) 

The relative utility is a composition of two terms. The 
first term takes into account that the utility of the cell 
from getting some resource increases with increasing 
deviation ∆hi(k). The second term denotes the con-
sumer’s expenditure (allocation) with respect to his in-
terference I(k). Its utility decreases with increasing ex-
penditures. The minimization of the call blocking prob-
ability JCi(k) leads to the consumer’s demand: 

1
( ) ( )

( )Di ir k h k
I k

              (5) 

The demand is a function of the interference. An in-
creasing of the interference leads to a decreasing demand. 
In the case of a negative deviation ∆hi(k), the cell con-
tains too much free resources. Hence, the related agent is 
considered as a producer which wants to gift this re-
source to the consumers with the goal to maximize sys-
tem capacity/efficiency and its profit Jpi(k), denoted by 

( )
| ( ) | * ( ) (

( )
pi

i
Si

J k
h k I k r k

r k
   )Si      (6) 

The relative profit contain two terms; The first term 
takes into account that the utility of the producer in-
creases with his income and with increasing deviation 
|∆hi(k)|. The second term is production costs that are as-
sumed to be proportional to the supply. The maximiza-
tion of Jpi(k) leads to the supply of producer agent i: 

( ) | ( ) | ( )Si ir k h k I k               (7) 

One problem occurs: If all agents are producers or all 
agents are consumers. However, there is always nominal 
channels/resources in the cells (nominal channel can be 
used only from own cell). Therefore, obviously have a 
permanent producer, which is independent of the amount 
of resource (swapping method). Assuming n coupled 
cells, the actual number of producers at the instance k is 
m while the actual number of consumers is q with n = m 
+ q. Each consumer agents computes his demand while 
each producer agents computes his supply. All functions 
are transmitted to an auctioneer agent using the commu-
nication network (the auctioneer could be the distributor 
agent, (D). The task of the auctioneer is the computation 
of the equilibrium using the constraint that the sum of all 
demands has to equal the sum of all supplies: 

1 1

( ) ( ) ( ) ( )
q m

Dp Di Sp Si
i j

r k r k r k r k
 

       (8) 

Hence the output variables ∆ui(k) are 

1
( ) ( )

( )i iu k h k
I k

    , i consumer. 

( ) ( ) ( )i iu k h k I k    , i producer. 

• Power control 
The power control can raise the network capacity. 

Some power control algorithms [17,18,19,20] based on 
the idea of balancing the SIR of all radio links have been 
introduced, but the final SIR achieved by those algo-
rithms may be unsatisfactory for some of the links. Some 
calls must be dropped in order to keep the SIR of other 
calls higher than the predefined threshold value. Obvi-
ously, the efficiency of radio resource management is 
dependent on the channel assignment and the power con-
trol. The combination of DCA and power control to ob-
tain some substantial capacity gains has been reported in 
[22], however, because no channel pre-selection is done 
before the channel probing procedure, inadvertent drop-
ping of calls caused by originating calls can occur so 
often that all unsuccessful (blocked or dropped) calls are 
unintentionally dropped calls and not blocked calls. In 
addition, an exhaustive search and too frequent intra-cell 
handoff access will decrease the system capacity and 
make the algorithms difficult to implement in real net-
works. Here, a cognitive radio algorithm with power 
control is proposed. The power that is transmitted both 
from the mobile equipment and from the base station has 
a far-reaching effect on efficient usage of the spectrum. 
Power control is an essential feature in mobile networks, 
in both uplink and downlink. When a mobile transmits 
high power, there is enough margin in the critical uplink 
direction. But it can cause interference to other sub-
scriber connections. The power of the signal transmitted 
by the base station antenna should be kept to a level 
above the required threshold without causing interfer-
ence to the mobiles. Mobile stations thus have a feature 
such that their power of transmission can be controlled. 
This feature is generally controlled by the BSS. This 
control is based on an algorithm that computes the power 
received by the base station and, based on its assessment, 
it increases or decreases the power transmitted by the 
mobile station. The signal power at the ith receiver is 
given by GiiFiiPk [21], and the total interference power is 
given by ik ik k

k i

G F P

  

The SIR of the ith receiver (or transmitter) is given by 

ii ii k
i

ik ik k
k i

G F P
SIR

G F P





                 (9) 
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ii ii k
i

i

G F P
SIR

I
                      (10) 

We assume that the QoS requested is provided when 
the SIR exceeds a given threshold SIRth. The outage 
probability of the ith receiver/transmitter pair is given by 

Pr ( ) th
i iO ob SIR SIR   

=   (11) Pr th
ii ii i ik ik k

k i

ob G F P SIR G F P


 


 



The outage probability Oi can be interpreted as the 
fraction of time the ith transmitter/receiver pair experi-
ences an outage due to fading. Note that the in our ex-
pression for Oi, we take into account statistical variation 
of both received signal power and received interference 
power. We now consider the market method to regulate 
the SIR.  By ignoring all statistical variation of both 
signal and noise power, the signal power at the ith re-
ceiver is then GiiPi and the interference power at the re-
ceiver is given by . Then the SIR at the ith re-

ceiver is given as 

ik k
k i

G P



m ii i
i

ik k
k i

G P
SIR

G P





                      (12) 

We interpret  as follows: this is what the sig-

nal-to-interference of the ith transmitter/receiver pair 
would be, if the fading state of the system where F1= … 
= Fn = 1. We also define 

m
iSIR

min minm m ii i
i

i i
ik k

k i

G P
SIR SIR

G P


 


       (13) 

which is the minimum SIR of the system over all trans-
mitter/receiver pairs. Like the outage probability O, the 
SIRm gives a figure of merit for the system and power 
allocation. We define the market regulation/control met- 
hod of the system and power allocation as the ratio of the 
market control SIR to the signal-to-interference reception 
threshold 

min
m

ii i
th thi

ik k
k i

G PSIR
MCA

SIR SIR G P


 


      (14) 

There is a relation between MCA and O: when MCA 
is large (which means that the SIR, ignoring statistical 
variation, is well above the minimum required for recep-
tion), we should have small O. Let 

ik
i

i

G

I
                             (15) 

denote the channel variation. i  will be estimated and 

predicted in the proposed power control scheme. 

i ik ikI G F   presents the received interference.  is 

the link gain from mobile station k to base station i. 
Suppose, that the highest transmitted power allowed is 
Pmax and that the lowest transmitted power allowed is 
Pmin. The social agent that SNR oriented uses the fol-
lowing technique to regulate the SNR between the cells. 
The proposed technique operates in the following way: 

ikG

• For any cell, two tiers of cells are considered as in-
terfering cells. The channel state information (allocating 
or releasing) of each cell is locally exchanged to its in-
terfering cells. Every cell maintains a list of the cost for 
all channels. The cost function is used to decide the cost 
of a channel. The cost of a channel in a cell is updated 
(increased or decreased) in real time if a co-channel call 
is accepted or terminated (dropping and departure) in one 
of the cell’s interfering cells. 

• When a call arrives in a cell, the free channel with 
highest priority (lowest cost) is chosen for call setup and 
the call power probing process is activated. The proce-
dures of the power probing for a new (or handoff) call 
are: 

1) Assigning the minimum transmitted power Pmin to 
the new call p. 

2) Measuring the SIR value γp of the call. 
3) If γp < γ, adjusting the power of the call and going 

back to step 2; if γp ≥ γ, and Pmin ≤ Pp(k) ≤ Pmax, this call 
is admitted into service with this power and the call 
power probing process is ended. 

4) If a power cannot be found in the range of [Pmin, 
Pmax] with which the SIR value γp ≥ γ, or the probing 
iteration number is larger than a pre-assigned value, the 
probing is moved to the next highest priority channel. 
Actually, an exhaustive searching is not allowed in a 
system. Hence, we prescribe that if four channels have 
been evaluated, but the SIR requirement is still not satis-
fied, the call is blocked. 

5) If a call is in service, the power control algorithm is 
used to maintain its quality. Each base station monitors 
its own served calls at some time interval. We assume 
that all base stations are synchronized (actually the algo-
rithm works asynchronously either). When the SIR of a 
call falls below the target value, the power control pro-
cedure is requested. However, if the maximum transmit-
ted power is requested or the number of iterations of 
power level adjustment is larger than the allowed value, 
but the SIR is still below a specified value (e.g., the call 
dropping threshold value), the handoff procedure is re-
quested. The “call set-up” procedure will begin to search 
for a channel for handoff. If a channel is found, the call 
is moved to this channel. Otherwise, the call is dropped. 

 
4. System Model 
 
A cellular network consists of an array of cells. We par- 
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tition the cellular network to clusters. For each cell we 
set a social agent, as depicted in Figure 1. By using radio 
cognitive approach we aim to achieve an optimal net-
work capacity, minimizing interference to other signals 
and to reduce messages complexity and channel acquisi-
tion delay that are considered the main reasons to block 
the new calls. A radio cognitive approach may be able to 
sense the current spectral environment, and have infor-
mation of past transmitted and received packets along 
with the power, bandwidth, and modulation. By consid-
ering all this, it makes better decisions about how to best 
optimize for some overall goal. Under heavy traffic load, 
and if  a vacant channel is not found, the social agent 
then tries to obtain an exclusive channel by optimization 
of channel distribution based on iterative swapping sche- 
me [23]. In which the social agent changes the channel 
distribution anew. We partition the set of channels into 
active and passive channels. The active channels are de-
fined as the channels, which can be used by own cell. 
Furthermore the active channels can be simultaneously 
used in different cells without any interference if they are 
a minimum reuse distance (Dmin) apart from each other 
[23]. The passive channels are defined as the channels, 
which can be used by neighbor cells. Furthermore, the 
free channel will be expressed as 1 and the busy channel 
will be expressed as 0. The set of channels are classified 
and assigned uniform to cells in real-time. 
 
4.1. Social Agent Negotiation Strategy 
 
Compared to the traditional negotiation strategy that of-
fers high messages complexity, we are interested in ap- 

 

 
 

Figure 1. System model. 

plications where negotiation between social agents ser- 
ves to solve the resource allocation problem in cellular 
systems. Furthermore we anticipate concern the feasibil-
ity of reaching an allocation of resources that is optimal 
from a social point of view. Social agents often need to 
interact in order to improve their performance. One type 
of interaction that is gaining an increasing interest is dy-
namic negotiation. The goal of negotiation is the maxi-
mization of the utility of a future decision. In distributed 
dynamic environment, each cell has an objective that 
specifies its intention to acquire a free channel for call 
establishment. That objective should be achieved in a 
certain amount of time, specified by a deadline. Negotia-
tion stops when this deadline is reached. 
 
4.2. Social Agent Decision Strategy 
 
In this phase the agent deals with handover request as 
illustrates in Figure 2. The social agent’s decision about 
the handover process is focused on quality of service 
requirements (e.g. signal power, signal-to-noise ratio and 
delay). The signal-to-noise ratio (SNR or S/R) defined as 
the ratio of a signal power to the noise power corrupting 
the signal. The social agent estimates the SNR and then 
determines to carry out the handover or not. Furthermore 
the agent collects information about the adjacent cells. 
Based on of the collected information from the adjacent 
cells, the agent determines the next handover cell. The 
handover based on SNR can be divided into two main 
categories: 

1) The first scenario is based on received SNR from 
the base station only. This method decides handoff when 
the SNR from current station is smaller than another sta-
tion. This kind of method is simple but will take place 
repeated or unnecessary handoff. 

2) The second scenario is based on relative SNR with 
threshold. In this approach, handoff is initialed when the 
average SNR falls below a certain threshold value. This 
method can avoid unnecessary handoff when the current 
station signal is still satisfactory. 
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
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Figure 2. Blocking probability area. 
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4.3. Social Agent Reasoning Strategy 
 
The radio approach draws its decision based on employ-
ing a cost function [24]. The resource agent allocates to a 
request, the channel of which the cost function is mini-
mal. The cost function basically computes the interfer-
ence level. The cost functions can be collectively ex-
pressed in a general expression: 

(
c

k ki
i I

J C q


               (16) 

where kJ  is the channel interference cost unit for the 

k-th channel, cI  denotes the set of co-channel interfer-

ence cells related to cell C.  denotes the binary 

status of 
kiC

cI which signifies that 

0,  channel  causes  no interf. in cell 

,   channel  causes interf.  in cell  ki

k
C

1 k i


 


i
 

ki  is used to reflect the interference between the in-
terfering cell i and cell C. Therefore, any available 
channel having minimum value of k

q

J  is to be allocated 
to a new call arising in cell C. To obtain an optimal rea-
soning, the social agents consider aggregation rules that 
enable the social agents to change the currently held 
reasoning upon acquiring new information. Information 
and actions that affect the social agent decision in hand-
over process are described below. 
 Handover process starts if the mobile station re-

ceives a weak SNR. 
 Mobile station moves to neighbor cell that have the 

highest number of free channel to ensure that the call is 
not blocked. 
 Chooses channel with the lowest interference from 

the set of free channels.  ( ) arg min k
k

channel k I

 Using iterative swapping scheme to avoid high in-
terference. 

t = 0 
FOR i = 1 to k   DO   ri(t) = choose (V) 
REPEAT 
FOR i = 1 to k   DO   Ci =  
FOREACH  v  V  DO 

 
)),((minarg

,...,1:
vtrdx i

kii 


 
ENDDO 
FOR i = 1 to k  DO 
ri(t)  = minimize (interf(Ci)) 
UNTIL  (ri : d(ri(t), ri(t-1))  <  ,  t > tmax 
RETURN ({r1(t), ... , rk(t)}) 

 
4.4. Social Agent Beliefs 
 
The new call in cell is blocked when there are no more 
free channels in the cell or the QoS requested cannot be 

provided as the SIR is under a given threshold SIRtgt. By 
computing the call blocking probability in handover 
process, we consider four social agent decision scenarios 
that are described below. 

1) Probability (Approve, SNR > SNRtgt) 
2) Probability(Reject, SNR < SNRtgt) 
3) Probability(Approve, SNR < SNRtgt) 
4) Probability(Reject, SNR > SNRtgt) 

 
4.5. Interference Area Identification 
 
In a mobile system, since the mobile stations can move 
between cells, the number of mobile stations within a 
cell at a given time can never be known exactly in ad-
vance. However, we can estimate roughly the location of 
the mobile stations. To avoid the call blocking by hand-
over, it is important to identify the interference area. The 
interference area can be considered as the node of deci-
sion to hand over to a new cell. Denote Pt as the trans-
mitter power of the base station, G the antenna gain, d 
the distance between the transmitter and receiver and N0 
as the thermal noise power. Generally, then, the received 
signal-to-noise ratio (SNR) at the k-th user in cell-1 is 
given by 

1 2

1 1 11 2
1( ) 2( ) ( )

0 0

( ) ( ) ( )
, ,...,

k

t t
d d j d

PG d PG d PG d

N N
    

0

t k

N
(17) 

for j = 1,…,k. The signal-to-noise ratio (SNR or S/R) k  

defined as the ratio of a signal power to the noise power 
corrupting the signal. Hence, following Markovian 
analysis, the social agent can predict the average block-
ing probability of user k being served by the base station 
based on calculation of the interference area for cell i, 
which is greater than a given target value for cell i, tgt

i . 

This blocking probability is: 

1

1 n

b
k

P
n k



                  (18) 

where 
 1          0

0          

tgt
k i

k
Otherwise

 


   


. 

 
4.6. Active Sense Environment 
 
In sense environment the radio cognitive approach takes 
in consideration the following parameters, propagation 
model, traffic model and amount of the information. This 
represents the maximum amount of information that can 
be conveyed through a communications channel. From 
an information theoretic perspective, a communications 
channel is responsible for passing data between two 
points, and will likely add some sort of noise to be origi-
nal signal. In other words, the original signal reception is 
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possible only when the relation of energy per bit Eb to 
noise spectral density N0 is appropriate. Low value of 
Eb/N0 will cause the receiver to be unable to decode the 
received signal, while a high value of the energy per bit 
in relation to noise will be perceived as interference for 
other users of the same radio channel. For example, for 
CDMA systems, the bit energy-to interference-and-noi- 
se-spectral density (Eb/N0) is SINR multiplied by the 
number of information bits modulated by the spreading 
code, whereas the carrier-to-interference-and-noise-pow- 
er ratio (CIR or C/I) is equal to (Eb/N0) divided by the 
length of the spreading code. The ratio Eb/N0 is given by 

0/b pE N G C I          (19) 

where Gp is the processing gain, and the ratio C/I of the 
user is given by 

/
( )

P
C I

E I
                (20) 

To calculate the received signal-to-noise ratio (SNR) 
at the kth user is given by 

   
0

  t k
k k

PG r
r

N
            (21) 

For our purposes we focus on the Shannon Theorem, 
which states for additive white Gaussian noise (AWGN) 
channel. The channel capacity is given by 

2log 1 kC W            (22) 

where   is the bit error rate. 

 
5. Simulation Results 
 
The radio cells treat licensed users, other unlicensed ra-
dio networks, interference, and noise all as interference 
affecting the signal-to-interference ratio (SIR). Higher 
interference yields lower SIR, which means lower capac-
ity is achievable for a particular signal bandwidth and 
interference in the radio channel and reduces the quality 
of the transmission. There are different quantities that 
measure the quality as signal-to-interference ratio (SIR) 
and the bit-error rate (BER). SIR, referred to also as sig-
nal-to-interference-and-noise ratio (SIR) to emphasize 
the presence of background noise, is the ratio between 
the power of the desired signal and the power of the in-
terference (plus noise). In Figure 3, two different mobile 
radio systems are illustrated. Mobile station MSA is lo-
cated at the cell boundaries of system A, however very 
close to base station BS-B, due different reasons like 
receiving a weak SNR (finding the mobile station in rural 
area) or due interference that may occur at base station 
BSA from base station BS-B. To maintain a reliable con-
nection between the user and the base station, the SIR at 

the receiver should be no less than some threshold that 
corresponds to QoS requirement such as the bit error rate. 
Figure 4 shows that the received signal to interference 
ratio varies greatly over the duration of the simulation. 
Figure 5 describes the average received power by the  
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Figure 3. Traffic model. 
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Figure 4. The received SNR. 
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Figure 5. The received power vs. distance. 
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users. Figure 6 describes the social agent strategy that 
may agree on a deal to exchange some of the resources 
they currently hold, in order to increase the social agent 
utility. Figure 7 describes the bandwidth efficiency. Fig-
ure 8 describes the blocking probability related to the 
SNR. 
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Figure 6. Resource distribution. 
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Figure 7. Bandwidth efficiency. 
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Figure 8. Blocking probability. 

6. Conclusions 
 
In this paper we have presented the principles of handoff 
procedures and described some of the procedures used in 
various types of systems. Furthermore we have proposed 
a radio cognitive for handover management to reduce the 
interference which is sourced by channel acquisition in 
cellular system. In general, there are different reasons 
that caused the interference in cellular system, such as   
power which is also an important resource. Allocation of 
power in the proper channels can increase capacity and 
avoid interference. 
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Abstract 

A mobile ad-hoc network is an autonomous collection of mobile nodes that communicate over bandwidth 
constrained wireless links. Due to nodal mobility, the network topology may change rapidly and unpredicta-
bly over time. The routing protocols meant for wired network cannot be used for mobile ad-hoc network be-
cause of mobility of network. A number of routing protocols like Destination-Sequenced Distance-Vector 
(DSDV), Ad-Hoc On-Demand Distance Vector (AODV), Dynamic Source Routing (DSR), and Temporally 
Ordered Routing Algorithm have been implemented. The ad-hoc routing protocols can be divided into two 
classes; Table-Driven and On-Demand. This paper examines two routing protocols for mobile ad-hoc net-
works—the Destination Sequenced Distance Vector (DSDV), the table-driven protocol and the Ad-Hoc On- 
Demand Distance Vector routing (AODV), an on-demand protocol and propose an algorithm that facilitates 
efficient routing of the packet and failure recovery mechanism. 

Keywords: AODV, DSDV, Relative Performance 

1. Introduction and Motivation 
 
Wireless networks are the current field of research as it 
provides new advancement to the field of mobile net-
work and reliable data transfer. They provide a mecha-
nism to share the information and services via electronic 
medium without any geographical constraints. As the 
medium is wireless there is no distance limitations pre-
sent and the network do not need much maintenance as 
no physical medium is involved in the actual transmis-
sion. Wireless networks can be categorized 
as-infrastructured network and infrastructure less (ad-hoc) 
networks. Infrastructured network consists of a network 
with fixed and wired gateways. A mobile host searches 
for a bridge in the network in its defined communication 
radius, if it goes out of the range of the network the 
search for new base station starts and the communication 
is established. The approach is called as handoff. 

In contrast to infrastructure-based networks, in ad-hoc 
networks all nodes are mobile and can be connected dy-
namically in an arbitrary manner. All nodes of these 
networks behave as routers and take part in discovery 
and maintenance of routes to other nodes in the network. 
Ad-hoc networks are very useful in emergency search- 
and-rescue operations, meetings or conventions in which 
persons wish to quickly share information, and data ac-

quisition operations in inhospitable terrain. Routing pro-
tocols for mobile ad-hoc networks can be classified into 
two main categories: Proactive or table driven routing 
protocols and reactive or on-demand routing protocols. 
In proactive protocols, every node maintains the network 
topology information in the form of routing tables by 
periodically exchanging routing information. They in-
clude the Destination Sequenced. 

Distance Vector (DSDV) [1], the Wireless Routing 
Protocol (WRP) [2], Source-Tree Adaptive Routing 
(STAR) [3] and Cluster-head Gateway Switch Routing 
Protocol (CGSR) [4]. On the other hand, reactive proto-
cols obtain routes only on demand, which include the 
Dynamic Source Routing (DSR) protocol [5], the Ad-hoc 
On-demand Distance Vector (AODV) protocol [6], the 
Temporally Ordered Routing Algorithm (TORA) [7], 
and the Associativity Based Routing (ABR) protocol [8]. 

The rest of the paper is organized as follows: Section 2 
presents an overview of the two main categories of mo-
bile ad-hoc routing protocols and Section 3 presents a 
general comparison of the table-driven and on-demand 
routing protocols. Section 4 provides an overview and 
general comparison of the routing protocols used in the 
study. In Section 5, we propose routing algorithm with 
better performance and failure recovery. Finally, Section 
6 concludes the paper and describes the future work of 
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our paper. Section 7 lists the references used by our re-
search paper. 
 
2. Routing Protocols for Mobile Ad-Hoc 

Network 
 
In Routing, protocols for mobile ad-hoc networks can be 
classified into two main categories: 
 Proactive or table-driven routing protocols and  
 Reactive or on-demand routing protocols.  

 
2.1. Table-Driven Routing Protocol 
 
In table-driven routing protocols, each node maintains 
one or more tables containing routing information to 
every other node in the network. All nodes update these 
tables to maintain a consistent and up-to-date view of the 
network. When the network topology changes the nodes 
propagate update messages throughout the network in 
order to maintain consistent and up-to-date routing in-
formation about the whole network. 
 Dynamic Destination Sequenced Distance Vector 

Routing Protocol (DSDV) 
 The Wireless Routing Protocol (WRP) 
 Clusterhead Gateway Switch Routing Protocol (CG- 

SR) 
 Global State Routing 
 Fisheye State Routing  
 Hierarchical State Routing 
 Zone-Based Hierarchical Link State Routing Protocol 

 
2.2. On Demand Routing Protocols 
 
These protocols take a lazy approach to routing. In con-
trast to table-driven routing protocols not all up-to-date 
routes are maintained at every node, instead the routes 
are created as and when required. When a source wants 
to send to a destination, it invokes the route discovery 
mechanisms to find the path to the destination. The route 
remains valid until the destination is reachable or until 
the route is no longer needed. 
 Ad-hoc On-demand Distance Vector Routing (AO- 

DV) 
 Dynamic Source Routing Protocol (DSR) 
 Temporally Ordered Routing Algorithm (TORA) 
 Associativity Based Routing(ARB) 
 Cluster Based Routing Protocol  

 
3. Comparison of Table-Driven and  

On-Demand Routing Protocols 
 
The table-driven ad-hoc routing approach is similar to 
the connectionless approach of forwarding packets, with 

no regard to when and how frequently such routes are 
desired. It relies on an underlying routing table update 
mechanism that involves the constant propagation of 
routing information. This is not the case, however, for 
on-demand routing protocols. When a node using an on- 
demand protocol desires a route to a new destination, it 
will have to wait until such a route can be discovered. On 
the other hand, because routing information is constantly 
propagated and maintained in table-driven routing pro-
tocols, a route to every other node in the ad-hoc network 
is always available, regardless of whether or not it is 
needed. This feature, although useful for datagram traffic, 
incurs substantial signaling traffic and power consump-
tion. Since both bandwidth and battery power are scarce 
resources in mobile computers, this becomes a serious 
limitation. Table 1 lists some of the basic differences 
between the two categories of mobile ad-hoc routing 
protocols. 
 
4. Overview of DSDV and AODV 
 
As each protocol has its own merits and demerits, none 
of them can be claimed as absolutely better than others. 
Two mobile ad-hoc routing protocols—the Destination 
Sequenced Distance Vector (DSDV), the table-driven 
protocol and the Ad-Hoc On-Demand Distance Vector 
routing (AODV), an On-Demand protocol are selected 
for study. 
 
4.1. Destination-Sequenced Distance Vector 

(DSDV) 
 
The Destination-Sequenced Distance-Vector (DSDV) 

 
Table 1. Comparison of table-driven and on-demand rout-
ing protocol. 

Parameters Table-Driven On-Demand 

Route Availability
Always available 

irrespective of need 
Computed when 

needed 

Routing philosophy
Flat, except for 

CGSR 
Flat, except for CBRP

Periodic updates Always required Not required 

Handling mobility
Updates occur at 
regular intervals 

Use localized route 
discovery 

Control traffic 
generated 

Usually higher than 
on-demand 

Increases with mobility
of active routes 

Storage 
requirements 

Higher than 
on-demand 

Depends on the number
of routes maintained or

needed 

Delay 
Small as routes are 

predetermined 
High as routes are 

Computed when needed

Scalability 
Usually up to 100 

nodes 
Usually higher than table 

driven 
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Routing Algorithm is based on the idea of the classical 
Bellman-Ford Routing Algorithm with certain improve-
ments. Every mobile station maintains a routing table 
that lists all available destinations, the number of hops to 
reach the destination and the sequence number assigned 
by the destination node. The sequence number is used to 
distinguish stale routes from new ones and thus avoid the 
formation of loops. The stations periodically transmit 
their routing tables to their immediate neighbors. A sta-
tion also transmits its routing table if a significant change 
has occurred in its table from the last update sent. There- 
fore, the update is both time-driven and event-driven. 
The routing table updates can be sent in two ways: a “full 
dump” or an incremental update. A full dump sends the 
full routing table to the neighbors and could span many 
packets whereas in an incremental update only those 
entries from the routing table are sent that has a metric 
change since the last update and it must fit in a packet. If 
there is space in the incremental update packet then those 
entries may be included whose sequence number has 
changed. When the network is relatively stable, incre-
mental updates are sent to avoid extra traffic and full 
dump are relatively infrequent. In a fast-changing net-
work, incremental packets can grow big so full dumps 
will be more frequent. Each route update packet, in addi-
tion to the routing table information, also contains a 
unique sequence number assigned by the transmitter. The 
route labeled with the highest (i.e. most recent) sequence 
number is used. If two routes have the same sequence 
number then the route with the best metric (i.e. shortest 
route) is used. Based on the history, the stations estimate 
the settling time of routes. The stations delay the trans-
mission of a routing update by settling time to eliminate 
those updates that would occur if a better route were 
found very soon. 
 
4.2. Ad-Hoc On-Demand Distance Vector   

Routing (AODV) 
 
Ad-hoc On-Demand Distance Vector Routing (AODV) 
is an improvement on the DSDV algorithm discussed in 
previous section. AODV minimizes the number of broa- 
dcasts by creating routes on-demand as opposed to 
DSDV that maintains the list of all the routes. To find a 
path to the destination, the source broadcasts a route re-
quest packet. The neighbors in turn broadcast the packet 
to their neighbors until it reaches an intermediate node 
that has recent route information about the destination or 
until it reaches the destination (Figure 1(a)). A node 
discards a route request packet that it has already seen. 
The route request packet uses sequence numbers to en-
sure that the routes are loop free and to make sure that if 
the intermediate nodes reply to route requests, they reply 
with the latest information only. 

When a node forwards a route request packet to its 

neighbors, it also records in its tables the node from 
which the first copy of the request came. This informa-
tion is used to construct the reverse path for the route 
reply packet. AODV uses only symmetric links because 
the route reply packet follows the reverse path of route 
request packet. As the route reply packet traverses back 
to the source (Figure 1(b)), the nodes along the path 
enter the forward route into their tables. 

If the source moves then it can reinitiate route discov-
ery to the destination. If one of the intermediate nodes 
moves then they moved nodes neighbor realizes the link 
failure and sends a link failure notification to its up-
stream neighbors and so on till it reaches the source upon 
which the source can reinitiate route discovery if needed. 

 
 

Source

Destination

 
(a) 

 

Source

Destination

 
(b) 

Figure 1. (a) Propagation of Route Request Packet (RREQ), 
(b) Path taken by the Route Reply (RREP) Packet. 

Table 2. AODV v/s DSDV. 

Parameter DSDV AODV 

Routing structure Flat Flat 

Frequency of 
updates 

Periodic and as  
needed 

As required 

Critical nodes No No 

Loop-free Yes Yes 

Multicasting 
capability 

No Yes 

Routing metric Shortest path Fastest and shortest path

Utilizes sequence no. Yes Yes 

Time complexity
O(Diameter of 

network) 
O(2*Diameter of 

network) 
Communication 

Complexity 
O(Number of nodes 

in n/w) 
O(Number of 
nodes in n/w) 

Advantages Small delays 
Adaptable to highly 
dynamic topology 

Disadvantage Large overhead Large delays 
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5. Proposed Routing Algorithm 
 
The proposed algorithm involves the computation of 
efficiency of the given route based on the network his-
torical results and the maintenance of previous route in-
formation from source to the current node to handle any 
failure recovery during the transmission. Other than this 
the information of the various nodes connected and their 
distance from the destination is computed and updated 
after every cycle. Every node in the routing path is as-
signed a unique sequence number, which is checked after 
every movement to prevent any loops during the trans-
mission procedure. At every node, a scheduling algo-
rithm is applied based on the priorities of the data pack-
ets receiving the nodes. Information contained/processed 
at every node- 
 Sequence Number: A unique number assigned to 

every node for its identification in the network. The 
unique ID is also used to prevent any loops in the network. 
The loop in the network are prevented by checking the 
current node sequence number with the previous node 
sequence number, if found smaller the routing is moving 
in a backward direction or will suffer from loop. The uni- 
que number is assigned to every node from source to des-
tination. 
 Neighbor Node Table: The table is maintained at 

every node that contains the information about every 
neighbor node in the network with respect to the current 
node. The search technique searches for the entire con-
nected node in the network and store/update the neighbor 
node table accordingly. The sequence number of every 
neighbor node is stored in the table. The distance of every 
neighbor node from the destination is computed and 
stored in the table to facilitate shortest path search.  
 Path Information: The path information contains the 

path trace from the souse node to the current node i.e. the 
actual routing map with the sequence number stored in 
the path information. E.g. suppose a route start from a 
source node with sequence number 1 and move through 3, 
6, 7 to the node with sequence number 9 then the path 
information for the node number becomes 1367 
9. This path trace helps to know the whole prorogated 
path from source to destination, which facilitates back-
tracking. The backtracking is needed when any of the 
network route fails, in this case the path information can 
be used to backtrack i.e. moving back in the network and 
selecting any other optimal path.  
 Efficiency Factor (EF): This efficiency factor is 

computed based on the historical records. The network 
efficiency of the route is monitored every time it sends a 
data packet through the node. If the route transmits the 
data packet efficiently, the value of EF increases and vice 
versa. This factor helps to select the most optimal path as 
the node for which the EF will be high will result in reli-
able and speedy data transfer. 

 Data Packet Buffer: At every node, a buffer is 
maintained to store the receiving data packets to be 
transmitted to the destination node. The storing of data 
packet in the node buffer prevents any packet loss and 
reduces the network traffic.  
 Scheduling of Data Packet: A node buffer may re-

ceive more than one data packet for routing it to the des-
tination. The selection of the data packet is made in ac-
cordance with the priority of the data packets received 
and the packets are arranged in order of their priorities in 
the buffer. 

When the data packet progress from source to destina-
tion the information maintained is viewed. The next node 
in the network is selected on the basis- 
 Availability of path: The next node selected must be 

free to transmit the packet or the buffer of the node 
should be empty. All the nodes connected are viewed for 
the buffer position and the one, which is vacant or less 
busy, is selected. 
 Distance from Destination: The Neighbor Node Ta-

ble available at each node is examined for the node with 
minimum distance from the destination. The node with 
minimum distance is selected.   
 Efficiency Factor: The efficiency factor computed at 

every node that provides the information about the net-
work reliability is looked upon and the node with highest 
efficiency factor EF is selected. 

Based on the commutative result of all the above-de-
scribed parameters the packet is transmitted to the next 
node with the condition that the current distance should 
be less than the distance from the next node. If in case 
the network path fails the packet is transmitted back to 
the previous node in the path information and any other 
path is selected. If there are multiple data packets at any 
node the scheduling of data packets is done to prevent 
any collision and data loss. The scheduling is done ac-
cording to the priority of the data packets. The proposed 
algorithm provides an efficient way to transmit data over 
the wireless network reliably and with failure recovery 
mechanism. 

Table 3 prescribed in the below gives the sequential 
flow of the routing steps. This algorithm described in-
volves reliable data packet transfer through the best pos-
sible path and minimum time latency. 
 
6. Conclusions and Future Works 
 
Each earlier proposed protocol has their own merits and 
demerits, none of them can be claimed as absolutely bet-
ter than others can. This paper compared the two ad-hoc 
routing protocols: AODV an on-demand routing protocol, 
and DSDV a table-driven protocol and proposed a better 
routing algorithm with historical monitoring of the net-
work and failure recovery to facilitate reliable transmis-
sion of data packet over the wireless network. 
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Table 3. Proposed algorithm. 

Steps Task Performed 

1 

- Every node assigned a unique sequence ID; 
- Neighbour Node Table containing distance from 
destination; 
- Path Information is updated; 
- Efficiency Factor (E.F.) computed based on 
historical network Efficiency. 

2 
The data packed to be sent is selected based on the 
Scheduling algorithm based on the prioritization. 

3 

After the packet selection the network is computed on 
the basis of- 
- Neighbour node table 
- Each neighbour distance from destination. 
- Efficiency Factor(E.F.) 
The above factors are examined and the next node is 
selected accordingly. 

4 
If the network route is efficient the algorithm proceed in 
forward direction, else the Path Information is used to 
reverse the path. 

5 
If data packet reaches Destination Node then algorithm 
terminates else continue, from step 3. 

 

The future aspect of the system involves the im-
provement of the scheduling algorithm that facilitates 
more efficient scheduling of data packets using a data 
buffer at every node. This will prevent any jam in the 
network and improve network traffic. The efficiency 
factor can be computed more precisely to have excellent 
results during the packet transmission. 
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Abstract 

In the paper, we obtain new sufficient conditions ensuring existence, uniqueness, and asymptotic stability of 
the equilibrium point for delayed neural network via nonsmooth analysis, which makes use of the Lipschitz 
property of the functions. Based on this tool of nonsmooth analysis, we first obtain a couple of general re-
sults concerning the existence and uniqueness of the equilibrium point. Then we drive some new sufficient 
conditions ensuring global asymptotic stability of the equilibrium point. Finally, there are the illustrative 
examples feasibility and effectiveness of our results. Throughout our paper, the activation function is a more 
general function which has a wide application. 

Keywords: Delayed Neural Networks, Global Asymptotic Stability, Nonsmooth Analysis 

1. Introduction 
 
In recent years, the stability of a unique equilibrium 
point of delayed neural networks has extensively been 
discussed by many researchers [1–5]. Several criteria 
ensuring the global asymptotic stability of the equilib-
rium point are given by using the comparison method, 
Lyapunov functional method, M-matrix, diagonal domi-
nance technique and linear matrix inequality approach. 
In [1–5], some sufficient conditions are given for the 
global asymptotic stability of delayed neural networks by 
constructing Lyapunov functions. A new sufficient con-
dition on the global asymptotic stability for delayed neu-
ral networks via nonsmoosh analysis is derived in this 
letter. The condition is independent of delay and imposes 
constraints on both the feedback matrix and delayed 
feedback matrix. Our results generalize and improve the 
preciously known works due to expending the activation 
function of the delay part. 

Concerning the global stability of delayed neural net-
works described by the following differential equations 
with time delays 

( ( )) ( ( )) ( ( ))x g x t Af x t A h x t u           (1) 

where  1( ) ( ( ), , ( ))T n
nx t x t x t  

1 1( ( )) ( ( ( )), , ( ( )))T n
n ng x t g x t g x t   

1 1( ( )) ( ( ( )), , ( ( )))T n
n nf x t f x t f x t   

1 1( ( ) ( ( ( ), , ( ( ))) n
n nh x t h x t h x t         

and ( )ijA a , ( ) n n
ijA a    are respectively, the 

feedback matrix and the delayed feedback matrix. u   

1 2 , , )nu( ,u u T n  is a constant input vector and   

is the delay parameter. Furthermore, we assume that the 
function g , the activation function f  and the activa-

tion function  satisfy the following conditions: h
A1) Each function :ig 

0im 
 is a locally Lipschitz 

function and there exists  such that ( )i ig y m   

for all at y  which ig  is differentiable. 

A2) Each function :if 
0ik 

 is a globally Lipschitz 

function with module , i.e., 

1 2 1( ) ( )i i i 2f y f y k y y    

1, ,i n    and 21, yy  

A3) Each function :ih 
0il 

 is a globally Lipschitz 

function with module , i.e., 

1 2 1( ) ( ) ( ) ( )i i i i ih y h y l f y f y   2  

1, ,i n    and 1 2,y y   
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The paper is organized as follows: Section 2 contains a 
short introduction to nonsmooth analysis for Lipschitz 
functions. In particular, the Lipschitzin Hadamard Theo-
rem is explained and a homeomorphism theorem is ob-
tained. Section 3 is to demonstrate how nonsmooth 
analysis can be carried out on (1) to derive sufficient 
conditions to ensure the existence and uniqueness of the 
equilibrium point of (1). In Section 4, we study new suf-
ficient conditions with guarantee the GAS of the (1). In 
Section 5, we have an illustrative example and its simu-
lations. We conclude in Section 6. 

Notation: Let  be the constants 

given in assumptions (A1), (A2) and (A3), define two 
diagonal matrices 

, , , 1,2,i i im k l i n …,

1 2diag( , , , )nM m m m  and K  

 1 2diag( , , ,k k  )nk

Let   and . min { },i im m max { }i ik k max { }i il l

Let   denotes the Euclidean norm for vectors and 

the matrix norm for matrices for any vector 1 2( , ,v v v  

 , ) n
nv  1 2( , , , )T

nv v v v   similarly, for any 

matrix , ( ) n n
ij

 B b ( )ijB b . 

Let ( )B  denote the spectral radius of . It is 

known that 

B

( ) ( )B B  . Moreover, 

~

( ) ( )B B   if . 
~

0B B 

B



is called a  matrix (  matrix ) if and only if  

all principal minors of  are positive (nonnegative) 
and denoted by . For any matrix 

,  i.e., 

P

( )

0P

0(B P 

(B B

B
B P

2) 
)

Bn nB 
2 ma(1/ x )T

2 ( )B  is 

the largest eigenvalue of the symmetric part of . All 
the mathematical facts concerning the eigenvalues of a 
matrix used in this paper can be found in the book [6]. 

B

 
2. Nonsmooth Analysis on Lipschitz  

Functions 
 
We first review some concepts which are essential for 
conducting nonsmooth analysis on Lipschitz function. 
Then we state the Lipschitzian Hadamard Theorem, whi- 
ch gives conditions for homeomorphism of Lipschitz 
functions. Finally, we give a sufficient condition which 
ensures the existence and uniqueness of the equilibrium 
point of (1) for any input vector . nu

Let the function  be locally Lipschitzian. : nF  n

According to Rademacher’s theorem [7], F  is dif-
ferentiable almost everywhere. Let FD  denote the set 

of those points where F  is differentiable and ( )F x  

denote the Jacobian of F  at Fx D . For any given 
nx

( ) ( )
: sup

n

x
y x

x y

F y F x
Lip F

y x
 





 

Since  is locally Lipschitz, the constant xLipF  is 

finite and we have 

, define the constant 

( ) xF x L  ip F  for any Fx D . 

Now we are ready to  generalized Jacobian 
in 

 define the
the sense of Clarke [8]: 
For any nx , let F  be the set of the following 

co f matricllection o es 

( ) { |F x co W ther

{ } lim ( ) }
k

k k
F

x x

e exists a sequence of

x D with F x W


 

   

co  where denotes the convex hull of the set  . It is 

easy to see that the above definition is well defined and 

xW Lip F  for any ( )W F x .We say that ( )F x  

 every elem  is invertible if ent W  in F  is nonsin  

For any given , nx y

gular.

 , the Lebo rg Theorem [8] u

states that there e  element W  in the union 

[ , ] ( )z x yU F z

xists an
  such that 

) ( )( ( )F y y xF x W    

[ , ]x y  where denotes the segmen onnecting t c x  and  y .

For any two locally Lipschitz functions : n nF   ， 
n n n , :G   , we have 

( ) ( )( )F G xF x G      nx . for all  

Now we are ready to state the Lipschitzian Hadamard 
Theroem which will lead to our homeomorphism result 
Theorem 1. 

Lemma 1 [9] (Lipschitzian Hadamard Theorem): Sup-
po n nse :F   ， is locally Lipschitzian and let 

0  . If ( )F x  is invertible and 1W   for all 
nx  and ( )F x all W  , then F  eomor- 

rom n

is a hom

phism f   onto n . 
For ssions on a

pplications, please refer to books [7,8] as 
w

more discu the gener lized Jacobian and 
its various a

ell as to the paper [10,11]. Now, we analyze (1) from 
the viewpoint of nonsmooth analysis. We first recall that 
a state * nx   is called an equilibrium point of (1) if it 
satisfies 

*( ) ( *) 0Af x A h x u*( )g x      

To study the existence and uniqueness 
rium point for any input vector , we define the 
function 

of the equilib-
 nu

: n nF   ， by 

( ) ( ) ( ) ( )F x g x Af x A h x u              (2) 
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Naturally, F  is a locally Lipschitz function since 
,g f and h  are so. Moreover, the allized Jacobian 

of 

 gener

F  at x  is 
n 

 have

overesti d by (3). If each of the acti-
is nondecreasing 

re accurate estimate of 

mate
vation functio

 , then we

,i if h  

 a mo

on the real line 

( )F x  as 

fo




  





   (4) 

Clearly, . By applying Theorem 1 to
(4), we have the following. 

Theorem 1: Suppose functions 

llows (see (4)). 

1 2
~

1 2

| ,

diag( , , , ),

( ) diag( , , , )

n n

n

n

W C AD lA D

C c c c

F x V D d d d

    
 
   




  (3) 

, ,

1,2, , }
i i i i iwith c m k d k

for all i n

 

   
  

 



1 2
~

1 2

| ,

diag( , , , ),

( ) diag( , , , )

, 0 ,

1,2, , }

n n

n

n

i i i i

W C AD lA D

C c c c

F x V D d d d

with c m d k

for all i n

    
      
    
  






 

~

V V  (3) and 

,f g  and  satisfy 

assumptions (A1), (A2) and (A3) and that one of the fol-
lowing two conditions holds. 

lement

gular a

 h

1) Each e  W V  is nonsingular. 

2) Each element 
~

  W V is nonsin nd each ac-

tivation function if  and ih  is nondecreasing. 

Then for each input vector nu , the function F  

in ism fro (2) is a homeorph m n  onto n . 
Proof: We only p he result for the case (i). The 
se (2) be proved si  as (1). 
To show that 

rove t
ca milarly

F  is a h meomorphism from o n  to 

m 1 i ve
ll e  in uni-

uch that 

n , in accordance with Theore t suffices to pro  
that the norms of inverses of a lements  V


fo
 are 

rmly bounded. In other words, we need to show that 
there exists a positive constant   s

1W       for all  W V      (5) 

We prove it by a contradiction. Assume that there ex-
ists a sequence of matrices { }kW V  satisfying 

   

1W                          (6) 

Then there exist two sequences of diagonal matrices 
{ }kC  and { }kD , 2diag( , , , )k k k k

nC c c c  , kD1   

, , , )k k kd d d  with [ ,kd k 1 2

1,
diag(

for all 
n

,i n  su

k
i ic m  and i i ]ik  

ch 

k

that 

k k kW C AD lA D    

Recall that 1 2diag( , , , )nM m m m   and let kP   
1 kM C

k 
1 , , )k k k

np p p .It is easy

1,i n
2diag ,   

1ip ,

(

 for all 

 to see that

   

1( ) 1kP    

an

Since both sequences of dia

ounded, lo

assume that 

d ( )k kW M P   

gonal matrices { }kD  and 
1}  are b without 

1 1( ) ( )k k k kAD P lA D P  .

{( )kP  ss of generality, we 

1
1 2lim ( ) diag( , , , )k k

nk
D P Q q q q


    

For some [ , ]k i iq k k  , 1, ,i n  . We obse

e matrix sequence 
1 1{ ( ) ( ) }k k k kM AD P lA D P 

rve that 

th

 

and the matrix 

 

{ }M AQ lA Q   

Hence, those ma
all k  suffi ntly la

all belong t  the col-

lection . trices are nonsingular. 
M  rge

o

V
oreover, for cie , we have 

1( )kW P  1

1 1 1

( )

( ( ) ( ) )

k

k kM AD P lA D P



     

 ere ex-
ists a constant 

12 ( )M AQ lA Q   

This contradicts our assumption (6). Hence, th

k k

0   
 1 th

such that (5) holds. It then follows 
from Theorem at F  is a Homeomorphism from 

n  onto itself.
The above homeomorphism result means that if each 

element in is nonsingular, then the neural network 
de

 

V  
fined by (1) has a unique equilibrium point for any 

input vector nu . This result is the starting point of 
the next two sections where we will consider what prac-

ake the delay neural network stable. tical conditions m
 

nd 
niqueness of the equilibrium point of (1). As conse-

ssumption 
e existing 

s

3. Existence and Uniqueness of the  
Equilibrium Point 

 
In this section, based on Theorem 1 we present some 
new sufficient conditions which ensure the existence a
u
quences, we further show that the existence a
on nnecessary in somequilibrium point is u

ults for GAS. re
Theorem 2: Suppose one of the following assump-

tions holds: 

1) 1( ) 1A lA KM   ; 

2) 0( )A lA P    and each activation function is 

nondecreasing; 

Copyright © 2010 SciRes.                                                                                IJCNS 



Y. N. GU  ET  AL. 297
 

3) 2 ( ) /A lA m k    and each activation function is 
nondecreasing; 

Then for each input vector nu , the function ( )F   

is meomorphism from  
: 1) we first recall acts that for any matrix 

 a ho 
Proof the f

n  onto n .

n nB  ,  ( ) ( )B . And that if two nonnegative 
~

B 

 s

s from m 1 that we need 

n ere exist two 
di

matrices 

on

, n nB B 

t follow

atisfy B B , then we have 
~

( ) ( )B B  . I

~

 Theore
t in W ily to show that each elemen s nonsingular. 

Let W  be any element in V , the th
agonal matrices 1 2diag( , , , )nC c c c   and D  

1 d h i ic m  and [ ,i id k   ]ik  

for all i n uch that 

We have from the assumption i) of the theorem and 
the athe

2 , , )ndia d 
1, 2, ,  s

( ,g d  wit

W C AD lA D    

 m matical facts listed at the beginning of the 
proof that 

1 1(( ) ) ) )

((

A lA DC lA

1

((

) ) 1

A D C

A lA KM

 



 





 
 

This means that the matrix 



 



1( )I A lA DC    is non-

si

1

For the remaining two cases, we need only to show 
that each element in is nonsingular. We note the fact 

efining

ngular. Then the nonsingularity of W follows from the 
observation that 

W 1 1 1( ( ) )C I A lA DC      

V  

0i  for all ni ,,1  in dd  
~
V . 

the

 with 

positive diagonal,  an a nonnegative di-

agonal m

2) The proof is trivial by noticing  fact that for any 

three matrices ,, ,Q  in n  being 21 BB

2B 

trix

n

d Q  
1B

0P

atrix, then the matrix PQBB  21 , hence it is 

nonsingular. Any ma  we encountered in 
~

W  has the 
structure a QB2  and th efsame s non-

si
at 

s of B1 er ore it i
ngular. 
3) As in 2), it suffices to show th any element W in 

~
V is nonsingular. Th e exist two diagonal matrices 

1 2diag( , , , )nC c c c  , , )nD d d d
en ther

1 2diag( , ,   with 

ii mc  and ],0[ ii kd  for all  that 

DlAADCW

ni ,,1 such
 . Since C  is nonsingu , it suf-

fices to show the matr 1)(  DClAA   is non-
sin

lar

 INix 
gular. We prove it by a contradiction. Assume at 

 is singular, then there exists nx 0  such that 
0 , or equivalently 

 th

N
Nx

x
k

m
x

k

m
)()(( 1        (7) 

1
2diag( , , ),nq q q    then 0 1iq

DClAA )          

Let 1( / ) ,Q m k DC   , 

for all .,,2,1 ni   

Multiplying TQx)(  on both sides of (7), we have 

Qxx
k

m
QxlAAQx T )()(   T)(  

which yields that 

2
2 )( QxlAA  

22
)() Qxx

k

m
xQx

k

m
Qx

k

m TT




 

That is 

(

0))((
2

2k
 QxlAA

m   

Since 0Qx

0

 (otherwise it would follow from (7) 

that x ), we have 

)(2
 lAA

k

m
  

a contradiction to the assumption 

Hence any element 

kmlAA /)(2   . 
~
VW   is 

pletes our proof.

 Conditions for GAS 
 
In this section, we present new conditions for the GAS of 

me that all the acti
vation function are nondecreasing, i.e., the generalized 

nonsingular. This com-
 

 
4. New

the equilibrium point of (1). We assu -

Jacobian of F  at any point nx  is contained in 
~

. V
Theorem 3: In addition to assump

(A3), we assume that each activatio
tions (A1), (A2) and 
n function is nonde-

easing. Suppose cr

)(2)(2
2

2 k

m
IlAlAA    

Then for each nu  , (1) h ique equilibrium 
in

as a un
po t which is GAS. 

In particular, the DCNN where 1 km  has a 
unique equilibrium point for each input vector nu   
and this equilibrium point is GAS if the following condi-
tion holds: 

2)(2
2

2  IlAlAA               (8) 

Proof: Since )/(2)(2
2

2 , we 

obviously have )/()(2 kmlAA   . Then it f  

kmIlAlAA  

ollows

from Theorem 2 3) that（1）has a unique equilibrium 
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, is GAS. For simplicity, we shift  to 
this origin through the transformation 

en can be equivale

where  

the origin is GAS of (9). 
s ee 

point. Hence it remains to show that this equilibrium 

point, say *x

)(t 

) 

z(( 

i

((zii

y to s

*x

  

T  

*)( xtxz   

*)( xtx    )(tz 

Equation (1) th ntly written as the 
following system 
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 

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)())(()) ** xhxzh iii   

We now show that 
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  as

being chosen appr

fir ept at t ri-

opriately later on. We 

st point out that ))(( zV  is positive exc
n the sense that 

he o
gin, and it is radially unbounded i

))t((zV  )(tz . Next, evaluating the time 

along the trajectories of (9), b-
tain 
derivative of V )(z   we o
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1
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The Lebourg theorem for Lipshcitz functions means 
that 
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for some 
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Putting those inequalit  using (10), we 
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Rearranging terms in (19) and using above inequalities, 
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we obtain 
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(14) 

Using the fact that 
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Now we consider the following three cases. 
1) 0))((  tz  and .It then follows from
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We recall that  is radially unbounded. Ac-

co  the origin of (9) or

itions (
co quence  result 

m 4: In mptions (A1), (A2) and 
(A3), we assume that all the activation  and  are 

nondecreasing. Suppose that there ex e di-
agonal matrix such t at the 

matrix 
1   (16) 

is negative definite. Then for each , (1) has a 
unique equilibrium point which is GAS. 

first e and uniquene
the equilibri

 Since both and 

are diagonally positive, the negative de niteness of the 
m at 

))(( tzV

 that

m point 

rding to [12] or [13]  equiva-

lently the equilibriu * f (1) is GAS. 
ffic 8) 

x o
The su ient cond for DCNNs are direct 
nse of the general proved above. 
Theore  addition to assu
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Proof: We prove the existenc ss of 
um point by using Theorem 1. 
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1 2 nC 
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fi
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b  choice of 

queness of 
the equilibrium point follows from Theorem 1. 
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Since the matrix in (16) is assumed to be nega e 
definite, we can prove that the origin is GAS of (9)  
following the very similar way of 1)–3) in the last part of 
the proof of Theorem 3. This accomplishes our proof. 

tiv
 by
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5. Illustrative Examples 

Example 1: Consider the following model: 

where g(x) = 0.3x, f(x) = 0.2x, h(x) = 0.1(x–sinx), obvi-
ously, satisfied the assumption ), 

(A2) and (A3), we obtain 

    

d the condi-
tion of Theorem 3. Using the Matlab, we have made 
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It is easy to check that the model satisfie

0 , as 
follow: (Figure 1) 

From the figure, we can easily see the system has a 
unique equilibrium point, and is GAS. 

Example 2: In order to demonstrate the validity of our 
criterion of the Theorem 4, we consider a delayed neural 
network in (5) with parameters as 
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Using the Matlab LMI toolbox, we prove that the ma- 
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Figure 1. State trajectories of 3

trix inequality (17) is feasible. Also, we obtain the matrix 

 

6. Conclusions 
 
In
un
Our study is based on a thorough nonsmooth analysis on 
functions defining DNNs. The general Theorem 1 on 
existence and uniqueness of the equilibrium point is 
proved easy to apply. This general result, allows us to 
study sufficient conditions for GAS in which the spectral 
properties of the matrix

 1 2x , x , x . 









000.0169.1

P  
 2765.1000.0

 this paper, we present new conditions for the existence, 
iqueness, and GAS of the equilibrium point of DNNs. 

 ( )A lA  play an important 

role. Advantages of our results are illustrated by exam-
ples and also given a graph of the GAS. It would be very 
interesting to see how our approach can be used to study 
conditions which do not enjoy symmetric properties. 
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Abstract 

Multistate operations within a network result in high-dimensional, multivariate temporal data, and are useful 
for systems, which monitor access to network entities like resources, objects, etc. Efficient self organization 
of such multi-state network operations stored in databases with respect to relationships amongst users or be-
tween a user and a data object is an important and a challenging problem. In this work, a layer is proposed 
where discovered relationship patterns amongst users are classified as clusters. This information along with 
attributes of involved users is used to monitor and extract existing and growing relationships. The correlation 
is used to help generate alerts in advance due to internal user-object interactions or collaboration of internal 
as well as external entities. Using an experimental setup, the evolving relationships are monitored, and clus-
tered in the database. 

Keywords: Relationship Network, Network Access, Self-Organization in Networks, Relationship Clustering 

1. Introduction 
 
Communication started to grow due to several factors in 
nineties, firstly, due to privatization and deregulation; 
secondly, due to penetration of mobile phones into the 
society; thirdly due to emergence of wavelength division 
multiplexing; and fourthly due to private companies en-
tering into Internet business [1]. This growth has been hit 
by Internet bubble burst that took place during 2001 to 
2002. As recovery in telecommunication industry has 
recently been witnessed, a new paradigm of ubiquitous 
networking has emerged that is expected to change the 
scene of computing. This concept is creating new net-
work topologies and relationship networks. 

The network of the future can also be visualized as we 
see the industry transitions today like from static markets 
to dynamic fast-paced innovations; low speed to high 
speed; divergence to convergence; local to global; fixed 
to mobile; sometimes to always-on; one medium to mul-
timedia; and from distinct to bundled etc. [2]. The intel-
ligence is moving from centers to edges, where key tech-
nology developers are surfacing in the area of tagging- 
things, sensors, smart technologies, and nano-structures. 
The edges of the market include users, devices at user 
level and the applications riding on them. The growth of 
such technologies is going to affect the business and the 
ways of doing businesses. 

The ubiquitous networking, tagging, nano-structures, 
etc. is also enriching the concept of mobile networking. 

A mobile ad hoc network (MANET) [3] provides a com-
munication environment that is characterized by dynamic 
changes in the topology and in the availability of re-
sources. In chaining partnerships and collaborations 
within this environment, various access control models 
have been proposed. The Enterprise Dynamic Access 
Control (EDAC) model [4] is based on basic principles 
of role based access control (RBAC) published by Na-
tional Institute of Standards and Technology (NIST) [5], 
and accommodates complex and scalable access control 
situations with pre-configured conditions. The model 
criterion for resource access is based on user characteris-
tics and environmentals. As collaborations among the 
participants of an ad hoc network cannot be set up, 
therefore there is a need for explicit specification of poli-
cies for each activity. This accounts only for relation-
ships set within an access control model; but it is natural 
that users, computing nodes and devices do communicate 
with other users or objects in a user space or outside their 
specified domain occasionally and continually. 

Thus, new concepts in networking and corresponding 
access technologies have triggered a great interest in 
study of possible new forms of relationships in networks. 
Typical applications include network access detection, 
frequency of use of each resource, tracking use of re-
sources, user relationships, etc. 

In order to model evolving relationships and build re-
lationship clusters from such databases, neural networks 
can be investigated as they have been reported to be 
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flexible, fault tolerant, robust, and can solve difficult pro- 
blems [6]. The learning/training features of neural net-
works in absence of a supervisory role may be used to 
model relationship clusters. Unsupervised learning in the 
neural network helps in finding energy minima and is 
therefore more efficient with pattern association. Obvi-
ously, the disadvantage is that it is then up to the user to 
interpret the output. 

The Self-Organizing Map (SOM) with its related ex-
tensions has been the most popular artificial neural algo-
rithm for use in unsupervised learning and data visuali-
zation. There are quite a few types of self-organizing 
networks, like the Instar-Outstar network, the ART-se-
ries, and the Kohonen network [7]. The Kohonen net-
work is probably the best example, because it is quite 
simple and introduces the concepts of self-organization 
and unsupervised training easily. It provides an ordered 
display of data to facilitate understanding of the struc-
tures in the data and illustrates clustered density in the 
input space case temporally and sequentially. 

In the next section, the related research works found in 
the literature regarding detection of network accesses are 
highlighted. 
 
2. Related Work 
 
A lot of research work has recently been reported in the 
area of access control in network operations of field units. 
The primary target has been detection of intrusions in the 
form of events and development of computer audit data. 
In [8], the authors present studies for detecting intrusions 
into the information system, using frequency property of 
multiple audit event types for a given sequence of events. 
In another work [9], the authors present an algorithm for 
monitoring of frequent items in a distributed data stream 
environment, with advantages claimed as reduced com-
munication cost and overall quality of output. The human 
signatures have also been investigated in [10] for intru-
sion detection. The respective authors consider signature 
based detection techniques and investigate the ability of 
various routing protocols to facilitate intrusion detection 
when attackers are completely known. In the research 
works [8–9] stated above, the main idea has been to iden-
tify the relationship in the form of intrusion after it has 
taken place. 

The authors in [11] present a survey on the state of the 
art work in intrusion detection in mobile ad hoc network 
and conclude that schemes that would be distributed and 
collaborative are more likely to succeed in intrusion de-
tection. In a similar work [12], the authors investigate the 
placement of modules for misuse detection in ad hoc 
networks and propose a family of algorithms that ap-
proximate the optimal solution, with resource consump-
tion tradeoffs. The Dempster-Shafer theory has also been 
investigated in [13] in the context of intrusion detection 

in networks and respective authors discuss its usefulness 
in distributed networked environment. In the research 
works [11–13], the main target has been the distributed 
environment and the placement of sniffers in order to 
monitor the data for subsequent analysis. 

Regarding data classification and self-organization, a 
lot of research has been reported in open literature, and 
many commercial projects employ the SOM as the tool 
for solving hard real-world problems [14–15]. The au-
thors in [16] suggest a method for clustering time vary-
ing data by using self-organizing maps, by introducing 
dissimilarity measures for capturing the temporal struc-
ture of the data in a simple topology preserving model. In 
another work [17], a temporal extension of the Self-Or-
ganizing Map (SOM) is presented by authors, where the 
network learns local representations of the temporal con- 
text associated with a time series, and extends classical 
properties of SOM to time. The authors in [18] discuss 
self-organizing models that provide valuable tools for 
data mining, clustering and visualization. In that, they ext- 
end basic vector-based models by recursive computation 
to process sequential and tree-structured data directly. 

In [19], the authors present an approach to build an 
associative classifier composing consistent rules, and 
have shown the effectiveness of such classifiers over 
traditional classifiers in several datasets. The clustering 
within an application other than network has also been 
investigated in [20], where the authors discuss knowl-
edge discovery (in melanomas domain) using combina-
tion of clustering and generalization to indentify groups 
and build general descriptions of respective clusters. 

In summary, many approaches were found in literature 
for detection of network access (either online or offline), 
but objectives set for such works were either intrusion 
detection or subsequent analysis for audit purposes. In 
this work, the study and analysis of evolving relation-
ships formed during multi-state operations within a net-
work is the main focus. 

The Section 3 discusses modeling of relationships and 
the proposed scheme. In Section 4, experimental setup is 
discussed to implement the proposed algorithm. For pur- 
poses of simplicity and training, the Kohonen network is 
embedded in the model for developing classification and 
identifying evolving relationships in a network. The Sec-
tion 5 presents comparative discussions followed by con- 
clusions in Section 6. 
 
3. Proposed Approach 
 
In order to understand relation between participating 
devices or nodes, it is desirable that a mathematical rela-
tion among features or attributes of participating nodes 
or devices be defined. Let X be a set of features, and R be 
a relation. Then  x R y  iff x and y satisfy following con-

ditions [21]: 
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Reflectivity: 

(   )  (   )x X x R x                         (1) 

Symmetry: 

(  ,  )  (if    ,  then   )x y X x R y y R x           (2) 

Transitivity: 

(  ,  )  (if         ,  then   )x y X x R y y R z x R z     (3) 

Therefore, R is called an equivalence on X iff R obeys 
reflectivity, symmetry, and transitivity. In other words, 
the features of nodes and devices stored in databases may 
have relation if they satisfy reflectivity, symmetry, and 
transitivity. Further, equivalence clause of an element 
may be defined as follows [13]: 

 ,      {       |       }a X a x X x R a


            (4) 

Properties of Relation R: 
Let R be an equivalence relation on X, such that: 

1)       ,    (if     ,  then    )a b X a R b a b        (5 ) 

2)      ,    (if     ,  iff  )a b X a R b a b            (6) 

3)   
2
 i

i
,X U a


                             (7) 

where [ai] and [aj] are pair wise disjoint subsets of X. We 
can narrate here an example of relation R on modular 
arithmetic as follows: 

Consider X = Z, where x, y Є Z; n Є N (and is fixed), n 
> 1. If 

   iff  | ( )  . .,    divides ( )x R y n x y i e n x y       (8) 

then R is reflective, symmetric, and transitive. This rela-
tionship is examined further in the next section, once 
sample user activities in the form of attributes of each 
node are considered for relationship detection. 
 
3.1. Relationship Network 
 
Relationship network analysis concerns itself with meas-
uring of relationships and flows among different meas-
urements of attributes [22]. Once a database containing 
attributes or features of participating devices is devel-
oped, relations among attributes can be developed. Thus, 
it is possible to model such an analysis as a relationship 
network, as each individual activity measurement of the 
device is an entity and their interactions or interactions 
between users and data objects imply relationships and 
flows. Such relationship networks can provide a mathe-
matical analysis of relationships in an expert system, yet 
visual representations are often easier to comprehend. 

The relationship network can be modelled as a graph, 
consisting of a set of nodes and edges, where each node 
represents a device or a data object and an edge repre-

sents a relationship between a pair of such entities, as 
shown in Figure 1. The Figure 1 represents network 
relationship among six entities (p1, p2,., p6) within a net-
work. Some of them are derived from others, in that 
some relationships are prerequisite to others which may 
further be termed as consequence. The connection be-
tween any two entities is weighted, and the weighted link 
may be termed as an edge of the relationship. The edge 
can be strong or weak depending on the value of corre-
sponding weight. Once this strength is correlated with a 
threshold, it may be defined as: the higher the value of 
this weight, the stronger the link and hence stronger the 
relationship. 

Based on correlation, the relationships can be exploite- 
d to develop clusters of similar and close attributes. The 
correlations may further be used to generate triggers or 
alerts once new instances of relationships are sensed and 
correlated with these clusters. The question that needs to 
be addressed is how such a relation is to be inferred and 
how many such instances are needed for ensuring confi-
dence that a stronger relationship has occurred between 
users or between a user and a data object. In the follow-
ing section, this is further investigated. 
 
3.2. Modeling Relationship in a Network 
 
Modeling or discovering a new relationship has been an 
open problem. Generally, a threshold is deemed neces-
sary to trigger an alert before new relationship amongst 
users or between a user and a data object affects the sys-
tem. In order to understand this, consider the example of 
an intrusion detection system where port scan, buffer 
overflow are considered as attacks and corresponding 
messages from intrusion detection system are called as 
alerts. An alert correlation system with a known model 
database, which uses the correlation technique based on 
a-priori knowledge, clusters the alerts that act as a pat-
tern defined in the model database. The matching thresh-
old is used to generate an alert. Let us classify this alert 
typically as Orange_alert (O_alert). This type of model-
ing may be illustrated as shown in Figure 2. 

Since the models in the database are limited to known 
patterns, hence the new pattern of relationship is differ-
ent from a-priori knowledge based alert correlation. The 
 

 

Figure 1. A simple relationship network. 
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Figure 2. Alert correlation based on known patterns. 

 
alerts based on discovery of new relationships can help 
to solve this problem. For this, the strength and rising 
process of the new relationship may be used to define the 
threshold for triggering the tolerance mechanism of the 
Relationship Detection System (RDS). This seems ra-
tionale as the rising process of achieving new strengths 
in relationships on the network increases the vulnerabil-
ity of the targeted system. 

To understand this further, an example of an unau-
thorized file access may be phrased as: getting knowl-
edge of the service  port of the address  getting the 
root access  installing the components to access the 
file  get the file. There is a logical relationship be-
tween two capability states. For example, if C0 = {src, 
trgt, sniff, address, content, Anne} and C1 = {src, trgt, 
sniff, all addresses, content, [Anne, Bill]}, this means C0 
can be logically inferred from C1. In order to model this rising process of achieving new 

strength in relationship, consider a node/device which is 
trying to access an object in a network. The capability of 
the developing relationship may be described as a 
six-tuple, as follows: 

It can be inferred that every relationship is related to 
two capability states: one is prerequisite state providing 
the necessary strength for a new relationship, and the 
other the consequence state, which includes the new 
achieved strengths. This, in turn, raises a new concept of 
an alert which embeds existing alert level, prerequisite 
state and the consequence state. This new alert may be 
classified as Yellow alert (Y_Alert), and defined as a 
three-tuple: 

{ , , , , , } Capability src trgt actn srvc prprty crdntls   (9) 

where capability describes the initiator (source ~src) of 
the relationship to perform an action (~actn) on the 
property (~prprty) of the service (~srvc) with given cre-
dentials (~crdntls) on the target (~trgt) destination. In 
order to illustrate this, a state transition diagram can be 
used where edges are new relationships and nodes are 
new capabilities. This is shown in Figure 3, where Co is 
the initial capability state. After a relationship Ri is 
formed, a new strength Si is achieved. Looking at Figure 
3 as an example, the union of C1, C2 and C3 is the 
pre-requisite to new relationship R4. After R4 is formed, 
a new strength is achieved and reaches capability state 
C4. Thus, a capability state has a prerequisite before a 
new relationship can be formed. This gives rise to new 
relationships and capability states. Thus, this may form a 
chain of relationships, one derived from the preceding 
one and so on, in a temporal fashion. 

Y_Alert (YA)=(Alert,Prerequisite,Consequence)  (10) 

where Alert is a four-tuple message from RDS and it 
carries four information components: name, time, source, 
target. The name is name of the relationship that triggers 
this alert, time = (begin, end) of the relationship, source 
and target are net addresses of the relationship entities; 
Prerequisite includes prerequisite capability of the alert, 
and Consequence is the current capability state after alert 
is finished. To find new relationship patterns, alerts are 
transformed into Y_Alerts, then correlated into a new 
relationship incident to uncover logic relations. The 
Y_Alerts can be listed along with their capabilities states 
and corresponding timing ranges. This helps in correlat-
ing Y_Alerts with Meta-Relationship (R), and thus new 
relationships can be discovered and ultimately stored in 
the database. This Meta-relationship triggers another 
level alert, say Red_Alert (RA), and is defined as a three- 
tuple: 

 

 

R_Alert ‘RA’ = {set_R, set_C, Time}     (11) 

where set_R is the set of correlated Y_Alert, set_C is the 
set of the capabilities of all consequences of the Y_alert, 
Time is begin_time and end_time of these Y_Alerts. 
Meta relationship R resulting in R_Alert can be easily 
proved that it is a partial relationship. For this, it can be 

Figure 3. State transition based on new relationships and 
strengths. 
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easily seen that they do not follow Equation (1) and (2). 
For reflectivity, it can be easily verified that end_time of 
YA1> begin_time of YA1 and the reverse is not true, if 
YA1 ε R. For symmetry, it is also easy to see that YA2 is 
derived from the other YA1 and the converse is not true. 

Based on these Y_Alerts and Meta-relationship “R”, 
an experimental model for alert correlation and generat-
ing Red Alert ‘RA’ is depicted as shown in Figure 4. 
The Figure 4 shows a self-evolving model for relation-
ship correlation and detection. The alerts are correlated 
and the ones which exist in the database are reported as 
existing relationship incidence. This step reduces a 
greater number of alerts for modeling of relationships in 
the network. In the second step, the isolated alerts are 
correlated with Meta-relationship ‘R’. If correlated, the 
Meta- relationship is reported as R_Alert and termed as a 
new relationship. After that, it is described in the data-
base. The setup illustrated in Figure 4 may be summa-
rized in an algorithm as follows: 

Relationship Detection Algorithm: After an alert is 
sensed, the following sequence of events takes place: 

1) If there is an existing Red_Alert ‘RA’, whose set_C 
contains consequence of new YA, go to step “g”, else go 
to step “b”. 

2) If prerequisite of ‘YA’ is empty go to step “e”, else 
go to step “c”. 

3) If there is a Red_Alert ‘RA’ and union of capability 
of RA’s set_C implies prerequisite of ‘YA’, go to step 
“e”, else go to step “d”. 

4) If there are some meta-relationships existing and 
the union of the set_C of these meta-attacks implies the 
prerequisite of YA, then combine these 
meta_relationship to a new Red_Alert RA, go to step “e”, 
else go to step “f ”. 

5) If the union of set_C of the newly combined 
meta-relationship ‘R’ implies consequence of YA, go to 
step “g”, else go to step “f ”. 

6) Let YA join the red_alert ‘RA’, put YA into RA’s 
set_R and let consequence of RA join set_C, determine 
RA’s time stamp. Break 

7) Discard false alert YA; go to ‘a’ to deal with next 
yellow alert ‘YA’. 

In the next section, an experimental setup is described 
to simulate the discovery and clustering of relationships 
developed in a local area network. 
 
4. Experimental Setup 
 
A typical local area network was selected with about five 
hundred and fifty user accounts. The accounts were 
grouped into five categories of access (i.e. credentials) 
on the network. These categories were ‘administration’, 
‘faculty’, ‘student’, ‘staff’, and ‘public’. The actions sup- 
posed to be carried through these accounts during net-
work access involved five different types of actions on 
twelve different target hosts or servers. The actions in-
volved were ‘create’, ‘modify’, ‘read’, ‘delete’, and ‘not 
available/unauthorized’. The target hosts were centrally 
placed in a room. The service available on different tar-
get hosts contained files and programs. The objective 
was to examine the network setup vis-à-vis Figure 4, 
usi- ng the procedure outlined in the algorithm described 
in the previous section. 

Based on this information, six-tuple data was gener-
ated using Equation (9) for any user access. A data map-
ping followed that coverts these tuples to numerical val-
ues to train the network. The time stamp was added to 
make it to seven-tuple data to show evolution of the rela-
tionships during run time. These data values enable 
self-organizing feature of Kohonen network to allow data 
values to be mapped onto a two-dimensional plane with 
similar data residing in closer proximity. 

The architecture of such a network can be reduced to 
two key issues: input layer and output layer [14]. The 
number of input nodes (say 7 based on source address, 
time stamp, target, service, property, action, credentials) 
equals the dimension of the input vector. The output lay- 
er processes the input data and gives an output. The num- 
ber of output nodes determines the maximum number of 

 

 

Figure 4. Relationship measurement & description model. 
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clusters to be found. Each neuron (node) in the output 
sheet has a location in the configuration and represents a 
cluster, or alternatively a set of common features. 

The proposed system uses Kohonen Self Organizing 
Maps (SOM) to plot a matrix of the available data. This 
is a two dimensional plane containing 1024 cells (32x32 
plot). The size of 32x32 clusters is arbitrary (although 
above than required number of clusters adequate for pos-
sible relationship clusters in a typical local area network) 
and has been selected only for experimental purposes. 

Activity on the network was monitored for users on a 
full working day. The period of network activity for a 
typical user  ranged from few minutes to less than sev-
enty minutes.Out of five hundred and fifty user accounts, 
one hundred and eighty–five users accessed the network 
at different times. The mapped values for these users 
accumulated in a database were processed to train the 
SOM network to generate capability clusters. 

Once built, the SOM takes the data from the database 
and decides the position of a user entity or the source of 
activity in the network based on the attributes attached to 
it. It contains 32 × 32 output nodes along with input 
nodes, hence total of (7 × 32 × 32 ) 7168 weights of the 
network were updated each time an input pattern (i.e., 
seven-tuple data) was presented for training. This proc-
ess continued till convergence of its training algorithm. 
The algorithm used for training of the network typically 
undergoes the following steps [14]: 
 Define input value range 
 Present an input pattern (i.e., twenty data values) 
 Compute distance between input and weight, and 

sum them 
 Select the output node with minimum distance – this 

is the node that is closest to the input vector 
 Alter weights for the closest node (and its neigh- 

bours) so that it is even nearer to the input vector. 
 Go to step 2 until convergence is achieved. 
Effectively, this training algorithm is very simple, fol-

lowing a familiar equation: 

 (i iw j k x w                 (12) 

where k is the learning coefficient, x is input pattern, wij 
is weight in two dimensions, and ∆ wij is the change in 
the weight. So all neurons in neighbourhood (say N) to 
neuron xd0 (i.e., the one with minimum distance) have 
their weights adjusted. The adjustment of k and N is an 
area of much research, but Kohonen suggested splitting 
the training up into two phases. Phase 1 reduces down 
the learning coefficient from 0.9 to 0.1 (or similar val-
ues), and the neighbourhood reduces from half the di-
ameter of the network down to the immediately sur-
rounding cells (N = 1). Following that, phase 2 reduces 
the learning coefficient from perhaps 0.1 to 0.0 but over 
double or more the number of iterations in phase 1. The 

neighbourhood value is fixed at 1. It was seen that the 
two phases allow firstly the network to quickly ‘fill out 
the space’ with the second phase fine-tuning the network 
to a more accurate representation of the space. The re-
sulting output diagram may be visualized showing clus-
ters, evolving as time progresses. The examples of typi-
cal clusters include each user accessing the network, 
each object to be accessed on the network, each targeted 
host, each action, each service, and each credential of the 
user, etc. 

This part of the experiment did not involve any corre-
lation as there were previously, in fact no capability clus-
ters present in the database. Rather, this activity filled up 
the database with relationship description, to the extent 
of entering second part of the activity where correlation 
is to be examined and database is to be enriched with 
new relationships. This part of the experiment is also con- 
sidered equivalently as setting threshold for correlation. 

For the second part of the experiment, the network was 
monitored for second and third day of the experiment. 
This enabled to see most of the users accessing the similar 
objects on the network, thus generating an alert. In this 
part of the experiment, a total of seventy (70) new users 
were identified, and thus relationships were described in 
the database, and clusters created onto the map. 

A visualization application was added to the network 
(with the database) to enable analysis of emerging in-
formation from these activities, as access to the network 
evolves. The double click, for example on an object clu- 
ster shows data from the database, about how many users 
accessed it with respective credentials and actions with 
respect to time. Though, it was visualized in real time 
through alerts. In another example, a user access along 
with its credential was monitored in real time with a 
range of objects accessed on a particular host with re-
spective actions. In each instance, respective alert gener-
ated was observed. 
 
5. Comparative Discussion 
 
The clustering approach proposed in this work is simple 
and addresses the objectives for real time notification of 
(registered) alerts and enriches the database with evolv-
ing relationships. 

An important component of network policy in many 
commercial environments is separation of duty and 
monitoring of network traffic for network management 
purposes. Nowadays, many networks deploy policy 
based access to the network to implement separation of 
duty. The role based access control (RBAC) model [5] 
provides a conceptual framework for implementing a 
role based activity in a policy. However, it does not de-
tect an evolving capability of the user growing beyond its 
legitimate strength or access limits. This weakness is 
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generally found in networks, when the status of a (pri-
vate & secured) object on the network that is being ac-
cessed, modified or deleted by a user exceeding one’s 
role. The approach in this work identifies the relation-
ships while they are evolving or in other words the object 
contents are to be accessed. Such a weakness in the sys-
tem deploying only RBAC may be addressed using the 
proposed approach by setting role of the respective ac-
count with objects on the targeted hosts. The threshold is 
set accordingly to generate alert. Thus, the system gets 
added capability. 

In fact, the proposed model provides a self-adaptable 
approach to trigger the tolerance level of the system. The 
six-tuple capability data is user-defined and may replace 
source with an IP address by its role; or capability may 
even be increased beyond six-tuple by adding role of the 
user entity to existing six-tuple data. This tends to in-
crease the number of clusters and in turn strengths the 
correlation process of the system. 

The other examples of undetected activities include 
access to the object by interaction of (internal or external) 
users, etc. This situation may be addressed using our 
approach, as described in Equation (10), and outlined in 
the algorithm. In other words, the evolving relationship 
between the user and the object is alerted during the cor-
relation stage, earlier than it takes place. 

The proposed approach is independent of many con-
straints. At a centralized place, it provides a real time 
discovery of evolving relationships amongst users or 
between users and network object. The proposed ap-
proach can also be easily embedded in distributed envi-
ronments to trigger alerts before systems become vul-
nerable to attacks. In that case, a modification may be 
suggested such that the six-tuple capability data would 
be provided by distributed sniffers rather than a set of 
closely and fixed-placed sniffers. 

There are many correlation algorithms available in the 
literature like [19,20], which may be used in conjunction 
with our proposed approach. 
 
6. Conclusions and Future Work 
 
The proposed model for detecting relationships is highly 
customizable as it is dependent on capability model 
which is user defined. The approach may be independ-
ently deployed or used in conjunction with existing ap-
proaches, for example, intrusion detection. The database 
evolves with time as new relationships are discovered 
and capabilities are formed as clusters. The detection of 
relationships may be done using network sensors or 
sniffers by reading the network packets. Two stages of 
correlation are performed; first one detects using cluster 
knowledge compared with capability of the entity; the 
second stage meta-correlation enables enriching of net-
work database by identifying new relationships. As more 

and more events are registered, lesser becomes the prob-
ability of finding new patterns of relationships and easier 
becomes the job of the network management. 

As a future work, we intend to modify some parame-
ters of the clustering: first we want to confirm the rele-
vance of the pattern with role based access and set the 
threshold to initiation of possible new relationship; sec-
ondly we want to develop distributed monitoring of these 
relationships and observe frequency of such events to 
discover new associations within the data. 
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Abstract 

Public buses play an important role in public transportation in most parts of the world and it is still the 
dominant public transportation mode in some regions. Nowadays, as people switch to a mobile lifestyle, they 
spend significant amount of time on the traveling to work, back and forth. However, not much research has 
been done on how to provide some on-board service for those commuters in the public bus. This paper pre-
sents a Bluetooth-based system which is inexpensive, yet flexible, and scalable to serve commuters in a per-
sonalized manner using Bluetooth enabled mobile phones. However, from the Bluetooth specification, one 
Bluetooth dongle can connect to at most seven other Bluetooth devices. As we expect more than 7 users to 
use the services provided in the Bluetooth-based system (a full double-deck bus can carry around 100 pas-
sengers), we need to work out an effective scheduler to schedule all the private services on the Bluetooth 
servers in the bus. This paper also describes a scheduling algorithm that exploits the park mode feature of the 
Bluetooth specification to allow more users to have access to the Bluetooth services on the bus. 

Keywords: Mobile Device, Bluetooth, Public Bus, Data Service 

1. Introduction 
 
We have transited into the Information era, and most 
people are eager to get various kinds of information in 
convenient ways. However, due to the increasingly mo-
bile and busy lifestyle, people are having lesser time for 
some daily activities e.g. reading the newspaper, check-
ing online news, enriching themselves by casual chat or 
relax themselves with games. Moreover, due to the large 
distances and the increasing of mobile lifestyle, people 
are using public transportation very frequently. After an 
observation on the public bus or MRT in Singapore, we 
found that many passengers are killing time by playing 
some casual game or reading some text content with their 
cell phones or PDAs during the journey. Quite few peo-
ple will use GPRS to browse news, download some au-
dio or video clips or go for online chatting due to the cost 
consideration. We can see that the on-board information 
and entertainment system in the public transportation 
system is required. 

Several proposed systems exist in providing integrated 
support for commuters in using a public transportation 
system, such as e-ticketing and navigating through the 
complex metro system through mobile phones in Japan 
[1], and bus routes and schedules information display in 

bus stations in Mexico (EMI system [2]). Some others 
extend the public transportation routes and scheduling 
information to be included on a travel planner applica-
tion on mobile phones, such as TramMate [3] in Austra-
lia and Buster [4] in Denmark. These systems, although 
helpful for commuters, do not address the ‘idle-ty’ of 
commuters while on the ride. 

Some other systems address this issue by providing 
infotainment experience on-board the public transporta-
tion, such as the system proposed by Lin and Chang [5], 
ALSTOM [6], and the system deployed on French TGV 
trains [7]. These systems include a LAN on-board the 
public transportation. This LAN is connected to the out-
side world through either cellular networks or satellite 
connection. Although these systems are able to provide 
data live from the Internet while on the move, the re-
quirement of direct connection to the cellular networks 
(3G/3.5G) or satellite network is still considered expen-
sive nowadays. 

This paper presents the BlueBus System, a system 
which is inexpensive, yet flexible, and scalable to serve 
commuters in a personalized manner using Bluetooth 
enabled mobile phones. However, from the Bluetooth 
specification, one Bluetooth dongle can connect to seven 
other Bluetooth devices at most. In order to serve more 
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than 7 users simultaneously, as a full double-deck bus 
can carry around 100 passengers, we need to work out an 
effective scheduler to schedule all the private services on 
the BlueBox side. This paper also proposes a scheduling 
algorithm that exploits the park mode feature of the 
Bluetooth specification to allow more users to have ac-
cess to the BlueBus services. 
 
2. System Design 
 
2.1. Overview 
 
We aim to design an inexpensive and flexible system to 
serve the passenger at a personalized level in the bus, so 
we would like to develop the client system on the Blue-
tooth enabled mobile phone. The project is named as 
“BlueBus” which indicate the bus is Bluetooth signal 
covered, passengers can use their Bluetooth enabled mo-
bile phone as the interface to get the kinds of information. 
Beside the client side, BlueBus consists the other two 
parts that are base station on the bus and the administra-
tion server at the bus terminal. The overall system archi-
tecture is shown in Figure 1. The Mac mini will be in-
stalled on the bus as the base station, which should be 
able to support multiple users on the BlueBus platform. 
The Mac mini will communicate with mobile phone 
through Bluetooth while it will communicate with server 
via Wi-Fi. 

Administration server is connected to the base sta-
tion, BlueBox, through the Wireless LAN connection. 
BlueBus end user, mobile phones are connected to 
BlueBox via Bluetooth connection. 

Function of the Administration server is to manage all 
BlueBox in the public buses parked in its located bus 
terminal. It is able to push updates and content synchro-
nization to all BlueBox through Wi-Fi. Administration 
server located in the bus terminal office must have a sta-
ble broadband Internet connection, in order to function 
well. 

 

 

Figure 1. Overall system architecture. 

BlueBox serves as the bridge in the overall system. It 
retrieves all contents from the Administration server and 
stores all contents in its local storage waiting for Blue-
Bus commuters to browse or download. It also has to 
handheld all service requests from client application. The 
BlueBox must communicate with the Administration 
server periodically to ensure that it always carries the 
most recent content and services. In the scenario of the 
bus, the synchronization takes place when the bus arrives 
at the bus interchange terminal. The BlueBox will detect 
the availability of Administration server network and 
automatically start the service or content synchronization 
with Administration server. 

Client application is a Java application installed in 
commuters’ mobile phones or PDAs. Users in the bus 
will use this application to choose and enjoy the services 
in the system. 

Figure 2 is the flow-chart on how to distribute the 
content to every single end user. 
 
2.2. Hardware Selection 
 
2.2.1. Administration Server 
For Administration server, it must able to create a wire-
less network or join the wireless network in the bus ter-
minal in order to synchronize the content and do some 
administrative control to all BlueBox. It also needs a 
broadband Internet connection to download new contents 

 

 

Figure 2. Flow chat of overall system. 
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Table 1. Recommended specifications for administration 
server. 

and synchronize end user’s upload content with all Ad-
ministration servers in different bus terminals. It must be 
preinstalled Windows OS because Server side is devel-
oped using SyncML under Windows platform, Windows 
XP would be preferred. Any hard disk which capacity is 
larger than 20GB should cater for this system. 

Specifications for a Administration Server 

Processor 1.5 GHz 

Memory 512 MB 

Hard Disk 20 GB(min) 

Local Area Network 802.11b/g (11 Mbps/54 Mbps) 

 
2.2.2. BlueBox 
The BlueBox serves as the access point to this BlueBus 
system. The domain of each of these BlueBox is the 
range of Bluetooth i.e. a circle radius 10–100 meters, 
depending on the power of Bluetooth dongle. So the 
BlueBox should have little processing power, certain 
storage capacity and both Bluetooth and wireless LAN 
capability, certainly, small physical size will be a bonus 
point. Based on a preliminary analysis, we chose Mac 
mini as the BlueBox whose specifications are shown in 
Table 2 below. 

 
Table 2. Recommended specifications for BlueBox. 

Specifications for BlueBox 

Processor Core Solo 1.5 GHz 

Memory 512 MB 

Hard Disk 60 GB 

Personal Area Network Bluetooth v2.0+EDR 

Wireless LAN Network 802.11g (54 Mbps) 

Battery life 1 hour (min) 

Physical dimensions 6.5” × 6.5” × 2” (L*W*H) 

The Mac mini has a built in Mac OS X which provides 
a stable Bluetooth framework for system implementation. 
Figure 3 shows the Bluetooth profiles available in Mac 
OS X [8]. We will use OBEX and RFCOMM for system 
development. 

 

 

Figure 3. Mac OS X Bluetooth profiles. 
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2.2.3. J2ME Client Application 
The J2ME client application can run on any handheld 

 built in JSR82 Blue-

bile phone models satisfied the hardware re-
qu

ments 

ction, BlueBus serves as 
e platform for mobile data services that can be deliv-

lication with Bluetooth enabled 
ha

tive interface for users to connect to the sys-

to add new content to 

the system administrator to add new 

ing the services provided. 

nal as 

vices on all connected 

 Apple Mac OS X platform. The 
rogramming language we used is Cocoa which is a fa-

Table 3. Recommended specifications for handheld device. 

When the server started, it will register a new Blue-
tooth service provided to Bluetooth stack and start ac-
ceptin . The sy tically 
create the in  and outp
ne

, the function 
as

d the reply to client. 
 

d in groups called 
iconet [9]. The Piconet consists of a master and up to 

le slave use poi- 
t-to-point communication; if there are multiple slaves, 

cifications we know that one 
luetooth dongle can connect to seven other Bluetooth 

ct more users can use 
e services provided in BlueBus because a full double- 

device which is Java enabled and
tooth API. 

According to our study in the market, there are more 
than 90 mo

irement that indicates that we really got a large poten-
tial user base. 
 
2.3. System Require
 
As described in the previous se
th
ered to users over Bluetooth. The requirements of the 
system are as follows: 

The system must be able to detect new users who are 
running the client app

ndhelds. 
 The BlueBus client application must provide a frie- 

ndly, interac
tem and use the services provided. 
 The Administration server must provide an effec-

tive interface for content providers 
existing services. 
 The system must be scalable and must provide an 

easy method for 
BlueBox to the system. 
 The BlueBox must be able to simultaneously sup-

port several users access
 The BlueBox must be easily deployable in static as 

well as mobile application scenarios, with occasio
well as continuous connectivity.  
 The Administration server must ensure automatic 

synchronization of content and ser
BlueBox. If a BlueBox is temporarily disconnected, it 
must be updated as soon as connectivity restored. 
 
2.4. BlueBox Design 
 
BlueBox is developed in
p
mous programming language in Mac OS. Because we 
expect an automatic working style of BlueBox (no user 
interference involved) it is implemented using IOBlue-
tooth framework in Cocoa. 

 

Specifications for Handheld Device 

Display Resolution xels 176*208 pi

Free Device Me in) 

P  

Blu in) 

JAVA M  or 2.0 

mory 2 MB (m

hone External Storage 16 MB 

Personal Area Network etooth v1.1(m

JAVA IDP 1.0

g a new connection stem will automa
put stream ut stream when there is a 

w client wants to connect to the service. 
Communication is mostly built in request-reply model 

where client send the request to server first then server 
response to the client accordingly. 

When server receives a request message
sociated with that service is called. Each service would 

have separate function to handle data from client. After 
some processing, BlueBox will sen

3. Bluebus Scheduling Design 
 

.1. Bluetooth Network Topology 3
 
Bluetooth enabled devices are organize
P
seven active slaves. A master and a sing
n
point-to-multipoint communication is used. The master 
unit is the device that initiates the communication. A 
device in one Piconet can communicate to another device 
in another Piconet, forming a scatternet, as depicted in 
Figure 4. Notice that a master in one Piconet maybe a 
slave in another Piconet: 
 
3.2. Constraints on Bluetooth 
 
From the Bluetooth spe
B
devices at most. However, we expe
th
deck bus can carry around 100 passengers. We consider 
add more Bluetooth dongles on the Mac mini, but after 

 

 
Figure 4. Scatternet comprising three piconets. 
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trying, we found that the seven slaves limitation canno
be solved by simply adding USB powered Bluet
dongles. This is because the Bluetooth stack currently 
does not support multiple Bluetooth dongle connection
Although multiple Bluetooth dongle connection is po
ble in theory, so far, there is no Bluetooth stack in
other platform that support this feature. 
 
3.3. Scheduling Algorithm Design 
 
We want to create the Piconet which can serve all the 
Bluetooth end users. However, the Bluetooth master only 
can support seven active channels simultaneously which 
means only seven passengers can enjoy the services we 
provided in the BlueBus system. The additio of the 
Bluet e as 

articipates in the 
ceiving packets. 

de with very little 
 to participate 

s. The length of AM_ADDR is 3 bits 
while the length of PM_ADDR is 8 bits. So theoretically 

d listen to the broad-
ca

 
-

cheduling (the 

M

ns-
nnec-

ections 

t 
ooth 

s. 
ssi-

 any 

one Bluetooth master can support 23-1 = 7 active Blue-
tooth devices and 28=256 parked devices. 

Before a Bluetooth device entering Park mode, the 
master will give the device a PM_ADDR. Then this 
Bluetooth slave will give up the active member address, 
AM_ADDR if it already got one an

n 
ooth dongle will not help in solving this issu

previous section discussed. 
In order to serve more users simultaneously, we need 

to work out an effective scheduler to schedule all the 
private services on the BlueBox side. 
 
3.3.1. Power Mode of Bluetooth Device 
Every Bluetooth device has four different power modes 
10] shown below: [
 Active Mode: The slave actively p

iconet by listening, transmitting and reP
The master periodically transmits to the slaves to main-
tain synchronization. 
 Sniff Mode: The slave listens on specified slots for 

its messages. It can operate in a reduced-power status the 
rest of the time. The master designates a reduced number 
of time slots for transmitting to a specific slave. 
 Hold Mode: The device can participate only in 

SCO packet exchanging and runs in reduced-power 
status. While it is not active, the device can participate in 
another Piconet. 
 Park Mode: It is a low power mo

activity. Used when a slave does not need
in a Piconet, but still is retain as part of it. The device is 
changing Active Mode Address (AM_ADDR) to Park 
M eod  Address (PM_ADDR). With this mode, a Piconet 
may have more than seven slaves. 

As we see from the properties of the four different 
power modes, we need to switch the slaves between Ac-
tiv me ode and Park mode, in order to achieve our goal 
supporting more than seven devices simultaneously. 
 
3.3.2. How to Switch between Active Mode and Park 

Mode 
The Bluetooth enabled device has an Active Mode Ad-
dress (AM_ADDR) when it is in active status while it 
has a Park Mode Address (PM_ADDR) when it is in 
park/inactive statu

st traffic in regular intervals. The park mode timing 
parameters should be negotiated with the master using 
Link Manager Protocol (LMP). Master also can send 
message to parked device to wake up the parked the de-

ice and reassign the AM_ADDR to it [11]. v
(In present devices on the market, the master will do

the mode switching automatically instead of user con
trolling. So we don’t know how to control the mode 
switching in the API level or Stack Level. If we can do 
that, the following will be the scheduling algorithm.) 
 
3.3.3. Scheduling Algorithm – First Version 
Define Service Priority 

The Schedule Algorithm design is divided into two 
parts, one is the active Bluetooth devices s
number of Bluetooth devices is less than or equal to 7) 
and the other part is overall scheduling (the number of 
Bluetooth devices is greater than 7). 

 
Active Devices only Scheduling Algorithm 
We had done a Bluetooth data transmitting speed test. 

First, connect individual Bluetooth enabled cell phone to 
Mac mini which served as the Bluetooth master in the 
Piconet and trying to download a 3.3MB size file from 

ac mini. Second, connect 6 cell phones to Mac mini 
and try to download the same 3.3MB size file from Mac 
mini simultaneously. We took the records of the data 
transmitting speed and consolidate into the table shown 
below. 

From the table, we can easily see that the data tra
mitting speed drop a lot when there are multiple co
tions existing. Generally speaking, the data transmission 
rate in single connection is two to three times of the rate 
in multiple connections in the cell phone. 

Table 4. Bluetooth data transmission rate of different mo- 
bile phones. 

Cell Phone Single connection 6 conn
Model (4-5m) (4-5m) 

Nokia N-Gage QD 5 Kbps 5 Kbps 

Nokia 6280 104 Kbps 20-30 Kbps 

Nokia 3230 41 Kbps 15-18 Kbps 

O2 Xphone-IIm 16 Kbps 10 Kbps 

SonyErricson K750i 40 Kbps 15 Kbps 

SonyErricson P910i 20 Kbps 10 Kbps 

Motorola L7 3-10 Kbps 
N/A 

(always disconnect)
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1) Bus Stop Alert 

ws 
4) Enterta
On rtain will rge 

size file which requires fast data transmitting speed. In 
thi sched download s into 
serial of pa r beca save 
the to smitting

 
A

ice  
ice 
vice 

A3  Service

s Stop Alert Service 

lert Service  A4 
 A6 

 A5 

ce order is: 

In the BlueBus, we provide four basic services which 
are listed based on the priority, 1) indicates the highest 
priority. 

2) Blue Bubble Chatting 
3) RSS Ne

inment Do
ly nte

wnload 
ment download the E  in a lavolve 

s case, we will ule the  proces
 order instead rallel orde use it can 
tal data tran  time. 

ctive Queue 
A0 Chatting Serv  
A1 Chatting Serv
A2 RSS News Ser

 Download  
A4 Bus Stop Alert Service 
A5 Download Service 2 
A6 Bu
 
After the Scheduling 
A0 Bus Stop A
A1 Bus Stop Alert Service 
A2 Chatting Service   A0 
A3 Chatting Service   A1 
A4 RSS News Service   A2 
A5 Download Service   A3 
A6 Download Service2  
 
The actual servi

A0 Bus Stop Alert Service 
ce Been 

processed 
simultaneously

A1 Bus Stop Alert Servi
A2 Chatting Service 
A3 Chatting Service 
A4 RSS News Service 
A5 Download Service 

A6 Download Service 2  

ere download services 
or ice d, all the rest ser-
vi im ue to the low 
requ Howev r, if there are more 
th  the Active queue, consid-
ering them as d1 and d2, we will get the files’ size of 
each download service and current data transmitting rate 
of each channel. We can calculate the consuming time 
left to download the specific file. The less the download- 
ding time the higher the processing priority. We assume 

d1 got the higher priority, so d2 will start once the d1 
finished the downloading. During d1 is in downloading 
status, d2 is in waiting status, it is possible that d2 will be 
swap into Park queue if there is another device parked 
with higher priority. We will talk about it in later section. 

 
Active and Parked Devices Scheduling 
There is a case which more than seven Bluetooth en-

abled devices are willing to connect to the Bluetooth 
master. We will put the first seven devices into the Ac-
tive queue, the eighth device and followings will be put 
in  Park queue, PM_ADDR of them will be set. 

 
3. lgorithm 
 

 we are 
ab  wake 
u nation 
by  

-
vic below. 

 structure of a chat service 
use  to send message 
while r buffer is used to receive message from 
cha

We l for the Chat service, 
each  send the message to chat 
server sit message to the server, 
server y 
conne  

 
In the Active queue, if th  are no 
 only one download serv be foun
ces will being processed s ultaneously d

irement of the data rate. e
an two download services in

to

3.4. Improved Version of Scheduling A

3.3.4.1. Reserve Channel for a Certain Service 
Bus Stop Alert service is not a time consuming service, 
we just need to record the user’s registration and save the 
destination in the BlueBox database. After that,

le to put it into the Park queue. We only need to
p this user one stop before the customized desti
 ge.
There is an alternative way to implement the Chat ser
sending an alert messa

e. The design is shown 
Figure 5 shows the data
r. It got two buffers which is used

 the othe
t server. 

 reserve one active channe
time only one sender can
 (BlueBox), after it depo
 begin to broadcast this new message to ever
cted user who are online by swapping them one by

 

 

Figure 5. Send and receive buffer of C1. 

sort Active queue 0-6 based on the priority level 
Priority high  low 

sort Park queue 0-n (n<256) based on the priority level
Priority high  low 

compare (AQ [6], PQ [0]) 
if priority of AQ [6] >= PQ [0] 

Return; 
else if priority of AQ [6] < PQ [0] 

//swap (AQ [6], PQ [0]); 
set AQ [6] PM_ADDR; 
set PQ [0] AM_ADDR; 
add AQ [6] to Park queue, resort the Park queue; 
add PQ [0] to Active queue, resort the Active queue;
compare( AQ[6], PQ [0]); 
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send a message to others. T  take the active channel 
and communicate with server in a serial manner. C1 de-
posits the message to server, then the server will broad-
cast the message to C2 and C3 when they are taking the 
channel. C3 will not send its own message to server in 
this server swap broadcasting roun  So after 3), every-
one got  be dis-

one from Park queue to Active Queue. After that, the 
second sender will deposit its composed message to chat 
server, then server will do the same thing to broadcast 
this new message to all online users. Certainly, the server 
is also able to send the message to the specific recipient. 
We will limit the message length to 160 English charac-
ters which is as the same as the normal SMS length. As-
sume the average Bluetooth data transmitting rate is 
5Kbps, then the average time to transmit one message 
will cost: 160bytes / 5Kbps = 0.03s 

If there are 20 users using the Chat service, the server 
can finish the “swap broadcasting” in around 0.6s, within 
one second which should be acceptable for the users. 

We take an example of three users are using the public 
chat service. We use C1, C2 and C3 to indicate the three 
users. 

From Figure 6, we can see that C1 and C3 want to 
hey

d.
the message from C1. Message 1 will

played on every users’ screens, and the message one will 
be cleared from receive buffer. 

Then it goes to next message deposit round, it is same 
as round 1. Chat server will keep all the messages. Chat 

 

(a)

(b)

(c)  

Figure 6. Swap-broadcast message from C1. 

server will broadcast the message based on the time 
stamp of message itself which will ensure the accuracy 
of the message received by users. 

As for the RSS News service, we also can use the 
similar mechanism, reserve one channel for RSS News 
service use only. We can do a calculation that, normally 
the size of one RSS News thread should be within 2KB 
which equal to 300 to 400 English words. It will cost the 
user less than 2 minutes to finish the reading on 176*208 
sized cell phone screen, one minute is needed at least. 
Within 1 minute the server can send at 60 RSS News 
threads to users that mean it can support up to 60 users to 
read RSS News with one channel used (Figure 7). 

Download service must be processed one by one 
unless the download file size is small. 

With the above statement, we can reserve the 7 active 
channels for different services. Download and Bus Stop 
Alert services only reserve one channel for each while 
both Chatting and RSS News service can reserve 2 cha- 
nnels for each, because they are more timing issue is 
more critical for them. 
 
3.3.4.2. Random channel allocation and Sub Queue  

Algorithm 
We also can split the Park Queue to several Park queues 
based on how many services we provided. In current 
stage, w s Stop 

 

 

e can reform 4 Park queues, which are Bu

(a) 

(b) 

(c)  

Figure 7. Swap-broadcast message from C3. 
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Alert Queue, Chat Queue, RSS News Queue and Down- 
load Queue, listed based on the priority from high to low. 
Once there is an active channel is free, we will process 
the service queue based on its priority level. If there are 
more active channels are free, more service queues will 
be processed by server. 

Because there are 7 active channels while there are 
only 4 services currently, some service park queue, such 
as Chat service and RSS News service, can split its park 
queue equally into 2 sub-park queues. Each sub-park que- 
ue will take a channel for processing which may reduce 
the time consuming for one round “swap broadcasting”. 
 
4. System Evaluation 
 
For the system evaluation, eight Bluetooth 2.0 Class 1 + 
EDR dongles are used. The experiments were conducted 
to measure the transmission rate and interference that 
may affect the transmission rate due to co-existing pi-
conets and the effect of obstacles in-between the Blue-
tooth devices to the transmission rate. Therefore, three 
test sets were conducted as follows: 1. Single piconet 
Test, 2. Multiple piconets test, and 3. Obstacle test. For 
every test, the experiment is conducted five times and the 
average is taken and plotted to a graph. 
 

 the Bluetooth Specification [12], this drop is due to the 

4.1. Si
 
This test was conducted to measure the effect of increas-
ing number of slaves on a Bluetooth master to its trans-
mission rate. 

Figure 8 shows the test result. For the transmission to 
on

ngle Piconet Test 

ly one slave on a master dongle, it achieved the data 
rate of 1.6 Mbps, which is fairly close to the theoretical 
transmission rate of Bluetooth, i.e., 2.0 Mbps. However, 
as the number of slave increases, the total data rate drops 
quite significantly. With only one additional slave, the 
total data rate drops by 400 kbps to 1.2 Mbps. According 
to

 

 

Figure 8. Effect of the number of slave dongles on the data 
rate in one piconet. 

ct that when there is only one slave, the master is able 

ionLess – User) logical link rather than 
ov

o only 600 kbps (from 1.6 Mbps when there is only one 
lave) – a very significant reduction. However, on subse-

quent addition of slaves, the total data rate varies only 
slightly from the two-slave case, where the total data rate 
decreases as the number of slaves increases. Although 
there is a drop in the total data rate, each slave still gets an 
equal share of bandwidth. At the limit of 7 slaves, each 
slave achieves a data rate of around 100 Kbps which is 
considered acceptable for the BlueBus services. 
 
4.2. Multiple Piconets Test 
 
The Bluetooth Class 1 device could reach the range o

essentially the 
sa

fa
to transport L2CAP (Logical Link Control and Adapta-
tion Protocol) broadcasts over the ACL–U (Asynchro-
nous Connect

er the ASB–U (Active Slave Broadcast – User) or 
PSB–U (Parked Slave Broadcast – User) logical links. 
This allows the transmission to be more efficient in terms 
of bandwidth (if the physical channel quality is not too 
degraded) for the case of only one slave. 

Also, as only one device is allowed to transmit/receive 
in each 625 sec time slot of a Bluetooth transmission, the 
data rate of one of the slaves (in the two-slave case) drops 
t
s

f 
100 m, and this is the Bluetooth device planned to be 
used on the BlueBus. Since the interior area of the bus is 
less than 100 m, having four server dongles (the dis-
patcher is not involved in the experiments) may intro-
duce interference problem. Therefore, this test is in-
tended to see the effect of the increasing number of 
co-existing piconets on the transmission rate. 

Figure 9 shows the data rates achieved when multiple 
piconets co-exist. Here, ‘m’ denotes the master dongle 
and ‘s’ denotes the slave dongle. In the base experiment 
of one server and one client (which is 

me as the case of only one slave in Figure 8), it can 
achieve a data rate of 1.6 Mbps. However, if multiple 

 

 

Figure 9. Effect of the number of master dongles on the 
data rate. 
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arry. Therefore, this test is used to find out the influence 
 various typical objects in between the Bluetooth 

transmission path on the Bluetooth’s transmission rate. 
In this test, the master and the slave dongle are separated 
1.5 meters apart. The separation is based on the deriva-
tion from Figure 7. All the obstacles are placed within 
close proximity to the receiving dongle (around 10 cm). 
If a user uses his mobile device on a bus, it will be close 
to the objects that he is currently holding (books, news-
papers, etc) or the seat in front of him. In this test, only 
one master and one slave are used. 

Figure 10 shows the result of putting different obsta-
cles in the Bluetooth transmission path. The obstacles 
used are representative of the objects that are typically in 

ious, since the bus will be packed 

 
k, the Bluetooth will perform 

r books or printed media. The bot-
e of water represents any liquid that a person may carry. 

masters exist (i.e. multiple piconets), the performance 
drops. It can be seen from Figure 9 that the drop is not 
very significant, and it is concluded that the multiple 
piconets interference does not affect the data rate much. 
 
4.3. Obstacle Test 

Bluetooth is a wireless technology, and as such, its 
transmission rate may be subjected to the objects that 
hinder its transmission path. Inside a bus, the obstacles 
can be the seats or the metal poles, including the people 
packed inside the bus with the various objects they may 
c
of

the bus or the objects that people may carry. The obstacle 
of human body is obv
by passengers inside. The 3.5 cm thick book used in this 
test represent any types of printed media of pages bound 
together such as text books, newspapers, magazines, etc. 
A thick book is used, since if the transmission rate is
good on the thick boo
equally well on thinne
tl
The plastic glass represents materials made up of plastic 
such as the plastic bottles, and finally the glass represents 
the windows of the bus. 

As Figure 10 shows, different obstacles of different 
materials affect the data rate to different extents. How- 

 

 

Figure 10. Influence of different obstacles on the data rate. 

ever, the figure still shows acceptable performance on all 
the obstacles tested. Nevertheless, to minimize the im-
pact of obstacles inside the bus, the master dongles should 
be mounted along the ceiling of the bus and connected to 
the BlueBox by USB cables. As the distance limit of a 
USB cable is 5 m, additional USB hubs can be used to 
extend this distance limit. 
 
5. Conclusions and Future Development 
 
We had designed and developed the BlueBus system 
which is able to provide variety information and enter-
tainment services to passengers in a personalized level 
and give them a good user experience. We have shown 
that, based on the test on real Bluetooth dongles that 
even when a Bluetooth device is full with active connec-
tions, it can still maintain relatively good data rate for 
each slave on 100 Kbps. The experiments conducted also 
shows that the interference of co-existing Bluetooth pi-
conets does not affect the data rate much. This is also 
true for the obstacle experiment where the Bluetooth data 
rate does not vary widely when it is presented with dif-
ferent materials. 

We are planning to provide more interesting services 
such as send birthday or greeting cards, share personal 
Mobile Log (similar with Blog) etc. Apart from this, we

 system for public transport us-
ing mobile terminals,” Proceedings of the 2003 ACM 

nt of 

 
also aim to find a way in the Bluetooth stack level or 
scheduling algorithm to improve the multiple user sup-
port feature. 
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Abstract 

This paper explains a study conducted based on wavelet packet transform techniques. In this paper the key 
idea underlying the construction of wavelet packet analysis (WPA) with various wavelet basis sets is elabo-
rated. Since wavelet packet decomposition can provide more precise frequency resolution than wavelet de-
composition the implementation of one dimensional wavelet packet transform and their usefulness in time 
signal analysis and synthesis is illustrated. A mother or basis wavelet is first chosen for five wavelet filter 
families such as Haar, Daubechies (Db4), Coiflet, Symlet and dmey. The signal is then decomposed to a set 
of scaled and translated versions of the mother wavelet also known as time and frequency parameters. 
Analysis and synthesis of the time signal is performed around 8 seconds to 25 seconds. This was conducted 
to determine the effect of the choice of mother wavelet on the time signals. Results are also prepared for the 
comparison of the signal at each decomposition level. The physical changes that are occurred during each 
decomposition level can be observed from the results. The results show that wavelet filter with WPA are use-
ful for analysis and synthesis purpose. In terms of signal quality and the time required for the analysis and 
synthesis, the Haar wavelet has been seen to be the best mother wavelet. This is taken from the analysis of 
the signal to noise ratio (SNR) value which is around 300 dB to 315 dB for the four decomposition levels. 

Keywords: WPA, Wavelet Packet Decomposition (WPD), SNR, Haar 

1. Introduction 
 
Over the last decade much work has been done in apply-
ing time frequency transforms to the problem of signal 
representation and classification. Signals possessing 
non-stationary character are not well suited for detection 
and classification by traditional Fourier methods. It has 
been shown that wavelets can approximate time varying 
non-stationary signals in a better way than the Fourier 
transform representing the signal on both time and fre-
quency domains [1]. Hence they can easily detect local 
features in a signal. Furthermore, wavelet decomposition 
allows analyzing a signal at different resolution levels. 
The discrete wavelet transform (DWT) provides a very 
efficient representation for a broad range of real-world 
signals. This property has been exploited to develop 
powerful signal de-noising and estimation methods [2] 
and extremely low-bit-rate compression algorithms [3].The 
discrete wavelet transform (DWT) is usually imple-
mented using an octave-band tree structure. This is ac-

complished by dividing each sequence into a component 
containing its approximated version (low-frequency part) 
and a component with the residual details (high-frequ- 
ency part) and then iterating this procedure at each stage 
only on the low-pass branch of the tree [4,5]. The main 
drawback of the octave-band tree structure is that it does 
not provide a good approximation of the critical subband 
decomposition [6]. An alternate means of analysis is 
sought, so that valuable time-frequency information is 
not lost. The Wavelet Packet Transform (WPT) is one 
such time frequency analysis tools. It is a transform that 
brings the signal into a domain that contains both time and 
frequency information (Wickerhauser, 1991). Thus, analy-
sis of the signal can be done simultaneously in frequency 
and time. The most basic way to do time frequency 
analysis is by making FFT analysis in short windows. 
That has the drawback that the window needs to be short 
to find out fast changes in the signal and long to determine 
low frequency components. The wavelet packet trans-
form (WPT) offers a great deal of freedom in dealing 
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with different types of transient signals. Indeed the de-
velopment of the wavelet transform (WT) [7–9] and 
wavelet packets [10–12] has sparked considerable activ-
ity in signal representation and in transient and non sta-
tionary signal analysis.[13–15]. 

Wavelet packet decomposition (WPD) (sometimes 
known as just wavelet packets) is a wavelet transform 
where the signal is passed through more filters than the 
DWT. Wavelet packets are the particular linear combina-
tion of wavelets. They form bases which retain many of 
the orthogonality, smoothness, and localization proper-
ties of their parent wavelets. The coefficients in the lin-
ear combinations are computed by a recursive algorithm 
making each newly computed wavelet packet coefficient 
with the result that expansions in wavelet packet bases 
have low computational complexity. In the DWT, each 
level is calculated by passing the previous approximation 
coefficients through high and low pass filters. However, 
in the WPD, both the detail and approximation coeffi-
cients are decomposed. For n levels of decomposition the 
WPD produces different sets of coefficients (or nodes) 
as opposed to (n+1) sets for the DWT. However, due to 
the down sampling process the overall number of coeffi-
cients is still the same and there is no redundancy. 

2n

The work presented in this paper contributes a new era 
in wavelet packet analysis and synthesis of time domain 
signals. Wavelet packet transform techniques have been 
used to extract feature from time domain signals. Feature 
extraction involves information retrieval from the time 
signal [16]. The wavelet packet transform has more im-
portant benefits than the discrete wavelet transform. 
Wavelet packet functions comprise a rich family of 
building block functions. Wavelet packet functions are 
still localized in time, but offer more flexibility than 
wavelets in representing different types of signals. In 
particular, wavelet packets are better at representing sig-
nals that exhibit oscillatory or periodic behavior. Wave-
let packets are organized naturally into collections, and 
each collection is an orthogonal basis for  2L R . It is a 

simple, but very powerful extension of wavelets and 
multiresolution analysis (MRA). The wavelet packets 
allow more flexibility in adapting the basis to the fre-
quency contents of a signal and it is easy to develop a 
fast wavelet packet transform. The power of wavelet 
packet lies in the fact that we have much more freedom 
in deciding which basis function is to be used to repre-
sent the given function. It can be computed very fast, it 
demands only O (M log M) time, where M is the number 
of data points which is important in particular in real time 
applications. It also has compact support in time as well as 
in frequency domain and adapts its support locally to the 
signal which is important in time varying signals. With 
wavelet packets we have a much finer resolution of the 

signal and a greater variety of options for decomposing 
it. 

The paper is organized as follows. In Section 2, brief 
background information on Discrete Wavelet transform 
and wavelet packet decomposition is discussed. In Sec-
tion 3 the present work is explained. The results are 
given in Section 4 and Section 5 gives the conclusions. 
 
2. Background 
 
2.1. Discrete Wavelet Transform 
 
The DWT, which is based on subband coding, is found 
to yield a fast computation of Wavelet Transform. It is 
easy to implement and reduces the computation time and 
resources required. In continuous wavelet transform 
(CWT), the signals are analyzed using a set of basis 
functions which relate to each other by simple scaling 
and translation. In the case of DWT, a time scale repre-
sentation of the digital signal is obtained using digital 
filtering techniques. The signal to be analyzed is passed 
through filters with different cutoff frequencies at dif-
ferent scales. In the discrete wavelet transform, a signal 
can be analyzed by passing it through an analysis filter 
bank followed by a decimation operation. When a signal 
passes through these filters, it is split into two bands. The 
low pass filter, which corresponds to an averaging opera-
tion, extracts the coarse information of the signal. The 
high pass filter, which corresponds to a differencing op-
eration, extracts the detail information of the signal. The 
output of the filtering operations is then decimated by 
two. Filters are one of the most widely used signal proc-
essing functions. Wavelets can be realized by iteration of 
filters with rescaling. The DWT is computed by succes-
sive low pass and high pass filtering of the discrete 
time-domain signal as shown in Figure 1. This is called 
the Mallat algorithm or Mallat-tree decomposition. 

At each decomposition level, the half band filters 
produce signals spanning only half the frequency band. 
This doubles the frequency resolution as the uncertainty 
in frequency is reduced by half. In accordance with Ny-
quist’s rule if the original signal has a highest frequency 
of ω, which requires a sampling frequency of 2ω radians, 
then it now has a highest frequency of ω/2 radians. It can 
now be sampled at a frequency of ω radians thus dis-
carding half the samples with no loss of information. 
This decimation by 2 halves the time resolution as the 
entire signal is now represented by only half the number 
of samples. Thus, while the half band low pass filtering 
removes half of the frequencies and thus halves the 
resolution, the decimation by 2 doubles the scale. The 
filtering and decimation process is continued until the 
desired level is reached. The maximum number of levels 
depends on the length of the signal. The DWT of the 
original signal is then obtained by concatenating all the  
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Figure 1. Level 3 decomposition using wavelet transform. 
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m
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is an orthonormal basis of  2L R . 

  2
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  2   2  
j

j x t t k


  



  dt    (1) 

where the function   is usually referred to as a mother 

wavelet and  stands for the complex conjugation. The 

orthonormal wavelet basis 



    222 2 ,   ,  
j

j t k k j Z     

may be built from a multiresolution analysis of  2L R . 

In this case, the approximation of the signal at resolution 
 can be described by the coefficients 2 j

The interest in the QMF filters lies in the efficient 
computation of the orthogonal wavelet decomposition 
via a two channel filter bank structure. The decomposi-
tion which is useful in emphasizing the local features of 
a signal, presents however a limitation, namely its non-
variance in time (or space). This implies that the wavelet 

coefficients of     , T x t x t R      

  k
j k Z

W x


 are gener-

ally not delayed versions of . 

 

     2  ,  2 2 ,    
j

k j
jA x x t t k k   Z  (2) 

2.3. Wavelet Packet Decomposition 
 
The wavelet packet method is a generalization of wavelet 
decomposition that offers a richer range of possibilities 
for signal analysis and which allows the best matched 
analysis to a signal. It provides level by level transforma-
tion of a signal from the time domain into the frequency 
domain. It is calculated using a recursion of filter-decim- 
ation operations leading to the decrease in time resolu-
tion and increase in frequency resolution. The frequency 
bins, unlike in wavelet transform, are of equal width, 
since the WPT divides not only the low, but also the high 
frequency subband. In wavelet analysis, a signal is split 
into an approximation and a detail coefficient. The ap-
proximation coefficient is then itself split into a sec-
ond-level approximation coefficients and detail coeffi-
cients, and the process is repeated. In wavelet packet 

where the function   is the scaling function. The 

mother wavelet and the scaling function then satisfy the 
so called two-scale equations: 


1

2
22   -   

2 l k
l

t
k h t







   
 

 l           (3) 


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2
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2 l k
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t
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





   
 
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Where  and   are respectively the im-

pulse response of lowpass and highpass paraunitary 
Quadrature mirror filters (QMF) [17]. If we denote the 
vector spaces 

   k k Z
h

 k k Z
g


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analysis, the details as well as the approximations can be 

split. This yields more than  different ways to en-
code the signal. When the WT is generalized to the WPT, 
not only can the lowpass filter output be iterated through 
further filtering, but the highpass filter can be iterated as 
well. This ability to iterate the highpass filter outputs 
means that the WPT allows for more than one basis 
function (or wavelet packet) at a given scale, versus the 
WT which has one basis function at each scale other than 
the deepest level, where it has two. The set of wavelet 
packets collectively make up the complete family of pos-
sible bases, and many potential bases can be constructed 
from them. If only the lowpass filter is iterated, the result 
is the wavelet basis. If all lowpass and highpass filters 
are iterated, the complete tree basis results. The top level 
of the WPD tree is the time representation of the signal. 
As each level of the tree is traversed there is an increase 
in the trade off between time and frequency resolution. 
The bottom level of a fully decomposed tree is the fre-
quency representation of the signal. Figure 2 shows the 
level 3 decomposition using wavelet packet transform. 

122
n

Based on the above analysis, Figure 1 and Figure 2 
give the comparison of a three-level wavelet decomposi-
tion and wavelet packet decomposition. It can be seen in 
Figure 1 that in wavelet analysis only the approximations 
(represented by capital A in the figure) at each resolution 
level are decomposed to yield approximation and detail 
information (represented by capital D in the figure) at a 
higher level. However, in the wavelet packet analysis 
[Figure 2], both the approximation and details at a certain 
level are further decomposed into the next level, which 
means the wavelet packet analysis can provide a more 
precise frequency resolution than the wavelet analysis. 

The wavelet packet decomposition [4,5,18] is an ex-
tension of the wavelet representation which allows the 
best matched analysis to a signal. To define wavelet 
packets, we introduce functions of ,  2L R   ,  mW t m N  

such that 

 0 1W t dt




                (5) 

and for all  k Z , 


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where  k k Z
h


 and    k k Z

g


 are the previously de-

fined impulse responses of the QMF filters. If for every 
 j Z , we define the vector space ,  j m   

   2 ,j
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
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 then it can be shown that 
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. As a result, if we denote by 
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  and 0,1,....2 1jj Z m   , then 

 
 

2
,

,

        

          , /      
j m

j m

L R

j m I P



  
              (8) 

In an equivalent way,   22 2 ,
j

j
mW t k k Z

    ,  

  ,, / j mj m I P  is an orthonormal basis of  2L R . 

Such a basis is called a wavelet packet. The coefficients 
resulting from the decomposition of a signal  x t in this 

basis are 

     2
, ,  2 2

j
k j

j m mC x x t W t k
       (9) 

By varying the partition P, different choices of wavelet 
packets are possible. While a fixed and dyadic  parti-
tioning of time frequency domain is imposed in the case 
of the wavelet transform, the idea of wavelet packets is 
to introduce more flexibility making this partitioning 
adaptive to spectral content of the signal. 

 
 S 

D1 

AD2 DD2 

AAD3 DAD3 ADD3 DDD3

A1 

AA2 DA2 

AAA3 DAA3 ADA3 DDA3

 

Figure 2. Level 3 decomposition using wavelet packet transform. 
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In wavelet packet analysis, an entropy-based criterion 
is used to select the most suitable decomposition of a 
given signal. This means we look at each node of de-
composition tree and quantify the information to be 
gained by performing each split [19]. The wavelets have 
several families. The most important wavelets families 
are Haar, Daubechies, Symlets, Coiflets, and biorthogo-
nal. 
 
3. Proposed Work 
 
The block diagram shown in Figure 3 gives the actual 
implementation of the method proposed in this paper. 

1) Input time domain signal 
The system described above was simulated on a com-

puter with floating point numbering system. The input 
time domain wave is pre-emphasized, low pass filtered 
with sampling frequency 8 K to 44.1 KHz range and 1– 
10 sec duration samples. The time domain is digitized to 
16 bits. 

Preprocessing: 
In this block unwanted noise is removed when the 

signal gets recorded with the help of various digital filter 
such as Low pass filter (LPF) with 3.4 KHz, Notch filter 
to remove the line frequency effect i.e. 50 Hz. 

Wavelet transforms: 
In this block we applied the wavelet filter coefficients 

as low and high band and filter the input signal to en-
hance the band energies. 

Decimation: 
As deals with the multi-rate analysis system the deci-

mation factor helps to enhance the band level informa-
tion from wavelet transform. We consider decimation by 
2, 4 etc for our experiments. 

Analysis Subband Feature Vectors: 
From the filtering results obtained with the 2 band 

system, we have extracted the various features from low 
pass and high pass band and then re-arranged with the 
desired format for further analysis part. 

Interpolation: 

Interpolation deals with up sampling the inverse wave-
let filtering to reconstruct the original input signal.  

Inverse Wavelet transforms: 
Analysis of interpolated features is reordered with re-

spect to the 2 bands system to extract the original con-
tents from the feature vector for input signal synthesis 
purpose.  

Noise Removal: 
Input noisy signal is filtered with band stop filter with 

desired cut off frequency. Filtered output is further ap-
plied to post processing. 

Post Processing: 
Final tuning is done in the post processing block. 
2) Testing Setup 
Matlab programs were written to implement the struc-

ture shown in Figure 3. Time domain signals in a *.wav 
format sampled at 8 KHz were used for all simulations. 
Results for different setups are given in the next section. 
Several examples of time domain signals of different 
sampling frequencies, with five wavelet filter families 
are given below. 

3) Performance Evaluation 
Performance evaluation tests can be done by subjec-

tive quality measures and objective quality measures. 
Objective measures provide a measure that can be easily 
implemented and reliably reproduced. Objective meas-
ures are based on mathematical comparison of the origi-
nal and processed time domain signals. The majority of 
objective quality measures quantify time domain quality 
of the signal in terms of a numerical distance measure. 
The signal to noise ratio is the most widely used method 
to measure time domain signal quality. It is calculated as 
the ratio of the signal to noise power in decibels. 

 

   

2

10 2
  10 log

ˆ  
n

n

s n
SNR

s n s n

 
      


        (10) 

where s(n) is the clean time domain signal and ŝ(n) is the 
processed time domain signal. 

 

 

Analysis subbandWavelet Packet Decimation Preprocessing 

Interpolation Inverse Wavelet 
Packet Transform

Filter for noise
removal 

Post processing 

Time domain 
Signal + Noise 

Analysis

O/P 
Synthesis  

Figure 3. Block diagram of time domain signal using wavelet packet transform. 
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4. Results 
 
We have tested the 10 input samples with sampling fre-
quency of 8 K on various wavelet filtering bank i.e. Haar, 
Db4, Symlet, dmey, etc. as shown in Tables 1, 3, 4, 7. 
We observe that SNR for wavelet packet analysis and 
synthesis after filtering is around 120 dB to 320 dB for 
level 1 decomposition, level 2 decomposition 120 dB to 
310 dB, level 3 decomposition 115 dB to 310 dB and 
level 4 decomposition 115 dB to 305 dB. 

From Tables 2, 4, 6, 8 as per timing consideration the 
total time for analysis and synthesis is tabulated. We 
observe that total time for analysis and synthesis using 
wavelet filtering is around 8 sec to 25 sec. 

 
Table 1. SNR calculation for various mother wavelet level 1 
decomposition. 

Sample Haar Db4 Sym5 dmey Coif5 

T1 315.64 244.16 247.86 122.32 165.94 
T2 315.58 244.16 247.86 122.28 165.95 
T3 315.53 244.16 247.86 122.35 165.94 
T4 315.55 244.16 247.86 122.34 165.94 
T5 315.55 244.16 247.86 122.34 165.94 
T6 315.53 244.16 247.86 122.35 165.94 
T7 315.53 244.16 247.86 122.30 165.95 
T8 315.53 244.16 247.86 122.35 165.94 
T9 315.55 244.17 247.87 122.25 165.95 
T10 315.54 244.16 247.86 122.32 165.95 

 

 

Figure 4. Graphical presentation of SNR for various mo- 
ther wavelets. 

 
Table 2. Total time calculation (in seconds) for analysis and 
synthesis using wavelet filtering for level 1. 

Sample Haar Db4 Sym5 dmey Coif5 

T1 8.10 8.31 9.15 9.40 8.96 
T2 8.90 10.56 9.17 11.01 9.28 
T3 8.53 9.43 9.32 13.45 10.40 
T4 8.85 9.34 9.06 12.31 10.20 
T5 8.39 9.01 8.59 11.90 9.29 
T6 10.73 11.37 12.45 13.10 11.90 
T7 11.48 12.03 13.07 13.28 13.18 
T8 8.65 9.23 10.46 12.57 9.62 
T9 9.59 10.65 10.20 11.40 11.26 

T10 9.32 9.64 9.67 13.29 10.11 

Table 3. SNR calculation of various mother wavelets for  
level 2 decomposition. 

Sample Haar Db4 Sym5 dmey Coif5 

T1 310.41 232.64 247.31 121.37 165.81 
T2 310.41 232.64 247.31 121.34 165.82 
T3 310.40 232.64 247.31 121.36 165.81 
T4 310.41 232.64 247.31 121.39 165.81 
T5 310.38 232.64 247.31 121.36 165.81 
T6 310.40 232.64 247.31 121.42 165.81 
T7 310.40 232.64 247.31 121.33 165.82 
T8 310.39 232.64 247.31 121.42 165.81 
T9 310.40 232.65 247.31 121.25 165.82 

T10 310.41 232.64 247.31 121.34 165.82 

 

 

Figure 5. Graphical presentation of SNR for various mo- 
ther wavelets. 

 
Table 4. Total time calculation (in seconds) for analysis and 
synthesis using wavelet filtering for level 2. 

Sample Haar Db4 Sym5 dmey Coif5 

T1 8.29 8.73 10.11 12.85 9.20 
T2 10.10 11.06 11.57 14.64 11.21 
T3 9.60 9.56 10.06 12.51 10.43 
T4 8.93 10.43 9.48 13.95 11.67 
T5 8.42 10.18 8.89 11.92 10.85 
T6 11.82 13.51 12.48 15.62 13.00 
T7 10.70 12.64 13.11 16.84 13.40 
T8 9.45 10.53 9.82 13.28 10.56 
T9 9.21 10.09 9.81 12.18 11.04 

T10 10.75 10.98 11.09 14.25 10.71 

 
Table 5. SNR calculation of various mother wavelets for 
level 3 decomposition. 

Sample Haar Db4 Sym5 dmey Coif5 

T1 307.15 230.59 241.56 115.85 159.86 
T2 307.15 230.60 241.56 115.84 159.86 
T3 307.13 230.59 241.56 115.84 159.86 
T4 307.12 230.59 241.56 115.86 159.86 
T5 307.14 230.59 241.56 115.85 159.86 
T6 307.14 230.59 241.56 115.88 159.86 
T7 307.16 230.60 241.56 115.83 159.87 
T8 307.15 230.59 241.56 115.87 159.87 
T9 307.15 230.60 241.57 115.77 159.87 
T10 307.14 230.60 241.56 115.83 159.86 
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Figure 6. Graphical presentation of SNR for various Mot- 
her wavelets. 

 
Table 6. Total time calculation (in seconds) for analysis and 
synthesis using wavelet filtering for level 3. 

Sample Haar Db4 Sym5 dmey Coif5 

T1 9.45 9.42 9.76 12.46 9.40 
T2 10.35 11.70 10.57 15.64 11.01 
T3 10.17 11.53 13.28 14.98 12.07 
T4 10.11 11.48 12.21 16.54 12.40 
T5 10.00 10.89 10.04 12.89 11.57 
T6 11.84 13.73 13.21 18.04 14.68 
T7 12.65 12.12 12.76 20.37 13.60 
T8 10.53 11.20 10.87 15.43 11.86 
T9 9.56 10.00 11.59 14.32 11.96 
T10 10.32 10.48 11.96 16.68 13.42 

 
Table 7. SNR calculation of various mother wavelets for 
level 4 decomposition. 

Sample Haar Db4 Sym5 dmey Coif5 

T1 304.74 226.62 241.29 115.31 159.79 
T2 304.74 226.62 241.29 115.29 159.79 
T3 304.74 226.62 241.29 115.33 159.79 
T4 304.73 226.62 241.29 115.37 159.79 
T5 304.73 226.62 241.29 115.32 159.79 
T6 304.73 226.62 241.29 115.37 159.79 
T7 304.74 226.62 241.29 115.27 159.80 
T8 304.75 226.62 241.29 115.36 159.79 
T9 304.74 226.62 241.29 115.21 159.80 

T10 304.74 226.62 241.29 115.30 159.80 

 

 

Figure 7. Graphical presentation of SNR for various Mot- 
her wavelets. 

Table 8. Total time calculation (in seconds) for analysis and 
synthesis using wavelet filtering for level 4. 

Sample Haar Db4 Sym5 dmey Coif5 

T1 9.95 10.90 10.76 14.92 12.26 

T2 12.01 12.59 13.48 19.46 14.84 

T3 12.12 12.81 14.79 22.09 12.53 

T4 11.03 12.79 11.98 20.34 14.73 

T5 11.34 12.37 12.54 16.79 13.09 

T6 13.25 15.59 16.37 25.25 19.20 

T7 14.51 15.40 17.39 25.89 17.98 

T8 11.90 13.14 11.96 19.57 13.15 

T9 12.09 13.17 12.51 20.01 15.48 

T10 13.09 13.28 14.57 21.75 15.35 

 
From Table 9, entropy which is a common measure of 

the efficiency of a signal transform is calculated using 
wavelet packet analysis is matched before decomposition 
and reconstruction. 

In Table 10, Band stop filtered signal is tabulated which 
removes the line frequency noise from the signal, it 
shows a reasonable SNR of 40–46 dB. 

Figure 8 shows the tree diagram associated with a 
depth-3 WPT. It reflects the structure of its correspond-
ing hierarchical filter bank, such as the structure shown 
in Figure 2. Moving from top to bottom in the diagram 

 
Table 9. Entropy for 4 levels. 

Sample Haar/Db4/Sym5/dmey/Coif5 

T1 21937 
T2 32511 
T3 29809 
T4 34655 
T5 29145 
T6 49058 
T7 51218 
T8 32971 
T9 34857 
T10 37040 

 
Table 10. SNR after removing noise. 

Sample Haar/Db4/Sym5/dmey/Coif5 

T1 44.16 
T2 44.41 
T3 41.29 
T4 44.52 
T5 44.47 
T6 44.85 
T7 44.58 
T8 40.39 
T9 46.36 
T10 41.89 
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of Figure 8, frequency is divided into ever smaller seg-
ments. Each line that emanates down and to the left of a 
node represents a lowpass filtering operation (h0), and 
each line emanating down and to the right a highpass 
filtering operation (h1). The nodes that have no further 
nodes emanating down from them are referred to as ter-
minal nodes, leaves, or subbands. We refer to the other 
nodes as non-terminal, or internal nodes. As such, the 
tree node labeling scheme provides a simple mechanism 
for indicating the nodes in the tree that we can work with 
when imparting modifications on the signal. 

For the node (j,k), j denotes the depth within the 
transform (tree) and k the position. For example, at node 
(0,0) no filtering has taken place, and we simply have the 
original sequence of time samples. Lowpass filtering this 
will produce node (1,0) and highpass filtering with pro-
duces (1,1). These filtering operations are equivalent to 
finding the correlation of the signal with the scaling 
function for node (1,0) and the correlation of the signal 
with the wavelet function for node (1,1). Going down the 
tree to the next depth, we see that (2,0) and (2,1) emanate 
from (1,0). From the filter perspective, the samples at 
(1,0) are applied to the filters and. Multiresolution is ach- 
ieved because the coefficients at (1,0) have been down 
sampled by two to achieve critical sampling. From the 
wavelet and scaling function perspective, the correlations 
between both and the samples of (1,0) are determined 
through this operation. 

Figure 9 shows how the block diagram wise analysis 
and synthesis is carried out. 

 

 

Figure 8. Wavelet packet tree for level 3 of decomposition. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 9. Input sample: (a) t7.wav; (b) For Haar wavelet; (c) 
For Db4 wavelet; (d) For Sym5 wavelet; (e) For dmey wave- 
let; (f) line freq filter. 
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5. Conclusions 
 
We have presented a method for analysis and synthesis 
of time signals using wavelet packet filtering techniques. 
From this study we could understand and experience the 
effectiveness of wavelet packet transform in time signal 
analysis and synthesis. The performance of wavelet 
packet is appreciable while comparing with the discrete 
wavelet transform decomposition technique since wave-
let packet analysis can provide a more precise frequency 
resolution than the wavelet analysis. It also has compact 
support in time as well as in frequency domain and adapts 
its support locally to the signal which is important in time 
varying signal. With wavelet packets we have a greater 
variety of options for decomposing the signal. The 
method presented is used for time as well as frequency 
analysis of time varying signals. From the results we 
conclude that the wavelet filtering find applications in 
the time domain analysis and synthesis era. In terms of 
signal quality, Haar wavelet has been seen to be the best 
mother wavelet. This is taken from the analysis of the 
signal to noise ratio (SNR) value around which is quite 
satisfactory for time varying signals. The system has 
been tested with various sampling frequencies for time 
domain samples which gave satisfactory output. Taking 
into consideration the signal quality and the time for 
analysis and synthesis it can be concluded that Haar 
wavelet is the best mother wavelet. Hence we conclude 
that the system will behave stable with wavelet packet 
filter and can be used for time signal analysis and syn-
thesis purpose. 
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Abstract 

When there are bigger obstacles in the indoor environment such as elevator, the radio waves basically can 
not penetrate it. The contribution of received signal strength by transmission and reflection will be greatly 
reduced, and most of the time, the radio waves will reach the user by bypass diffraction. Therefore, the tradi-
tional path loss model is no longer applicable, and the improved model should be proposed. In this paper, we 
firstly proposed an indoor radio propagation model based on dominant path in which the received signal 
strength has nothing to do with the direct distance between user and access point, but is related to the length 
of dominant path. Then on the basis of dominant path model, the NLOS influence is considered in order to 
further improve the accuracy of dominant path model. Experimental results demonstrated that the proposed 
dominant path model can improve the accuracy of traditional path loss model remarkably. 

Keywords: Wireless LANs, Indoor Positioning, Radio Waves, Received Signal Strength, Path Loss Model, 
Dominant Path 

1. Introduction 
 
Indoor positioning systems have become very popular in 
recent years, both the research and commercial products 
in this area are new, and many people in academia and 
industry are currently involved in the development of 
these systems. 

It is possible to obtain the position location of a mo-
bile device in two ways: by using a special infrastructure 
or by improving the existing communications infrastruc- 
ture. GPS is not suitable for indoor areas because of the 
lack of coverage. Therefore, it is preferable to employ 
the existing wireless communications infrastructure to 
determine the location of users. The wireless communi-
cations infrastructure is primarily based on wireless local 
area networks (WLANs) [1] in indoor areas. Thus, these 
indoor positioning systems mainly lie on an IEEE 
802.11b or 802.11g WLAN. 

Owing to the harsh multi-path environment in indoor 
areas, techniques that use triangulation or direction are 
not very attractive and often can yield highly erroneous 
results [2]. Location fingerprinting refers to techniques 
that match the fingerprint of some characteristic of the 
signal that is location dependent. In WLANs, an easily 
available signal characteristic is the received signal 

strength (RSS) and this has been used in [3] for finger-
printing. 

Due to severe multi-path fading and shadowing pre-
sent in the indoor environment, there is no accurate in-
door radio propagation model. A traditional radio propa-
gation model, named path loss model, is often used to 
describe the characteristic of indoor environment. 

However, when there are bigger obstacles in the in-
door environment such as elevator, the radio waves ba-
sically can not penetrate it. The contribution of received 
signal strength by transmission and reflection will be 
greatly reduced, and most of the time, the radio waves 
will reach the user by bypass diffraction. Therefore, the 
traditional path loss model is no longer applicable, and 
the improved model should be proposed. 

This paper is organized as follows. In Section 2, we 
proposed three indoor radio propagation models, named 
Path Loss Model, Dominant Path Model 1 and Domi-
nant Path Model 2. Section 3 described experimental 
testbed which is a typical office building environment. 
In Section 4, the experimental results of three models 
were discussed and analyzed. Section 5 depicted field 
strength simulation results of dominant path model 2 
for the experimental access points. Finally, Section 6 
summarized the paper and gave possible future research 
directions. 
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2. Three Indoor Radio Propagation Models 
 
2.1. Path Loss Model 
 
In this paper, a path loss model [4] is introduced to de-
scribe the characteristic of indoor environment which is 
as follows: 

0
0

( ) ( ) 10 log( )    
d

P d P d n
d

       (1) 

In the Equation (1), the  is the received signal 

strength of users when the distance between users and 
access points is . And  is the received signal 

strength of users when the distance between users and 
access points is  (  is equal to 1 meter). The para- 

meter  is the path-loss index which depends upon the 
indoor propagation environment. 

( )P d

0( )P dd

0d 0d

n
  is the shadowing 

factor which is a random variable. 
 
2.2. Dominant Path Model 1 
 
When there are bigger obstacles in the indoor environ-
ment such as elevator, the radio waves basically can not 
penetrate it. The contribution of received signal strength 
by transmission and reflection will be greatly reduced, 
and most of the time, the radio waves will reach the user 
by bypass diffraction. Therefore, the traditional path loss 
model is no longer applicable because the received signal 
strength  has nothing to do with the direct dis-

tance  between user and access point, but is related to 
the length  of dominant path which is described in 
Figure 1. 

( )P d

L
d

 

 

Figure 1. Dominant path model 1 in indoor scenarios. 

In Figure 1, AP is placed in a small room, sampling 
points R1 and R2 are close to elevator. The traditional 
path loss model supposes that the radio waves from AP 
directly arrive at sampling points R1 and R2 by pene-
trating the elevator. However, the elevator is bigger ob-
stacle which is made up of metal and concrete materials, 
and can not be penetrated by radio waves. In fact, the 
radio waves from AP reach the sampling points R1 and 
R2 by bypass diffraction, that is, the radio waves firstly 
reach the point S1, then reach the point S2, and finally 
arrive at points R1 and R2. 

The proposed Dominant Path Model 1 was described 
as follows: 

0
0

( ) ( ) 10 log( )
L

P L P d n
d

          (2) 

In the Equation (2), the is the received signal 

strength of users when the length of dominant path is . 
And  is the received signal strength of users when 

the length of dominant path is  ( is equal to 1 me-

ter). The parameter  is also the path-loss index which 
depends upon the indoor propagation environment. 

( )P L

0d

L

0( )P d

0d

n

 
2.3. Dominant Path Model 2 
 
However, the received signal strength (RSS) in indoor 
environment is influenced by Non-line-of-sight (NLOS) 
propagation, and the attenuation level of signal strength 
is different when in Line-of-sight (LOS) environment 
and in Non-line-of-sight (NLOS) environment. Therefore, 
the LOS propagation and NLOS propagation should be 
discussed and analyzed separately in order to further 
improve the accuracy of dominant path model which is 
depicted in Figure 2. 

 

 
Figure 2. Dominant path model 2 in indoor scenarios. 
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In Figure 2, the whole experimental environment is 
divided into two separate parts. 1) Room part. It includes 
three small rooms and three big rooms, so, the Room part 
is approximate LOS environment in which the path-loss 
index is LOSn . 2) Corridor part. All the APs are placed in 

the Room part, thus, the Corridor part is typical NLOS 
environment in which the path-loss index is  be-

cause the radio waves from APs can not penetrate thicker 
concrete wall. 

NLOSn

The proposed Dominant Path Model 2 was described 
as follows: 

0 LOS
0

0 NLOS
0

( ) 10 log( ) , Line-of-sight(LOS)

( )

( ) 10 log( ) Non-Line-of-sight(NLOS)

L
P d n

d
P L

L
P d n

d

     
  


 

(3) 

In the Equation (3), the LOSn

NLOn

 is the path-loss index in 

LOS environment, and the  is the path-loss index 
in NLOS environment. Other parameters are the same as 
Dominant Path Model 1. 

S

 
3. Experimental Testbed 
 
The experimental testbed is located in the 11th floor of 
Cherry Blossom Building. The floor has dimensions of 
15 meters by 10 meters and includes 6 rooms which is 
the typical indoor office environment. In this work, we 
choose the TP-LINK TL-WA501G as our experimental 
APs because of its low cost. The WLAN consists of four 
access points, and the MAC, SSID and operating channel 
of these access points are listed in Table 1. 

The survey trail and AP placement of experimental 
testbed is shown in Figure 3. From Figure 3, we can see 
that our experimental testbed is the typical indoor office 
environment. The AP placement of experimental testbed 
refers to the conclusion of literature [5], that is, the ac-
cess points should be scattered asymmetrically and 
should be placed around the site in a “zigzag” pattern 
rather than placing several APs close together or placing 
them on a straight line. 

 
Table 1. MAC, SSID and channel of experimental access 
points. 

MAC SSID Channel 

00:1D:0F:43:CA:7F AP1 9 

00:1D:0F:43:CA:86 AP2 13 

00:1D:0F:43:CB:A1 AP3 3 

00:1D:0F:43:CB:A8 AP4 1 

 

Figure 3. The survey trail and AP placement of experimen-
tal testbed. 

 
The minimum distance between two locations or grid 

spacing was fixed at 1.5 meters. At each location, we 
calculated the average of 50 samples, and it would spend 
25 seconds for each location when scanning frequency 
was set to two times per second. 
 
4. Experimental Results and Analysis 
 
In our experiments,  is equal to 1 meter, and  

is set to –28.0 dB. The RSS estimation results and RSS 
estimation error comparison for Path Loss Model, Domi-
nant Path Model 1 and Dominant Path Model 2 are listed 
as follows. 

0d 0( )P d

 
4.1. The RSS Estimation Results of Three 

Propagation Models 
 
1) The RSS Estimation Results of Path Loss Model 

The RSS Estimation Results of Path Loss Model are 
shown in Figure 4, and the path-loss index of Path Loss 
Model for four APs is listed in Table 2. 

From the experimental results of Figure 4 and Table 2, 

 
Table 2. The path-loss index of path loss model. 

AP Name Path-loss Index n 

AP1 3.45 

AP2 3.73 

AP3 3.20 

AP4 4.20 
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(a) The RSS estimation results of AP1 

 
(b) The RSS estimation results of AP2 

 
(c) The RSS estimation results of AP3 

 
(d) The RSS estimation results of AP4 

Figure 4. The RSS estimation results of path loss model. 

we can see that the RSS estimation result of AP3 is better, 
and its path-loss index is 3.20. However, the RSS esti-
mation results of AP1, AP2 and AP4 are worse, and the 
path-loss index are 3.45, 3.73 and 4.20. 

The reason is that, the AP3 is placed at the entrance of 
Room part, thus, the propagation environment of radio 
waves in Corridor part is close to the propagation envi-
ronment in Room part which is approximate LOS envi-
ronment. But the AP1, AP2 and AP4 are placed in the 
inside room which are farther away from the corridor and 
elevator, thus, the attenuation level of signal strength in 
Corridor part is more serious than in Room part. 

The most serious situation is that, from Figure 4(b) 
and Figure 4(d), we can see that the radio waves propa-
gation does not match with the Path Loss Model at all in 
Corridor part because the received signal strength is 
weaker and weaker when the direct distance between 
user and AP is closer and closer. Therefore, the tradi-
tional path loss model is no longer applicable because the 
received signal strength has nothing to do with the direct 
distance between user and access point, but is related to 
the length of dominant path. 

2) The RSS Estimation Results of Dominant Path 
Model 1 

The RSS Estimation Results of Dominant Path Model 
1 are shown in Figure 5, and the path-loss index of 
Dominant Path Model 1 for four APs is listed in Table 3. 

From the experimental results of Figure 5 and Table 3, 
we can see that the RSS estimation results of AP1, AP2, 
AP3 and AP4 are all better, and the path-loss index are 
3.26, 3.48, 3.10 and 3.43. 

Compared with the result of Path Loss Model, the 
Dominant Path Model 1 achieves remarkable improve-
ment because the path-loss index of four APs are all de-
creased, for example, the path-loss index of AP1 de-
creases to 3.26 from 3.45, the path-loss index of AP2 
decreases to 3.48 from 3.73, the path-loss index of AP3 
decreases to 3.10 from 3.20, and the path-loss index of 
AP4 decreases to 3.43 from 4.20. Therefore, the Domi-
nant Path Model 1 is more rational and accurate than the 
traditional Path Loss Model. 

3) The RSS Estimation Results of Dominant Path 
Model 2 

The RSS Estimation Results of Dominant Path Model 
2 are shown in Figure 6, and the path-loss index of 
Dominant Path Model 2 for four APs is listed in Table 4. 

 
Table 3. The path-loss index of dominant path model 1. 

AP Name Path-loss Index n 

AP1 3.26 

AP2 3.48 

AP3 3.10 

AP4 3.43 
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(a) The RSS estimation results of AP1 

 
(b) The RSS estimation results of AP2 

 
(c) The RSS estimation results of AP3 

 
(d) The RSS estimation results of AP4 

Figure 5. The RSS estimation results of dominant path 
model 1. 

 
(a) The RSS estimation results of AP1 

 
(b) The RSS estimation results of AP2 

 
(c) The RSS estimation results of AP3 

 
(d) The RSS estimation results of AP4 

Figure 6. The RSS estimation results of dominant path 
model 2. 
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Table 4. The path-loss index of dominant path model 2. 

AP Name Path-loss Index nLOS Path-loss Index nNLOS 

AP1 2.49 4.62 

AP2 2.87 4.56 

AP3 2.86 3.52 

AP4 2.81 4.52 

 
From the experimental results of Figure 6 and Table 4, 

we can see that the RSS estimation results of AP1, AP2, 
AP3 and AP4 achieve further improvement after the 
LOS propagation and NLOS propagation are analyzed 
separately. 

The path-loss index nLOS of four APs are 2.49, 2.87, 
2.86 and 2.81 which are all less than 3, and the path-loss 
index nNLOS of four APs are 4.62, 4.56, 3.52 and 4.52. 
Therefore, the Dominant Path Model 2 is more rational 
and accurate than the Dominant Path Model 1. 

 
4.2. The RSS Estimation Error Comparison of 

Three Propagation Model 
 
The RSS estimation error comparison of three propaga-
tion model, named Path Loss Model, Dominant Path 
Model 1 and Dominant Path Model 2 , are shown in Fig-
ure 7, and the RSS estimation error values of three 
propagation model are listed in Table 5. 

Experimental results of Figure 7 and Table 5 demon-
strated that the accuracy of Path Loss Mode is worst, and 
its average mean value for four APs is 9.32, its average 

 
Table 5. The RSS estimation error values of three propaga-
tion model. 

Path Loss 
Model (dB) 

Dominant Path 
Model 1 (dB) 

Dominant Path 
Model 2 (dB) 

AP 
Name 

Mean 
Value 

Std. Dev. 
Mean
value

Std. Dev. 
Mean
value

Std. Dev.

AP1 11.06 7.78 10.25 6.76 5.64 4.03 

AP2 9.57 8.15 8.12 6.68 5.61 4.33 

AP3 4.46 3.79 4.19 3.62 3.51 3.22 

AP4 12.20 8.77 8.25 5.55 4.76 3.58 

Average 9.32 7.12 7.70 5.65 4.88 3.79 

 
(a) The RSS error comparison of AP1 

 
(b) The RSS error comparison of AP2 

 
(c) The RSS error comparison of AP3 

 
(d) The RSS error comparison of AP4 

Figure 7. The RSS estimation error comparison of three 
propagation model. 

Copyright © 2010 SciRes.                                                                               IJCNS 



 Y. X. ZHAO  ET  AL.  
 

Copyright © 2010 SciRes.                                                                                IJCNS 

336 

standard deviation is 7.12. The accuracy of Dominant 
Path Model 1 is better, and its average mean value for 
four APs is 7.70, its average standard deviation is 5.65. 
Finally, the accuracy of Dominant Path Model 2 is best, 
and its average mean value for four APs is only 4.88, its 
average standard deviation is only 3.79. 

results of dominant path model 2 for the experimental 
access points which is shown in Figure 8. In this paper, 
the color indication of received signal strength is as fol-
lows: 

 
Therefore, the proposed dominant path model in this 

paper can improve the accuracy of traditional path loss 
model remarkably. When the NLOS influence is further 
considered, the dominant path model is more rational and 
accurate, and its average estimation error of received 
signal strength is only 4.88 dB in the typical indoor of-
fice environment. 

The field strength simulation of Figure 8 demon-
strated that when there are bigger obstacles in the indoor 
environment such as elevator, the radio waves basically 
can not penetrate it. The contribution of received signal 
strength by transmission and reflection will be greatly 
reduced, and most of the time, the radio waves will reach 
the user by bypass diffraction.   

5. The Field Strength Simulation of   
Dominant Path Model 

In dominant path model 2, the received signal strength 
has nothing to do with the direct distance between user 
and access point, but is related to the length of dominant 
path. Therefore, the proposed dominant path model in  

 
Finally, we depicted the whole field strength simulation  

 

                
(a) Field strength simulation of AP1                        (b) Field strength simulation of AP2 

                
(c) Field strength simulation of AP3                          (d) Field strength simulation of AP4 

Figure 8. The field strength simulation of dominant path model 2. 
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. Conclusions and Future Work 
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