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ABSTRACT 
 
In this paper, we propose a Double-Space Time Transmit Diversity (D-STTD) communication system with 
Adaptive Modulation and Coding (AMC) scheme and analyze its performance using simulation experiments. 
The simulation results show that the probability of selecting a high Modulation and Coding Scheme (MCS) 
level increased as the Signal to Noise Ratio (SNR) improved. Furthermore, the D-STTD communication 
system with AMC scheme provided a more uniform throughput distribution throughout the entire SNR range 
compared to its counterpart which did not apply AMC scheme. Also, the maximum throughput of the 
D-STTD communication system with AMC scheme was twice that of a conventional AMC communication 
system or a Space Time Transmit Diversity (STTD) communication system with AMC scheme. 
 
Keywords: AMC, MCS Level, STTD, D-STTD 

 

1.  Introduction 
 
With the rapidly increasing demand for high-speed data 
transmission, next-generation mobile communication is 
expected to adopt a number of new technologies, includ-
ing AMC, Orthogonal Frequency Division Multiplexing 
(OFDM), Multiple Input Multiple Output (MIMO), and 
Hybrid-Automatic Repeat Request (H-ARQ).  

The AMC scheme varies the coding rate and modula-
tion scheme according to the channel status to improve 
its transmission rate and has been employed in various 
high-speed wireless communication applications includ-
ing Wireless Broadband (Wibro) Internet and High 
Speed Downlink Packet Access (HSDPA). And through 
continued technical developments, it is expected to be 
adopted by numerous wireless communication standards 
of the future. The D-STTD scheme complements the 
conventional STTD scheme in terms of throughput and 
its use is being widely discussed regarding various wire-
less communication standards. 

2.  AMC Scheme and D-STTD Scheme 
 
The AMC scheme selects an optimal channel coding rate 
and modulation scheme based on the channel response 
data for signal transmission, creating a balance between 
error rate and throughput to improve the overall system 
throughput and transmission quality. Channel status has 
a significant effect on signal transmission and reception 
in the wireless mobile communication environment. Ac-
cordingly, a process referred to as link adaptation modi-
fies transmission parameters to compensate for the losses 
caused by the changes in channel status. The AMC 
scheme is a type of link adaptation, and its structure is 
shown in Figure 1 [1-3]. 

Under a typical wireless communication environment, 
data is transmitted based on the processes of channel 
coding, interleaving, and modulation. Signal received via 
the communication channel is subject to the process of 
estimating the channel status according to SNR, and the 
original data is recovered through the reverse process in 

http://en.wikipedia.org/wiki/Gwangju
http://en.wikipedia.org/wiki/Yeosu
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Figure 1. Structure of AMC scheme. 

 

 

Figure 2. Structure of D-STTD scheme. 

 
the transmitter. The estimated channel information is 
returned to the transmitter, which determines the MCS 
level based on this information, adjusts channel coding, 
interleaving, and the modulation scheme suitable for the 
channel status to carry out transmission. Like above, the 
AMC scheme selects the MCS level according to the 
channel status to find a balance between error rate and 
throughput to help improve the overall system through-
put and transmission quality. 

The D-STTD scheme is a type of MIMO scheme and 
expands from the STTD scheme proposed by Alamouti 
[4-6]. Whereas conventional STTD scheme only pro-
vides diversity gain, D-STTD scheme offers multiplex-
ing gain in addition to diversity gain, making it a very 
effective MIMO scheme. The overall transmission pat-
tern of the D-STTD scheme is shown in Figure 2. The 
received signal of the D-STTD scheme can be expressed 
in a simple matrix equation as follows: 

 

11 12 13 141 11

* * * ** *

12 11 14 132 2

21 22 23 243 3

* * * ** *
422 21 24 234 4

h h h hr ns

h h h hr s

h h h hr s

sh h h hr n

 
 

 

 

2

3

n

n

   
 


   

 


   
 


   

 


   
 


        

      (1) 

where r denotes the received signal and h, s, and n rep-
resent channel response, transmitted signal, and noise, 
respectively. Channel response hij denotes a channel re-
sponse between j-th transmit antenna and i-th receive 
antenna. Each channel response is independent and iden-
tically distributed (i.i.d.) and displays a complex Gaus-
sian distribution with an average of zero. Noise n is an 
Additive White Gaussian Noise (AWGN) with an aver-
age of zero and a distribution of σ2I. 

From Equation (1) and Figure 2, it can be verified that 
the D-STTD scheme transmits four symbols during two 
time slots, which corresponds to twice the throughput 
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and the multiplexing gain of the STTD scheme. 
 
3.  D-STTD Communication System with 

AMC Scheme 
 
As a conventional D-STTD communication system uses 
a fixed channel coding rate and modulation scheme re-
gardless of the channel response status, it can only select 
and use a low channel coding rate and a low-level 
modulation scheme in an environment that does not offer 
a certain level of SNR. On the other hand, a D-STTD 
communication system with AMC scheme selects a MCS 
level based on SNR information to flexibly apply the 
channel coding rate and the modulation scheme accord-
ing to the channel response status, securing an optimal 
throughput at any given SNR. 

Figure 3 shows the structure of a D-STTD communi-
cation system with AMC scheme. It can be seen that 
AMC scheme is incorporated into the D-STTD scheme 
explained in Chapter 2 to complement the system struc-

ture. The initially created data undergoes coding and 
interleaving processes based on the channel selected by 
the MCS level selector and is modulated with the modu-
lation scheme also selected by the MCS level selector. 
The modulated signal is encoded by the D-STTD en-
coder for transmission over the channel and converted to 
an estimation of the original signal by the D-STTD de-
coder at the receiver. The signal then goes through the 
reverse process of the transmitter, and the original signal 
is restored. 
 
4.  Simulation Results 
 
This chapter comparatively analyzes throughput of a 
conventional system and the D-STTD communication 
system with AMC scheme. Tables 1 and 2 list the MCS 
level selection criteria and the environmental parameters 
for the simulation experiment, which were prepared ac-
cording to HSDPA and 3G Long Term Evolution (LTE) 
standards [7-9]. 

 

 

Figure 3. Structure of D-STTD communication system with AMC scheme. 
 

Table 1. MCS levels. 

MCS level Date Rate 
(kbps) Number of bits per frame Code Rate Modulation Throughput 

(15 Codes) 

1 180 1,800 1/3 QPSK 2.7 Mbps 
2 360 3,600 1/2 QPSK 5.4 Mbps 
3 536 5,360 1/2 16QAM 8.0 Mbps 
4 720 7,200 1/2 64QAM 10.8 Mbps 

 
Table 2. Simulation Parameters. 

Parameter Value 
Modulation Scheme QPSK, 16QAM, 64QAM 
Channel Coding Scheme Turbo Code 
Coding Rate 1/3, 1/2 
Number of Transmit Antenna 4, 2, 1 
Number of Receive Antenna 2, 1 
Channel Environment Rayleigh Flat Fading 
Detection Algorithm Zero Forcing (ZF)      
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Figure 4 shows the throughput of a D-STTD 4×2 com-

munication system for a fixed MCS level in the Rayleigh 
Fl

stem with the AMC 
sc

at Fading channel. As mentioned in Chapter 3, data is 
transmitted without loss for MCS level 1 (QPSK, Turbo 
Code 1/3) with the low SNR of roughly 2dB. However, 
at MCS level 4 (64QAM, Turbo Code 1/2), the data is 
transmitted without loss when SNR is 18dB or higher. If 
we assume that AMC scheme is not applied, a single 
coding rate and a specific modulation scheme must be 
selected, the coding rate and the modulation scheme that 
correspond to MCS levels 3 or 4 are inevitably excluded 
from the outset because they both have high probabilities 
of frame errors in low SNR range. 

Figure 5 shows the MCS level selection probability of 
a D-STTD 4×2 communication sy

heme under the Rayleigh Flat Fading channel con-
verted to an overall probability of 1. A low MCS level is 
selected for a low SNR range, and as the channel status 
improved along with the SNR, the probability of select-
ing a higher MCS level increased. 
 

 

Figure 4. Throughput of a D-STTD 4×2 communication sy
stem for a fixed MCS level in the Rayleigh Flat Fadin

- 
g 

channel. 
 

 

 

Figure 6. Throughput of each system in the Rayleigh Flat 
Fading channel. 
 

Figure 6 indicates the throughput performance of each

lying only the AMC scheme showed the lowest 
th

sc

 with AMC scheme. 
 

ication system 
ined its structure and character-

ely analyzed the performances. The 
sults of the simulation experiments indicated that the 

 
communication system in the Rayleigh Flat Fading 
channel. The conventional communication system ap-
p

roughput. Although the average throughput of the 
STTD 2×1 communication system with AMC scheme 
was somewhat improved, its maximum throughput was 
identical to that of the conventional system with AMC 
scheme. The average throughput of the STTD 2×2 com-
munication system with AMC scheme was improved in 
the whole SNR ranges due to the receive diversity effect. 

It was confirmed that the maximum throughput of the 
D-STTD 4×2 communication system with AMC scheme 
was twice that of the system that only applied AMC 
scheme or the STTD communication system with AMC 

heme, which is the result of the multiplexing gain of 
D-STTD scheme explained in Chapter 2. Moreover, 
com- parison of Figures 4 and 6 confirms that the 
D-STTD 4×2 communication system with AMC scheme 
shows a more uniform throughput over the entire SNR 
ranges than the D-STTD 4×2 communication system that 
uses a fixed coding rate and modulation scheme without 
AMC scheme.  

In the case of the D-STTD 4×4 communication system 
with AMC scheme, the average throughput improved 
because the receive diversity effect was added to the 
D-STTD 4×2 system

5.  Conclusions 
 

his paper proposed a D-STTD communT
with AMC scheme, exam
istics and comparativ
re
proposed system yielded improved throughput in most 
SNR ranges from the conventional AMC communication 
system as well as the STTD communication system with 
AMC scheme. The maximum throughput improved by 

Figure 5. Probability of MCS level selection in a D-STTD 
4×2 communication system with AMC scheme. 
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100%. Moreover, the benefits of the AMC scheme pro-
vided a more uniform throughput throughout the SNR 
range as compared to using a single coding rate and a 
single modulation scheme. Possible topics of future 
studies include incorporating several detection tech-
niques, such as asymmetric modulation and antenna 
shuffling, to the D-STTD communication system with 
AMC scheme to secure better throughput and transmis-
sion quality throughout the whole SNR ranges. 
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ABSTRACT 
 
This paper presents a frequency synthesizer architecture based on the time delay digital tanlock loop (TDTL). 
The loop is of the first order type. The synthesizer architecture includes an adaptation mechanism to keep the 
complete system in lock. The mechanism uses a frequency sensing structure to control critical TDTL pa-
rameters responsible for locking. Both integer and fractional multiples of the loop reference frequency are 
synthesized by the new architecture. The ability of the TDTL based frequency synthesizer to respond to 
sudden variations in the system input frequency is studied. The results obtained indicate the proposed syn-
thesizer has a robust performance and is capable of responding to those changes provided that they are within 
the bounds of its locking region. 
 
Keywords: Time-Delay Tanlock Loop, Frequency Synthesizer, Phase Lock Loop, Indirect Synthesis 

 

1.  Introduction 
 
The explosion in the growth of communication systems 
in general and wireless ones in particular is placing 
highly demanding requirements on the designers of such 
systems. Modern wireless communication systems have 
to support high data rates with low power consumption, 
high signal to noise ratios and compact designs. In addi-
tion to this, wireless systems must be able to deal with 
different communication standards operating at various 
frequencies [1-3]. The frequency synthesizer is one of 
the fundamental components of any wireless transceivers.  
As shown in Figure 1, the frequency synthesizer is basi-
cally a device that generates any number of operating 

frequencies (Fout) from a stable input reference frequency 
(Fref) under the control of a command word or signal (fc). 

In wireless communication system transceivers fre-
quency synthesizers are used as the local oscillators to 
generate the periodic signals required for the up-conver-
sion as well as down-conversion processes [4-7]. Figure 
2 shows the generic architecture of a wireless RF (radio 
frequency) transceiver with the frequency synthesizer 
block. 

Depending on the process of frequency generation, 
frequency synthesizers are classified as direct or indirect 
[7,8]. Direct frequency synthesis can be divided into co-
herent and incoherent types. In the latter, synthesis is 
achieved by using fixed oscillators in addition to a group 
of frequency dividers and multipliers in order to generate 

 

 

Figure 1. Frequency synthesis process. 
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Figure 2. Basic transceiver architecture. 

 

 

Figure 3. Basic indirect frequency synthesizer. 
 
a variety of frequencies. In the coherent technique, how-
ever, only one reference source is used to generate the 
required output frequencies. In this approach, the stabil-
ity and accuracy of the output frequencies are the same 
as that of the reference source. One example of the co-
herent technique is the phase accumulation synthesizer.  
The main advantages of the direct synthesis are the fast 
settling, fine step sizes, and simple implementation. The 
disadvantages of this technique are bandwidth limitations 
and undesired spurious harmonic generation. These prob- 
lems pose severe limitations on future generation wire-
less communications such as 4G where OFDM is em-
ployed [7-10]. 

The second approach in frequency synthesis is the in-
direct frequency synthesis. The theory behind this type of 
synthesis is that it uses an unstable oscillator; the oscil- 

lator is then forced to be stabilized by feeding back a 
portion of the received (original) signal. The feedback is 
used to stabilize the loop as well as provide enough in-
formation in order to reconstruct the signal by generating 
a replica of the carrier [5,7,11-13]. The advantages of 
using such technique are the generation of spurious free 
output signals, the wideband system operation, and the 
less stringent requirement on the local oscillator fre-
quency stability. The main limitations are the settling 
time and phase noise which can be minimized by using 
additional circuitry embedded in the loop. Two appr- 
oaches of the indirect synthesis are the analog PLL syn-
thesizer and the digital PLL synthesizer. The basic block 
diagram of an indirect frequency synthesizer is depicted 
in Figure 3. 
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This paper uses a novel type of digital phase lock 
loops called the time-delay digital tanlock loop (TDTL) 
as the locking element of the indirect frequency synthe-
sizer system. The TDTL is a high performance phase 
locking system that can be implemented efficiently as all 
its components are of the digital type [14]. 

The paper is organized as follows. Section 2 presents 
the architecture and system equations of the time-delay 
digital tanlock loop. This also includes the locking range 
of the TDTL which is a major aspect of a phase lock 
loop. Section 3 discusses the process and the challenges 
of using the TDTL as a frequency synthesizer. The ad-
aptation process introduced to enable the TDTL based 
frequency synthesizer to achieve locking for both integer 
and fractional frequency division is also detailed in Sec-
tion 3. The results of the new TDTL based frequency 
synthesizer for various division factors and under differ-
ent input conditions are presented in Section 4. The con-
clusions of this work are presented in Section 5. 
 
2.  Time-Delay Digital Tanlock Loop 
 
The structure of the TDTL is shown in Figure 4. It con-
sists mainly of two sample and hold blocks, a phase de-
tector, a low pass filter, a digitally controlled oscillator, 
and a time-delay block. Being comprised of these com-
ponents, the TDTL lends itself for implementation in 
various digital systems technologies. The TDTL offers 
an inexpensive implementation and improved perform-
ance compared with other synchronization techniques. 
Compared with the conventional digital tanlock loop in 
[15], the TDTL in Figure 4 does not preserve the linear-
ity of the phase characteristics. This is due to the fact that 
the delay component of the loop is frequency dependent 
and hence causes the phase shift of the input signal to 
deviate somewhat from the original designed value over 
the locking range. Consequently an element of nonlin- 

earity is introduced into the locking range. However, this 
supposed disadvantaged can basically be ignored be-
cause the TDTL preserves the wide locking range and 
fast acquisition behavior advantages of the conventional 
digital tanlock loop and uses a system architecture that is 
easier to implement in hardware compared to the con-
ventional type. An in depth comparison of the conven-
tional digital tanlock loop and TDTL with extensive re-
sults and discussion is given in [16]. The mathematical 
analysis of the TDTL under noise free conditions is de-
tailed below. All of the signal notations are chosen in 
reference to the block diagram shown in Figure 4. The 
analysis follows a similar line to that given in [14,17,18]. 

The TDTL receives a continuous time sinusoid y(t)  
which is given by (1). 

  )()(sin)( tnttAty o          (1) 

where A is the amplitude of the signal, 0  is the free 

running frequency of the DCO, 00))( (   tt

)(tn

is 

the information-bearing phase and  is the additive 

white Gaussian noise (AWGN). The signal is assumed 
not to have a DC component. Usually the phase process 

)(t  is a translation of frequency or phase steps.  is 

the radian frequency of the input signal and 0  is a 

constant. A phase lag    is induced to the input 

signal after it passes through the time delay block. 
Therefore, x(t) is generated, which is a phase shifted ver-
sion of the input signal y(t), this signal is given by (2). 

  )()(sin)( / tnttAtx o             (2) 

where  is the time-delayed AWGN due to)(/ tn  . The 

aforementioned continuous time signals pass to the sam-
ple and hold blocks, and thereby get transformed to the 
discrete time signals in (3) and (4). 

 

 

Figure 4. Architecture of time-delay digital tanlock loop. 
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And therefore, the phase error between the input signal 
and the DCO can be also defined as:  
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i
o ickk      (9) 

Having defined the phase error, Equations (7) and (8) 
can be rewritten as 

  )()(sin)( / knkAky      (10) 

  )()(sin)( / knkAkx          (11) 

These signals are applied to the phase detector pro-
ducing the error signal given in (12). )(ke

 
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where   2mod)()( f , )(k  is a random 

phase disturbance due to AWGN. The error signal  

represents a nonlinearly mapped version of the phase 
error. However, the effect of the nonlinearity is mini-
mum and e(k) can be approximately linear if is equal 
to, or in the vicinity of π/2. This relatively small effect of 
nonlinearity is illustrated in Figure 5 by the plot for 
0=2, which can be reconstructed as a pricewise linear 
one. The digital filter, which has a transfer function 

given by receives the error signal e(k) and pro-

duces the signal  that drives the DCO. Therefore, 

the system difference equation can be derived from (6) 
and (9) as 

)(ke



)(zD

)(kc

k okck  )()()1(      (13) 

where 00 /0 )(2   , and the AWGN terms are 

neglected since noise-free analysis is assumed. In the 
case of the conventional digital tanlock loop, the linear 
characteristic function of the phase detector enables the 
description of the loop as a linear difference equation, 
and hence finding the lock range using the stability crite-
rions of its Z-transformed transfer function [15]. How-
ever, the nonlinear characteristic function of the TDTL 
phase detector results in a nonlinear difference equation, 
which can only be solved by numerical analysis. The 
lock range of the TDTL was analyzed in [14], using 
fixed-point theorems, which have been utilized previ-
ously in the analysis of the lock range of sinusoidal 
ZC-DPLLs [19,20]. The digital filter of the first order 
loop is simply a gain block G1, and the system equation 
is given by 

  okhKk  )() /
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 ()1    (14) 

where . Defining  as /
1K 1K 1Go  will result 

in , whereW/1KK /
1  /oW  . The nominal phase 

lag o induced by the time delay units on the input can 

be initially arranged by manipulating the parameters 

o and  in the manner given by oo  . Therefore, 

the locking range can be acquired by numerically solving 
the inequality 
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One of the properties of the first order TDTL is that it 
converges to a nonzero steady state phase error, which is 
translated with a phase offset between the pulses of the 
DCO and the zero crossings of the input signal. The 
steady-state value of the phase error is given by 

 jss   where  1,0,1 j . Figure 5 shows the lo- 

cking range of the first-order TDTL for different values 
of o  as well as the conventional digital tanlock loop 

locking region [14]. 
The range of independent locking of the TDTL and the 

effect of initial phase error are studied in depth in [14,21]. 



M. AL-QUTAYRI  ET  AL. 
 

Copyright © 2009 SciRes.                                          Int. J. Communications, Network and System Sciences 

334 

 

 

Figure 5. Major locking range of the 1st TDTL for different values of 0= . Note: the region enclosed by (1), (2) and (3) is 0

for the conventional digital tanlock loop; the region enclosed by (1), (2) and (4) is for the TDTL when 0=2; and the region 
enclosed by (1) and (5) is for the TDTL when 0=. 

 

 

Figure 6. Structure of the TDTL frequency synthesizer. 

 
ince the TDTL has non-linear characteristic function 

As shown in Figure 6, the TDTL based Synthesizer is 

tion gives a general overview of the synthesizer system 

that includes the operation of the TDTL and the divider 

utilized to act as an indirect 
picted in Figure 6. This is so 

ecause the different frequencies that are produced in 

S
numerical analysis were used to determine the range of 
independent locking. The analysis shows that the TDTL 
offers an advantage on the conventional digital tanlock 
loop in this regard.  

 
3.  TDTL Frequency Synthesizer 

 

mainly comprised of two subsystems; namely the first 
order TDTL and the frequency divider. The two subsys-
tems are configured to form an indirect frequency syn-
thesizer. The divider generates various frequencies which 
are multiple of the DCO frequency, while the TDTL 
locks and stabilizes the synthesized frequency. This sec-

as a frequency synthesizer block. Depending on the de-
sired division factor, the synthesizer may be classified as 
an integer one or a fractional one. Both classes are dis-
cussed below. 
 
3.1.  Integer TDTL-FS 
 
In this paper the TDTL is 
frequency synthesizer as de
b
loop or in other words the frequency division operation 
are occurring within the feedback path of the loop. To 
achieve frequency division, a counter is introduced into 
the loop. This counter is placed between the DCO and 
the Sample and Hold blocks. Therefore, now the sam-
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nts that 
ar

 which, for the same loop conditions, the sys-
te

re

ctor, the operating point may shift outside 
th

er introducing the divider in order to keep 
th

pling frequency of the loop is not the frequency of the 
DCO but the output of the divider or the counter. 

The operation of frequency division is simple in which 
a counter is used that is clocked with the input signal.  
The counter has a limited number of states or cou

e equal to the division factor that is required. For ex-
ample, in a divide by 2 cases the counter has 2 states (i.e. 
2 counts) and produces an output when it reaches the 
final state before it resets i.e. it will count from 0 to 1 and 
will produce an output while it is residing at 1. In other 
words, the counter will produce 1 pulse for every 2 
pulses in the case of a divide by 2 counters. Generally 
speaking, a divide by N counter will produce 1 pulse as 
an output for every N counts or input pulses, hence di-
vide by N. 

Following the introduction of the divider into the sys-
tem, it was observed that the system response has 
changed, in

m would go out of lock when the divider is introduced 
and would stabilize and lock if the divider is removed.  
Analysis of the system and associated problems indicated 
that the introduction of the divider into the system has 
the effect of moving the operating point of the system 
outside the locking range of the system. The reason for 
this is that the sampling frequency of the S/H blocks has 
decreased. Therefore, to compensate for this, the DCO 
frequency was multiplied by the same factor (N) in order 
to achieve the original sampling frequency. Another in-
teresting point that was found is that in order to get the 
system back into its exact original operating point, not 
only the DCO frequency has to be adjusted but also the 
error signal that is fed to the DCO from the phase error 
detector had to be adjusted too. 

The divider block has the effect of dividing the fre-
quency of the DCO output which is considered to be a 

 

sult of two factors, the DCO running frequency and the 
error signal. Therefore, when the output of the DCO is 
divided not only the frequency is divided but also the 
effect of the error signal that feeds the DCO and its 
weight (original value) in the system. As a result, both 
the DCO running frequency and the error signal have to 
be conditioned and adjusted when the divider is intro-
duced into the system. The adjustments are done by mul-
tiplying the error signal and the DCO running frequency 
by the same division factor in order to get the system 
back into its original operating point. For example, as 
illustrated in Figure 7, the TDTL was configured to op-
erate at point A within the locking range, where 
W=0/=1 and K=G0=1, prior to the introduction of 
the divider. 

After introducing the divider (÷N) and depending on 
the division fa

e locking range towards point B, Figure 7. This is be-
cause the error signal effect will be divided by N and 
hence the output of the gain block will be divided by N 
as well as the DCO frequency and the new operating 
point will be at W=0/N=1/N and K=G0/N

2=1/N2. 
So, in order to get the system back in lock, the DCO fre-
quency 0 and the Gain G are multiplied by the same 
division factor and this will bring the system back into its 
original state. 

As stated above, the TDTL synthesizer requires some 
adjustments aft

e loop locked in its basic original operating point. 
These adjustments are basically adjusting the DCO fre-
quency and the error signal. In order to make this process 
as flexible as possible, an adaptation mechanism is in-
troduced in the system. The mechanism basically cancels 
the effect of the division on the system stability through 
adjustment of some system parameters. This mechanism 
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Figure 7. Locking range of first-order TDTL. 
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(a) 
 

 

(b) 

Figure 8. (a) Block diagram of frequency sensing block (b) Structure of the frequency detector. 

 

 

Figure 9. Structure of integer TDTL-FS with FSB. 

 
is mainly composed of a frequency sensing block (FSB).  
The frequency sensing block consists of a frequency de-
tector, a filter block, a differential amplifier and a finite 

state machine (FSM). The structure of the FSB and the 
frequency detector are shown in Figure 8a and Figure 8b 
respectively. The integer TDTL-FS incorporating the 
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adaptive FSB to keep it stable is depicted in Figure 9. 
The basic functionality of the FSM block of the FSB is 

to compare between the two frequencies at the input of 
the divider and its output and produce an output (train of 
pulses with certain widths) that corresponds to the dif-
ference in frequency. This output is fed into an amplifier 
and then to a low pass filter in order to extract the re-
quired information. The extracted information will be in 
the form of a certain DC value, and this value is then fed 
into the FSM in order to be conditioned and to get a 
suitable output for adapting the system. The output of the 
FSM is used to adjust the gain of the variable gain block 
G in the loop and the frequency of the DCO. The synthe-
sizer structure uses a variable gain block G that makes 
the adaptation process possible. 
 
3.2.  Fractional TDTL-FS 
 
Fractional synthesizers are the type 
produce not only integer multiple

equency but also a fractional multiple (÷N.p) of it. The 

co

certain adjustments. Similarly, introducing a fractional 
divider requires employing the same adaptation principle; 
however the case now is more difficult because of the 
use of two independent dividers as well as a control 
mechanism that switches between these two dividers. 

Before applying an adaptation mechanism, the loop 
was tested and analyzed after introducing the fractional 
divider. After different assessments, it was found that in 
the case of a fractional divider, the operating point of the 
loop does not shift outside the locking range into one 
single location but oscillates between two different loca-
tions. 

Each division factor is responsible for shifting the op-
erating point to one of the points. Therefore, in order to 
get the loop back into its nominal point, point A in Fig-
ure 7, the adaptation process has to compensate for the 
two divisions individually and one at a time. This obser-
vation implied that a more complex adaptation process is 
required that has the ability to adapt the system for two 

itch quickly between them as the 
control unit switches between the two dividers. 

in

h-
in

of systems that can 
 (÷N) of the source division factors and sw

fr
fractional synthesizer basically uses a type of fractional 
dividers and employs it to produce fractional divisions. 
The fractional divider can be constructed using different 
methods. In this paper a modulus-2 prescaler divider was 
designed and subsequently introduced into the system. 
This type of fractional divider uses two integer dividers 
that are controlled by a control unit. The inputs of the 

ntrol unit are driven by the outputs of the two dividers 
in order to generate the signal that controls the MUX and 
DeMUX blocks. This control unit is the one responsible 
for creating the fraction part of the division. The two 
integer dividers have to be increments of each other i.e. 5 
and 6 or 7 and 8 etc, in general P/P+1. The block dia-
gram of the modulus-2 prescaler is shown in Figure 10. 

As discussed in the previous integer divider section, 
introducing a divider into the TDTL will cause some 
changes in the performance of the system that requires 

 

As a solution to the previous problems, duplicate 
blocks were added to the fractional divider that were 
used to condition the divider in such a way that it is now 
possible to extract the required information about the 
division factor. This approach includes duplicating the 
two dividers and using the duplicates as dummy counters 
that have access to the input signal all the time, not 
switched inputs, and two FSBs connected to those two 
counters. The outputs of the two FSBs are switched us-

g a demultiplexer that is controlled by the same output 
of the control unit of the fractional divider. The block 
diagram of the adaptation process is shown in Figure 11 
and the complete fractional TDTL-FS is depicted in Fig-
ure 12. The advantage of this approach is that the 
switching between the two adaptation signals from FSB1 
and FSB2 is switched simultaneously with the switching 
of the division because they are both taking their switc

g signal from the same control unit. 

 

rescaler divider. Figure 10. Modulo-2 p
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Figure 11. Adaptation mechanism for fractional divider in TDTL-FS using FSB. 

 

 

Figure 12. Structure of fractional TDTL-FS with FSB. 
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4.  TDTL-FS Results 
 
This section presents the simulation results of the TDTL 
frequency synthesizers for both integer and fractional 
divisions. The TDTL used in both cases is of the first- 
order type. The modeling, simulation, and testing of all 
system architectures were done using MATLAB/SIMU- 
LINK. The results in this section illustrate the ability of 
the TDTL frequency synthesizers to regain its locking 
state following the introduction of the division process 
into the loop. They also show that the system is capable 
of synthesizing frequencies that are integer as well as 
fractional multiples of the input frequency. 
 
4.1.  Integer Division 
 
After applying the divider into the system, several input 
steps were subjected to the system. A positive step indi-
cates an increase in the input frequency while a negative 
step indicates a decrease in the input frequency. In all 
cases and prior to the introduction of the division process 
the loop was chosen to operate at point A in Figure 7, 
which is considered the optimu
range as it allows symmetrical sw

ratio is W=ωo/ω=1 and K= 
o  chosen to be ψo=ωoτ = π/2. 

lock.  
An example of applying a positive step to a TDTL-FS 

with and integer divider is shown in Figure 13. Figure 
13(a) shows the input step with amplitude of 0.4 and 
system response in Figure 13(b) and Figure 13(c) prior to 
the incorporation of the FSB adaptation block. It can be 
clearly seen that the TDTL-FS is out of lock. Figure 13(c) 
depicts the phase plane response of the system which 
clearly shows the lack of convergence. The arrow in the 
figure indicates (0). The effect of the FSB on the stabil-
ity of the TDTL-FS is shown in Figure 13(d). It can be 
seen that the system regained lock following the activa-
tion of the FSB block. Once the system stabilized it was 
able to generate correct integer division. This is illus-
trated in Figure 14 for a division factor of 16. 
 
4.2.  Fractional Division 
 
The concept of TDTL-FS fractional synthesis using the 
FSB approach was achieved and simulated. An input 
with a positive frequency step was applied to the system. 
The system response to that step is shown in Figure 15.  

t the system locks onto the input 
ror. The error does not converge 

ue to the limitations of the order of the loop fil-
te

 

m point in the locking 
ing in the input signal.  

It can be clearly seen tha
but with a steady state er

At point A the frequency 
ω = 1. The time delay was

to zero d
G r, in which a simple gain block is used as the loop fil-

ter. These conditions imply that the TDTL basic system is in 
 

 
(a) 

 

 
(b) 
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Figure 13. TDT-FS system response for integer division (a) Positive step input, (b) Phase error without adaptation, (c) Phase 
plane without adaptation (d) Phase error with adaptation. 

 
 
It is important to mention that the response of the system 
to the frequency step is very similar to the response of 
the loop itself, this implies and proves that, in both cases, 
the system is operating at the same operating point.  
This observation concludes that the adaptation mecha-
nism was successful in adjusting the loop and shifting it 
back into its original location. However, it is also impor-
tant to point that the system adaptation using the FSB 
approach requires about 15 samples to initialize it and be 
able to adapt the system, and this is one of the disadvan-
tages of this approach. 

The division factor that was chosen for this simulation 
example was (÷3.25). The frequency division that was 
achieved for this example is shown in Figure 16. It can 

be clearly seen that the division cycles are broken into 
four parts, for the first three parts the input is divided by 
3 and for the last part the input is divided by 4 and hence 
a division by 3.25 is achieved. 
 
5.  Conclusions 
 
The TDTL is an efficient mixed-signal digital phase lock 
loop. This paper presented the architecture and govern-
ing system equations of the TDTL. It then presented a 
novel indirect frequency synthesis system based on the 
TDTL. The system shows a robust performance as it 
deals with sudden changes in the input signal frequencies. 
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Figure 14. First-order (Top) DCO output, (bottom) Divider output for ÷16. 

 
The achievement of locking following a system distur-
bance within an acceptable number of samples re-en-
forces the robustness aspect. 

In order for the TDTL-FS system to be stable and 
hence usable an adaptive stabilization mechanism was 
incorporated with the synthesizer. The adaptive frequ- 
ency sensing mechanism stabilizes the loop by control-
ling the gain block and the DCO of the loop in a way that 

counter acts the effect of the division process and brings 
the loop to its optimum operating point within the lock-
ing region. 

The TDTL-based frequency synthesizer offers a num-
ber of advantages compared to other PLL synthesizers. 
These include an all digital architecture that is inde-
pendent of the input signal level and a wider range of 
frequency synthesis. This is also coupled with relatively 
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Figure 16. Output of the divider and the DCO for a division of 3.25 (Top): DCO output (Bottom): Divider output. 
 
low system implementation complexity. The ability of 
the TDTL-FS to achieve locking as well as integer and 
fractional divisions were illustrated. The results indicate 
that fine divisions can be achieved. However, the speed 
of the adaptation process for fine divisions will need to 
be improved. This will be the subject of further work in 
the future. 
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ABSTRACT 
 
A novel blind channel estimation method based on a simple coding scheme for a 2 by 2 multiple input multi-
ple output (MIMO) system is described. The proposed algorithm is easy to implement in comparison with 
conventional blind estimation algorithms, as it is able to recover the channel matrix without performing sin-
gular value decomposition (SVD) or eigenvalue decomposition (EVD). The block coding scheme accompa-
nying the proposed estimation approach requires only a block encoder at the transmitter without the need of 
using the decoder at the receiver. The proposed block coding scheme offers the full coding rate and reduces 
the noise power to half of its original value. It eliminates the phase ambiguity using only one additional pilot 
sequence. 
 
Keywords: MIMO, Channel Estimation, Semi-Blind Channel Estimation, Phase Ambiguity 

 

1.  Introduction 
 
Multiple Input Multiple Output (MIMO) signal transmis-
sion schemes are attractive for high-speed data transmis-
sion in wireless communication systems because they 
offer an increased data throughput (capacity) without 
increasing operational bandwidth [1,2]. Also they are 
capable to enhance the quality of signal transmission 
through the use of transmitter or receiver diversity. These 
advantages are possible under the condition that the 
MIMO channel state information (CSI) is available at the 
receiver. Traditionally, CSI can be acquired by sending 
training sequences (also known as pilot signals) evenly 
spaced along a block of transmit symbols. The disadvan-
tage of this approach is that the training sequences take 
up the precious bandwidth. In order to save the band-
width and increase spectral efficiency, blind and semi- 
blind channel estimation methods can be applied to ob-
tain the CSI.  

Several blind channel estimation methods have been 
described in [3,4]. These methods are based on the sub-
space algorithm [5], which utilizes the orthogonality be-
tween the channel matrix and the Sylvester matrix- 
formed noise subspace. There are several drawbacks of  
subspace-based MIMO channel estimation methods. One 

is that they suffer from so-called multi-dimensional am-
biguity. As a result, several pilot sequences are needed to 
eliminate this ambiguity. Two, in order to compensate 
for extra degrees of freedom in the noise subspace when 
the number of transmit antennas is smaller than the 
number of antennas at the receiver, the pre-coding is 
required [3,4]. Also, EVD is an inherent part of the algo-
rithm, which leads to high implementation complexities. 

In [6,7], a semi-blind channel estimation method em-
ploying orthogonal pilot maximum likelihood (OPML) 
estimator has been proposed. The method performs sin-
gular value decomposition (SVD) to the received signal 
correlation matrix to estimate the ‘whitening’ matrix of 
channel. By using the ‘whitening’ matrix, the OPML 
estimator shows a 1dB improvement of bit error rate 
(BER) compared to the conventional least squares (LS) 
training scheme if the same length of training sequence is 
used. However, it still requires a large number of training 
symbols to achieve the same performance as LS. Fur-
thermore, SVD has to be applied twice to obtain the 
‘whitening’ matrix and the rotation matrix. These opera-
tions lead to the increased computational complexity. 

The work in [8] presents a new SVD-based blind 
channel estimation scheme which uses a simple block 
pre-coding structure. The advantage of this approach is 
that CSI can be recovered without ambiguity if the 
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proper modulation is applied. Another advantage of this 
scheme is that no block decoder is needed at the receiver. 
These advantages are gained at the expense of the coding 
rate. The coding rate decreases as more transmitting an-
tennas are used. In particular, for a 2x2 MIMO system 
the code rate is 1/2, which results in wasting of the pre-
cious spectrum. 

In this paper, we propose a novel blind channel esti-
mation algorithm, which is of much lesser complexity 
than those based on SVD or EVD. Its important feature 
is that it preserves the advantages of the coding scheme 
described in [8] without sacrificing the coding rate. The 
new scheme offers a full coding rate (coding rate is equal 
to 1) when the number of transmitting antennas is equal 
to the number of receiving antennas. In the case of a 2x2 
MIMO system, this coding scheme reduces the noise 
power to the half of the original noise power. This 
scheme exhibits the phase ambiguity. However, it can be 
eliminated using only one extra pilot sequence. 

The rest of the paper is organized as follows. In Sec-
tion 2, a model of MIMO system employing a block 
coding scheme is introduced. A new blind channel esti-
mation method is described in Section 3. The solution of 
eliminating the phase ambiguity is given in Section 4. 
Simulation results are presented in Section 5. Section 6 
concludes the paper. 
 
2.  System Description & Coding Scheme 
 
In this paper, a narrow band block fading channel is as-
sumed. The number of transmitting and receiving anten-
nas is denoted as Nt and Nr, respectively. Thus the chan-
nel H is the Nr x Nt dimension channel matrix with hij 
representing complex response between the i-th receiv-
ing antenna and the j-th transmitting antenna. In further 
considerations Nt is assumed to be equal to Nr. 

The input symbols at transmitter can be represented by 

,......},,{ 321 xxxX              (1) 

where X stands for independent identically distributed 
(i.i.d) Gaussian random signals with zero mean and the 

variance matrix given by , 

where E{} implies the expectation and σs
2 is the power of 

one symbol. 











mn

mn
xxE sH

mn
,0

,
}{

2

The symbols are encoded using a block encoder struc-
ture before being transmitted. As a result, the i-th symbol 
block is an element of matrix group 2 4r r tN N N

iA C C   . 
The data received at the other end of the communica-

tion channel is affected by the channel properties and an 
additive noise. Therefore the relationship between the 
transmitted encoded symbols and received data is given 
as: 

i iY HA Ni            (2) 

where Yi is the Nr x NrNt received signal matrix and Ni is 
the Nr x NrNt (i.i.d) Gaussian random noise matrix with 
zero mean. 

The coded output of the transmitter can be written as: 

 4 1 4 2 4 3 4 4i i i i iA A A A A           (3) 

where  
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      (6) 

From expression (6), one can observe that 4 symbols 
are sent in 4 symbol periods during one block. Therefore, 
the code rate is 1.  

The received signal blocks can be written as (7):   
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in which is the 
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random Gaussian noise matrix. An equivalent represen-
tation of (7) is given by (8): 
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By linking (8) directly to individual channel matrix 

elements, one obtains: 
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As a result, the relationship between the raw (trans-
mitted) data and the received data is given by (13):  

i iY HX N  i                (13) 

in which the individual terms are identified by (14)  
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Due to the fact that the elements in Ni represent a 

Gaussian random noise also the elements in iN obey the 

Gaussian distribution. However, the average power of 

each element in iN is half of that in Ni. In this case, the 

noise power is suppressed by the coding scheme. 
 
3.  Blind Channel Estimation 
 
The blind channel estimation requires the knowledge of 

the correlation matrix of Y , which is given as: 

{ } { } {
H H H

ii i i i i iR E Y Y H E X X H E N N   }
H

  (16) 

Because the power of each element in iN is half of 

that in the noise matrix Ni, then Equation (16) can be 
rewritten as: 

1
{ } { } {

2

H H H H
ii i i i i iR E Y Y H E X X H E N N   }  (17) 

If the information symbol sequence is of unit power 
then (17) becomes: 

1
{

2

H H
i i i iR H X H E N N  }       (18) 

where  

trtr NNNN
H

ii IXXEX  }{     (19) 

Thus (18) can be converted to (19) 

1
{

2

H H
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By introducing )(Hvech  , the following holds: 
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2
(

H
)HH diag h             (21) 

where vec (.) means vector operation in which columns 
of H are stacked on top of each other and |.| denotes the 
absolute value. 

22 2 2

11 12 r tN Nh h h h   
       (22) 

As a result  

2 1
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2
}H

i iR diag h E N N  i       (23) 

The estimation of h is equivalent to finding the roots of 
the diagonal elements in R.  

To obtain the solution, the square-root algorithm can 
be applied. One problem that is faced using this approach 
is that it introduces the phase ambiguity in the esti-

mated h . This is because the square roots are obtained 
for the norms of the elements of the channel matrix H. In 
the next section, a method for the phase ambiguity 
elimination is described. 
 
4.  Phase Ambiguity Elimination 
 
It is apparent that the proposed blind channel estimation 
algorithm provides the information about the estimated 
norm of each element in channel matrix H of the 2x2 
MIMO system as shown by the following. 
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Now the task is to obtain the phases of these elements.  
By sending one pilot sequence P where 
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one obtains 
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in which Yp and P are known. More specifically, we 
have 
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By replacing 
r tN Nh  in (25) by the estimated values, 

the following is obtained 
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                (24) To determine θ11, θ12, θ21 and θ22, Equations (9)(10) 

and (11)(12) are used in which (9)/(10) and (11)/(12) are 
formed. This operation results in the following 
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where σ1=θ11-θ21 and σ2=θ12-θ22.  

Using Equations (32) and (33), σ1 and σ2 can be esti-
mated by including noise impact. Then θ11, θ21 and θ12, 
θ22 can be expressed using the estimated σ1 and σ2 as, 

21 1 11ˆ                   (34) 

22 2 12ˆ                   (35) 

By substituting (34) into Equations (32) and (35) into 
Equations (33), the phases θ11, θ21, θ12 and θ22 can be 
determined. Therefore, the phase ambiguity can be re-
solved. 
 
5.  Simulation Results 
 
The validity of the proposed blind channel estimation 
algorithm for a 2x2 MIMO is investigated via computer 
simulations. For reference purposes, comparisons are 
made with a training-based channel estimation using the 
least square (LS) method and a semi-blind channel esti-
mation using an orthogonal pilot maximum likelihood 
(OPML) algorithm. The following is the necessary in-
formation that is used to perform comparisons with the 
alternative channel estimation algorithms.  

The performance of the proposed channel estimation is 
assessed in terms of mean square error (MSE) as given 
by  

2ˆ{ }
F

MSE E H H             (36) 

in which ||.||F
2 stands for the Frobenius norm.  

In the LS method, the estimated channel matrix is 
given as [10], 

†ˆ
LSH YP                (37) 

where {.}† stands for the pseudo-inverse operation.  
 
The MSE of LS method is given as 

2ˆ{LS LS }
F

MSE E H H           (38) 

According to [11] and [12], the minimum value of 
MSE for the LS method is given as  

2

min
LS t rM M

MSE


              (39) 

in which ρ stands for transmitted power to noise ratio 
in the training mode. Here we assume that the SNR in 
the proposed estimation scenario is equal to ρ.  

In [6] and [7], a WR-based semi-blind channel estima-
tion method was introduced. Following that method, the 
MIMO channel matrix H can be decomposed by apply-
ing the singular value (SV) decomposition  

HSVD QPH                 (40) 

where P and Q are two singular vectors corresponding to 
eigenvalues. Σ represents eigenvalues of H by the diago-
nal matrix. For both P and Q the following properties 
hold: PPH = PHP = I and QQH = QHQ = I. The whiten-
ing matrix W is given by W = PΣ and Q is the rotation 
matrix. The whitening matrix W can be obtained blindly 
by computing the second-order statistics of a received 
signal. Details are given in Section 2.3 of [13] and thus 
are not repeated here. The matrix W is assumed to be 
perfectly known at the receiver. Training sequences are 
used for estimating the unitary matrix Q. It has already 
been proved in [6] and [7] that such a unitary matrix Q 
helps increasing estimation gains because it uses a 
smaller number of parameters.  

To estimate the rotation matrix Q, several algorithms 
can be applied. The orthogonal pilot maximum likeli-
hood (OPML) algorithm offers the best performance, as 
demonstrated in [6]. In this algorithm, the training matrix 
Xp is set to have orthogonal properties with unit power 
and length equal to Nt, Xp

HXp = XpXp
H = I. The OPML 

estimator is expressed as (36),  

2
arg min

.

H
P

H

Y WQ X

subj to QQ I





P                     (41) 

where Q is obtained by minimizing the likelihood. 

Let , then by applying SVD toH
pp

H XYWM ˆ M̂ , we 

have 

)ˆ(ˆˆÛM MSVDV H
MM               (42) 

It can be shown that the estimated of Q that mini-

mizes the likelihood is given as [6]: 

Q̂

H
MM UVQ ˆˆˆ                   (43) 

The channel matrix H is then estimated as 

                      (44) HQWH ˆˆ 

In Figure 1, the performance of LS method, OPML 
algorithm and the proposed blind estimation method for 
a 2x2 MIMO system are presented. The length of train-
ing sequences used by LS method and OPML algorithm 
is set to 2. 

From Figure 1, one can see that when the number of 
received symbols increases, the blind estimation accu-
racy is improved. The performance of blind channel es-
timation is always better than offered by LS. This is 
mainly because the proposed algorithm reduces the noise 
power to half of the original one. When making com-
parison with OPML algorithm, one finds that the per- 
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Figure 1. Performance of LS, OPML and newly proposed blind estimation algorithm for a 2x2 MIMO system for different 
values of SNR. 
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Figure 2. MSE as a function of number of received symbols for a newly proposed blind channel estimation method for a 2x2 
MIMO system for different values of SNR. 
 
formance of the proposed estimation algorithm is always 
better when the number of received symbols is equal or 
more than 100. 

Figure 2 illustrates the convergence of the blind chan-
nel estimation for a 2x2 MIMO system. It can be seen 

that for each of the three assumed values of SNR, the 
convergence occurs within the first 100 received symbols. 
The use of a larger number of symbols (100 to 500) pro-
vides only a slight improvement. The full convergence 
occurs at about 700 symbols. One can see that with 100 
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received symbols the estimation is already very accurate 
irrespectively of the assumed value of SNR. 
 
6.  Conclusions 
 
In this paper we have presented a novel blind algorithm 
for estimating a channel of a 2x2 MIMO. The proposed 
algorithm operates in conjunction with a suitable coding 
scheme and eliminates phase ambiguity for the estimated 
channel matrix coefficients. The coding scheme exhibits 
high spectral efficiency and reduces the noise power to 
the half of the original one that is present in a 2x2 MIMO 
system. The proposed algorithm involves the square-root 
operation which shows a low level of processing com-
plexity. The simulation results prove a fast convergence 
rate for estimating the channel. The performance of the 
proposed algorithm is better than of the training-based 
Least Squares (LS) algorithm. Also it shows superiority 
over the Orthogonal Pilot Maximum Likelihood (OPML) 
semi-blind estimation algorithm when the number of 
received signal symbols exceeds 100. 
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ABSTRACT 
 
In this paper, we propose a new iterative detection and decoding scheme based on parallel interference can-
cel (PIC) for coded MIMO-OFDM systems. The performance of proposed receiver is improved through the 
joint PIC MIMO detection and iterative detection and decoding. Its performance is evaluated based on com-
puter simulation. The simulation results indicate that the performance of the proposed receiver is greatly im-
proved compared to coded MIMO-OFDM systems based on VBLAST detection scheme. 
 
Keywords: Iterative Detection and Decoding, MIMO-OFDM, PIC Signal Detection, VBLAST 

 

1.  Introduction 
 
In multipath environments, multiple input multiple output 
wireless communication system can increase spectral 
efficiency. Furthermore, to achieve high data rate wireless 
communications, space-time communication systems 
need to be in wideband frequency selective channels. 
Orthogonal frequency division multiple (OFDM) has be-
come a popular technique for transmission of signals over 
wireless channels. OFDM are robust to frequency selec-
tive fading channels for OFDM systems use the discrete 
Fourier transform (DFT) to modulate the data on or-
thogonal frequency carriers and effectively divide the 
wideband channel into a number of narrowband flat 
channels. One important advantage of the OFDM trans-
mission technique is that the intersymbol interference (ISI) 
can be removed if the channel delay spread is less than he 
inserted guard interval. 

Clearly, conventional MIMO detection algorithms can 
be applied for MIMO-OFDM system [1-4]. The MIMO 
maximum likelihood detection detector is the optimal 
receiver, but its complexity is best high. A number of 
sub-optimum receivers of low to moderate complexity 
have been devised, yet all suffer from rather limited per-
formance. The conventional VBLAST algorithm exhibits 
the best tradeoff between performance and complexity. 

However, it involves an intensive computation and hence 
it may be difficult to implement it for high data rate 
communications. Linear ZF and MMSE have the best low 
complexity but the performances are the worse. The QR 
[3] detection receiver avoids the matrix inversion, but the 
performance is not good as ZF-VBLAST. The QR detec-
tion based on ordering MMSE criterion is proposed [5]. 
Compared to zero-forcing criterion the detection method 
based on MMSE criterion needs estimating the signal- 
noise ratio or variance of noise.  

Now considerable research interests have been focused 
on techniques and algorithms which realize various bene-
fits of turbo principle for MIMO systems [6-8]. The 
method based on turbo principle, is regarded as an essen-
tial technique to furthermore improve system perform-
ance with soft iterative detection and decoding through an 
exchange of information. One of major drawbacks of 
such turbo-MIMO concepts is that its complexity in-
creases exponentially with the number of transmit/receive 
antennas, the number of bits per symbol and /or the code 
constraint length. 

However, the research work about iterative detection 
and decoding based on hard information is very litter. The 
hard iterative detection method has markedly advantage 
to soft iterative method in complexity. In this paper, we 
consider MIMO-OFDM systems with hard iterative de-
tection process. In [9], joint processing of zero-forcing 
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detection and MAP decoding for MIMO-OFDM system. 
Inspired by [9,10], we introduce a new iterative detection 
receiver. This approach first utilizes parallel interference 
cancellation to detect signals of all layers, while the de-
tected signals are regarded as input of channel decoder. 
For improving the performance of allover system, the 
output of decoder is regarded as input of PIC detection to 
do PIC again. By exchanging information between the 
MIMO detection and decoder, the performance of re-
ceiver may greatly be enhanced. Computer simulation 
result states the performance of proposed detection 
scheme is better than conventional coded MIMO-OFDM 
system.  

The rest of this paper is organized as follows. In Sec-
tion 2, we describe MIMO-OFDM systems model. In 
Section 3, a joint iterative detection and decoding scheme 
is proposed for MIMO-OFDM systems based on parallel 
interference cancel (PIC). The simulation results and per-
formance analysis are presented in Section 4 and 5. Con-
cludes follow in Section 6. 
 
2.  MIMO-OFDM Systems Model 
 
Before introducing the signal detection, we briefly de-
scribe a MIMO-OFDM system. The combination of 
OFDM and VBLAST can overcome intersymbol inter- 

ference in frequency selective fading channels. A multi-
carrier system can be efficiently implemented in discrete 
time using an inverse FFT (IFFT) to act as a modulator 
and an FFT to act as a demodulator. The VBLAST ar-
chitecture is based on a single carrier signal processing 
algorithm. Therefore, to combine it with OFDM, the 
VBLAST detection process has to be performed on every 
subcarrier at the receiver. The detailed system configura-
tion of the VBLAST-OFDM is shown in Figure 1-2. 
 
2.1.  MIMO-OFDM Systems 
 
In this section, we consider a coded MIMO-OFDM 
communication system with  transmit antennas and Tn

Rn  receive antennas, denoted by ( ,Tn Rn ). Figure 1 is 

diagram of MIMO-OFDM transmitter. At the transmitter 
the input bit stream is de-multiplexed and coded to gen-
erate  symbol streams. The encoded data stream is 

then interleaved and launched into the IFFT modulators 
and added cyclic prefix (CP). Finally, the OFDM signals 
are transmitted over every transmit antenna. 

Tn

Figure 2 shows the block diagram of a VBLAST- 
OFDM receiver. Each receiver antenna receivers signals 
sent from all transmit antennas. After the cyclic prefix is 
removed, each received signal passes through a FFT 
block for demodulation. 

 

 

Figure 1. VBLAST-OFDM transmitter. 
 

 

Figrue 2. VBLAST-OFDM receiver. 
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Figure 3. Proposed receiver structure for MIMO-OFDM system. 

 

 

Figure 4. Proposed detection block. 

 
At the receiver, we assume perfect OFDM synchroni-

zation. The receiver signal after demodulation, at receive 
antenna for subchannel , is given by  j k

[ , ] [ , ] [ , ] [ , ]j ij i j
i

r n k H n k s n k w n k        (1) 

where ,1, , Ti n  1, , Rj n  , [ , ]is n k

2
n

 is the transmit-

ted symbol from the i-th transmit antenna at k subchan-
nel, in (1) denotes the additive complex Gaus-

sian noise at the  receiver antenna, and is assumed 

to be zero-mean with variance 

[ , ]jw n k

jth

 . [ , ]ijH n k in (1) de-

notes the channel frequency response for the tone at 
time , corresponding to the transmit and the 

receiver antenna. 

thk

n thi

thj

During the reception, each receiver antenna receives 
the signal transmitted from all the  transmit antennas. 

First, the cyclic prefix of each received signal is removed. 
After passing through a serial-to-parallel converter and 
the fast Fourier transformation blocks (FFTs), the sub-
carriers are separated. Then, the N information symbols 
belonging to each subcarrier are routed to their corre-
sponding VBLAST multi-antenna processing unit where 

the de-mapping and decoding are performed. The de-
tected bits are converted back into a serial form accord-
ingly to recover the transmitted data bits. 

Tn

 
2.2.  Channel Models 
 
We assume that the OFDM signal is transmitted over a 
wireless communications environment by a mutipah 
fading channel and a given coherence bandwidth. The 
complex baseband equivalent of a fading channel im-
pulse response from transmit antenna to receiver an-
tenna  can be expressed as, 

i
j

1

( , ) ( ) ( )
L

l
ij ij l

l

h t t    


                (2) 

where are wide-sense stationary narrowband 

complex Gaussian processes and are assumed to be in-
dependent among different paths form transmit antenna 

to receiver antenna . L is the number of multipaths. 

Thus for each receive antenna, the channel frequency 
response for the th subcarrier at time n is  

( ) 'l
ij t s

i j

k
1

2

0

[ , ] ( ) l

L
j k fl

ij ij
l

H n k t e  






             (3) 
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where 
B

f
K

 is the subcarrier spacing, is the total 

bandwitdth, and 

B

K  is the total number of subcarriers. 
 
3.  Proposed Scheme 
 
To the above the VBLAST-OFDM system model, we 
proposed the new detection scheme for MIMO channel 
matrix at every sub-carrier. To reduce the complexity 
and prevent error propagation, the MIMO PIC detection 
is applied to obtain the initial estimation of transmitting 
signals for MIMO-OFDM architecture. Furthermore, 
iterative detection and decoding is used to enhance the 
performance of system in a progressive fashion. 

Figure 3 presents a simple schematic of the proposed 
receiver scheme with PIC MIMO detection for 
MIMO-OFDM systems. For a wideband system, the 
OFDM demodulator is applied for each transmitter 
stream over  parallel subchannels. To perform the 
iterative detection and decoding processing, the esti-
mated signal by decoder is used to reconstruct the trans-
mitted coded signal. Consequently, the PIC detection 
uses the reconstructed signal to improve the detection 
performance and start the iterative process. Figure .4 
illustrates the proposed iterative detection and decoding 
block in Figure 3 in detail. 

N

The PIC in [11] is another conventional detection al-
gorithm which detects all layers simultaneously by sub-
tracting interference from all the other layers regenerated 
by the estimate from hard decision based on ZF or 
MMSE criteria. The PIC detection scheme based on 
MIMO system algorithm is described as below: 

Input ,  H r

 +s = H r  

s G r= ( )Q  

For i=1:  Tn

1

1

(:, )
Tn

j
j
j i

r r H j s





   

 

( (:, ))j G H  

( )js Q r  G
 

End  

Output  s

where ( ) is operation of calculating inverse of matrix 
(or vector). Comparing to conventional VBLAST, the 
PIC algorithm doesn’t need calculate the pseudo-inverse 
matrix of the channel, so the complexity of proposed 
receiver is reduced. However, the detection scheme 

doesn’t obtain the gain with applying the odering of the 
layers. Below sections, the performance of proposed 
scheme is study. 



 
4.  Simulations Results 
 
In this section, we investigate the characteristics of our 
proposed receiver through computer simulations. We 
assume a perfect channel estimation and synchronization 
at the receiver. 

In simulations, BPSK is used as the subcarrier modu-
lation. We evaluate the performance of MIMO-OFDM 
systems. The FFT size is 64, and the cyclic prefix length 
is L=16. For the 20 MHz channel, channel assumes an 
exponentially decaying power delay profile with 4 mul-
tipaths which are sample-spaced, and assume the channel 
is constant during one packet. In the simulation, the an-
tenna configuration consists of 4 transmit antennas, and 4 
receive antennas and BPSK is used. For comparison, we 
also include the performance of V-BLAST and the per-
formance of conventional PIC receiver in signal detec-
tion. 

We first evaluate the performance of PIC algorithm in 
MIMO-OFDM without coding case. Figure 5 shows the 
comparison performance of the three detection methods. 
Simulation states that PIC detection scheme obtains 
about 6dB gain than linear ZF method at error bit rate 
10-3. At low SNR case, the PIC detection scheme out-
performs the conventional V-BLAST detection. At high 
SNR, the advantage of the proposed scheme died down 
because the affect of error diffuse is taken off. The per-
formance of conventional ZF-VBLAST detection is the 
best when the SNR is higher than 8 dB. The linear ZF 
has the worst performance. 

 

 

Figure 5. BER comparison for the (4,4) MIMO-OFDM sys-
tem with difference detection methods. 
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Figure 6. BER comparison for the (4,4) code MIMO-OFDM 
system with difference detection methods. 

 
Figure 6 shows the performance of proposed iterative 

detection and decoding scheme for code MIMO-OFDM 
systems. The convolutional code used in the simulations 

is  a  ra te 1
2 ,  and the generator  vectors  are 

 and . The channel decoder 0 (1,0,11)g  1 (1,1,0,1)g 
uses the Viterbi algorithm. The other conditions is the 
same as to above case. As can be shown in this plot, the 
proposed MIMO detection scheme greatly outperforms 
the conventional linear Zero-Forcing detection.  

The coded BER of proposed scheme is produced after 
0, 1, 2 iterations. When iteration is 0, the proposed 
scheme is the conventional PIC algorithm for code 
MIMO-OFDM systems. We also observe that the pro-
posed scheme outperforms the conventional coded PIC 
detection algorithm without iteration. After first iteration, 
the BER is significantly improved. There is a litter dif-
ference between the first iteration and the second itera-
tion. Simulation states that proposed scheme with 2 it-
erations obtains about 4dB gain than conventional 
MIMO-VBLAST algorithm without iteration at error bit 
rate 10-3.  

From the simulation results presented in this section, 
the proposed scheme is quite effective in all simulation 
configurations. Below we furthermore analyze perform-
ance of proposed. 

In actual, the difference algorithms have difference 
diversity order. For linear ZF receiver, the MIMO system 
may obtain  order diversity gain and the 
conventional VBLAST algorithm may obtain 

1R Tn n 

1R Tn n   R order diversity gain [12]. However, 
PIC detection scheme may obtain 

n
Rn order diversity 

gain when the interference comes from the all other lay-
ers is completely cancelled. Below we mainly analyze 
effect error propagation for our proposed detection 
scheme. 

5.  Conclusions 
 
In this paper, we proposed a iterative detection and de-
coding scheme with PIC algorithm for MIMO-OFDM 
systems. To demonstrate the potential of this proposed 
technique, we have investigated the PIC and conven-
tional VBLAST algorithms in MIMO-OFDM systems. 
We have also studied the effect of error forward coding 
on the system. By computer simulation, the performance 
of the proposed scheme is evaluated. The simulation re-
sults states that the performance of proposed scheme is 
greatly improved compared to conventional VBLAST 
detection receiver for MIMO-OFDM systems. 
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ABSTRACT 
 
The error will inevitably appear in triangle location in WSNs (wireless sensor networks), and the analysis of 
its character is very important for a reliable location algorithm. To research the error in triangle location al-
gorithm, firstly, a triangle location model is set up; secondly, the condition of the minimal error is got based 
on the analysis of the location model; at last, by analyzing the condition, the law of error’s changing is ab-
stracted, and its correctness is validated by some testing. The conclusions in this paper are all proved, and 
they provide a powerful foundation and support for reliable location algorithm’s research. 
 
Keywords: Localization, Error Distribution, Triangle, MicaZ, WSNs 

 

1.  Introduction 
 
The information usually binds with the node’s position in 
pervasive computing [1,2] as approximately 80% infor-
mation is related with position in this computation [3]. 
Therefore, the location study becomes an essential topic 
in pervasive computing [4]. Nowadays, most existing 
location algorithms [5-7] contain two basic steps: 1) 
distance (or angle) measurement; 2) location computa-
tion. 

Currently, the triangle location is a hot research topic 
[8,9]. Because of the unavoidable location error, the key 
problem of reliable location is how to decrease the error 
as much as possible. But many literatures about the tri-
angle location are lack of researches on the change law 
of location error, and they did not consider the error’s 
distribution in a triangle. This article draws a conclusion: 
the error’s change in triangle is stochastic, and the errors 
in different position are different. If a location algorithm 
has not considered the error’s changing law, its applica-
tion scope will be confined or even can not be applied at 
all. So, the analysis of error is very important for a reli-
able triangle location algorithm. 
 
2.  Mathematical Model of Location Question 

 
In the three-dimensional space, it can determine the co-
ordinate of a location point according to the distance 
from the location point to four reference points, and this 
is the same with the basic principle of global positioning 
system (GPS) [10]. In pervasive computing, however, 
the most coordinate systems are two-dimensional space 
and they also do not need the clock synchronization. 
Therefore, it can fix on the position of a location point as 
long as the distance from this location point to three ref-
erence points is known. As shown in Figure 1, the basic 
principle of trilateral location is the solution of three cir-
cles’ intersection whose radii and the coordinate of circle 
center are known. 

 

p

2p

3p

1p

 

Figure 1. Three-edge measurement location. 
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Due to the limit of pervasive terminal's hardware and 
energy consumption, the ranging error between nodes is 
usually biggish. Here, it supposes the ranging error's 
scope is in (0, ±) and takes (>0). So three circles are no 
longer intersect at a point, but constitute a small region, 
denoted by Cp. Supposes the coordinate of the point to be 
located p is (x, y), then it can locate this point and get 
three reference points denoted by pi which constitutes the 
triangle. The coordinate of pi is respectively (xi, yi), i=1, 
2, 3, the distance to the location point is ri, and i is the 
ranging error, makes Cpi, Cp and Sp: 
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In order to simplify the analysis, supposes ranging er-
ror is equal, namely i=, i=1,2,3, then, when 0, the set 
of points Cp in Formula (2) will assemble into one point 
(e.g. Figure 1); However, when >0, Cp will be a convex 
small region, and its area represents location error size, 
as shown in Figure 2. 
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Figure 2. The analysis of location error. 
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Figure 3. The area of location error. 

In the figure above, supposes lppi is a straight line 
which pasts point p, pi and intersects the circle Sp in 
Formula (3) at two points qij, j=1, 2. Make tangent lqij for 
Sp pasting qij, then the tangent will intersect as arbitrary 
hexagon like Figure 3, and region Cpi is between the 
straight line lqi1 and lqi2. Take Cp=Cp1∩Cp2∩Cp3, then 
the final Cp will be the hexagon abcdef in Figure 3. The 
area of Cp edge can be linearized as measuring error  is 
less, and it will be estimated as C p, namely Cp will ap-
proximately be regard as Cp, it may also find in Figure 3 
that the Cp region cut by arc is almost the same with 
hexagon region Cp. Thus, the node location question in 
the two-dimensional space is transformed into discussing 
how to arrange three reference points for minimizing the 
area S (Cp) of region Cp. 
 
3.  Condition of Minimum Location Error 
 
Lemma 1: Supposes a, b, c is three numbers whose value 
is bigger than 0, then 3 abccba   and the equal 
sign holds only when a=b=c. 

Supposes α1, α2, α3 is respectively the angle (central 
angle) between vector PA and PB, PB and PC, PC and 
PD. The region constituted by Cp is a circumscribed 
hexagon of circle Sp as shown in Figure 3, then 
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As to α1, α2, α3, it has the following relationship: 
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when 0xπ/2, then (tan x)=2tanx(1+tanx)0, and we 
may derive the following expression using Lemma 1: 
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The equality above holds only when α1 = α2 = α3=π/3, 
namely conclusion 1: S (Cp) can obtain the minimum 
value only when α1 = α2 = α3.  

As α1 = α2 = α3=π/3, it is not difficult to deduce ac-
cording to the geometry principle that the angle of three 
linked lines formed by three reference points and a point 
to be located P is mutually 120°. Therefore, only when 
the angle of three linked lines formed by three reference 
points and the point to be located is mutually 120°, error 
zone Cp can become the circumscribe hexagon of the 
circle. In this case, the location error of the location point 
can achieve minimum, and this conclusion is the 
so-called formation condition of the minimum location 
error. 

As shown in Figure 4,in the triangle which formed by 
three arbitrary arranged reference points, there is only 
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one error zone of the point to be located presents hexa-
gon at most, and the location error increases along with 
the distance from this point to point P. For instance, as 
the location point is S and its error zone is an anomalous 
hexagon; its error zone area will be obviously bigger 
than the error zone area of point P. 
 
4.  The Change Law of Location Error 
 
Take Figure 4 as an example, after the offset of arbitrary 
point (S) and the minimum error point (P), all three an-
gles formed mutually by point S and three reference 
points of the triangle will change. Supposes α4, α5, α6 is 
respectively the angle formed by intersection of vector 
Sa and Sb, Sb and Sc, Sc and Sd. According to computa-
tion, the location error zone area of point S is: 
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Figure 4. The location error of random position. 
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Figure 5. The rule of location error’s increase. 
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After the change of point S, α4, α5 and α6 are all 
changed compared with α1, α2, α3 in the Formula (4), 
supposed these three angles’ variation is  α4,  α5, 
α6, then there must be increment and decrement among 
them, and the sum of these three variation should be 
0 .meanwhile, the size of  4,  5,  6 is decided 
by the angle which is formed mutually by point S and 
three reference points. For instance, angle P1SP2 in Fig-
ure 4 is equal to the sum of α4 and α6, it means the sum 
of α4 and α6 will be smaller as angle P1SP2 gets smaller, 
and as the sum of α4, α5 and α6 is 180° based on the pre-
ceding text, the value of α5 will be bigger.  

α α α

The angle of point S and three reference points is not 
equal to 120°, and α4/2, α5/2 and α6/2 is not equal to 30°. 
 α5 in Figure 4 is increment, and the other two are dec-
rement. The error zone area can reach its minimum value 
when α1/2, α2/2 and α3/2 are all equal to 30° in terms of 
the Formula (5). For the quantitative investigation on 
relationship between the central angle variation of hexa-
gon and the error zone area, this article has made the 
following deduction:   

x
x

2cos

1
tan'                   (7) 

The Formula (7) is the derivative formula of tangent 
function, when x is 0, the tangent derivative value is 1, 
namely when tangent function in (0, 0) the tangent slope 
is the same with the slope of y=x. Tangent slope of tan-
gent function will be bigger than 1 if )2/,0( x , and it 
increases along with the increase of x, as shown in Fig-
ure 5. 

In Figure 5, A is a point whose abscissa is π/6 on the 
tangent function curve, and the abscissa of point B is 
equal to a radian corresponds to α5 in Formula (6); the 
ordinate is tan (π/6+ α5). BC is the variation of tangent 
function corresponds to  α5, makes the slope of straight 
line AB as KAB, then KAB>KFA>KGA. Since BC=  α5KAB, 
AF1=  α4KAF and AG1=  α6KAG, supposes BC>AF1+ 
AG1, then after the angle in Formula (4) change into the 
angle in Formula (6), the variation of the error zone area 
is: 
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So the supposition is correct, namely BC>AF1+AG1. 
After central angle’s relative minimum error point (P) 
was changed, the error zone area will increase, and this 
has confirmed the conclusion 1 in Formula (5). It can be 
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also seen from the figure above, BC is to be bigger 
if α5 enlarged, meanwhile, it deduces that along with 
the increase of α5 the error zone area will also increase, 
the deduce process is as follows:  



Supposes α4≤ α6, then KAG≤KAF, therefore:  

AFAFAG

AGAF

KaKKa

KaKaAGAF

66

6411

)( 
            (9) 

In the above expression, AF1+AG1= α6KAF only 
when α4= α6 and KAG=KAF, and α6= α5/2 holds 
at this time according to the geometry principle, so the 
variation of error zone area here can express as: 
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In the above expression, as α5 gets bigger, KAB in-
creases, KAF reduces, then we may get from the tangent 
function characteristic that the difference of KAB and 
KAF/2 will increase along with α5, and the variation of 
error zone area will increase if α5 enlarged.  






Therefore, it can draw the conclusion 2: after an arbi-
trary location point offset with the minimum location 
error point P, once one or two central angles’ degree in-
crease which among 6 central angles of the new formed 
hexagon, the error zone will be bigger along with the 
increase amplitude of the central angle, and 
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Synthesizes the above conclusion and Figure 4, it can 
be seen that when α5 approaches to π, straight line be will 
be parallel with straight line ce, and the area of quadran-
gle Sbec will be close to infinity. Therefore, the final 
error zone area will be also close to infinitely. 
 
5.  Application of the Location Error Change Law 
 
According to the conclusion above, since distribution of 
the location error in a triangle is stochastic, it will defi-
nitely appear the maximum location error and the mini-
mum location error in a triangle. The minimum location 
error in a triangle can only appear on one point, whereas 
the maximum location error influences positioning sys-
tem's accuracy directly, as a result, this article has con-
ducted a research to the layout shape of the reference 
point in view of the maximum location error. 

As shown in Figure 6, there are two different kinds of 
reference point layout schemes under the premise of the 
same coverage area. 

P and P1 is respectively minimum error point in two 
triangles, as the point to be located S in ABC ap-
proaches to point A, angle BSC can only reduce to 60° at 
most, and according to the relation between central angle 
and included angle in Figure 4, since point S arrives at  
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Figure 6. The two way of reference nodes’ layout. 

 

1

2 3

4 5 6

7 8 9 10

11 12 13 14 15

1

2 3

4 5 6

7 8 9 10

11 12 13 14 15

 

Figure 7. Two way of reference node’s layout. 

 
point A, three central angles will be respectively 
30°,30°,120°; as the point D in A1BC approaches to 
point B, angle A1DC can reduce to the value which is 
smaller than 60°, it is not difficult by the geometry prin-
ciple to deduce that if point D arrives at point B, three 
central angles will be respectively smaller than 30°, 
smaller than 30°, bigger than 120°, and the location error 
of point A in 



 ABC is bigger than the location error of 
point B in  A1BC by conclusion 2. Point A is the 
maximum error point in  ABC, and the error of point 
B in  A1BC is bigger than the maximum error in 
 ABC, so this article obtains the inference 1: The equi-
lateral triangle positioning system's accuracy is higher 
than non-equilateral triangle positioning system under 
the same condition. 

In order to verify the above deduction, this article de-
signs an experiment as following figure. Under the plat-
form of MicaZ node, laying the point to be located uni-
formly in the region encircled by three reference points, 
the layout graph is as follows: 

The settings of nodes’ parameters are as table 1: 
The location error of each point to be located is shown 

in Figure 8, and it can be seen that as the reference point 
is an equilateral triangle, the maximum location error 
will be about 0.14m2; when the reference point is ar-
ranged as a non-equilateral triangle, its maximum loca-
tion error will be 0.153m2 as seen in Figure 8, so the 
maximum location error is higher than the equilateral  
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Table 1. The detailed parameters of nodes in NS-2. 

Parameter Value 

Nodes distribution As Figure 7 

Channel bandwidth 250kbps 

Frequency 2.4GHz 

Wireless model Shadowing 

MAC protocol IEEE 802.15.4 

Power for transmission (mwatt) 2.0 

Power for idle (mwatt) 1.0 

Power for reception(mwatt) 1.0 

Power for sleep (mwatt) 0.001 

Power for sleep/idle transition (mwatt) 0.2 

Time for sleep/idle transition (s) 0.005 
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triangle obviously. Therefore, inference 1 is correct, and 
it also indicates the analysis on the error change law in 
this article conforms to reality. 

An experiment is designed to research the distribution 
of error in a triangle, the platform is the same with the 
above, and the result is shown in Figure 9: 

In Figure 9, the axis X and Y construct a 100m×100m 
area, ABO is in the area; Axis Z is the precision of 
location in a triangle. It is shown in Figure 9 that, the 
precision in the center of a triangle is higher than the 
fringe areas. So, while in applications, it is better that, 
keep the unknown nodes in the center area of the three 
reference nodes. 



 
Figure 9. The precision in the center of a triangle. 6.  Conclusions 

  
point in arbitrary triangle according to the theory deduce. 
The change law of error was verified by practical test, 
and the research results indicate that the change law of 
error studied in this article may provide basis and theory 
instruction for the high performance and reliable location 
algorithm. 

This article mainly studied the formation condition of 
minimum error and the changing law of error on location 
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ABSTRACT 
 
In this paper a novel technique, Authentication and Secret Message Transmission using Discrete Fourier 
Transformation (ASMTDFT) has been proposed to authenticate an image and also some secret message or 
image can be transmitted over the network. Instead of direct embedding a message or image within the 
source image, choosing a window of size 2 x 2 of the source image in sliding window manner and then con-
vert it from spatial domain to frequency domain using Discrete Fourier Transform (DFT). The bits of the 
authenticating message or image are then embedded at LSB within the real part of the transformed image. 
Inverse DFT is performed for the transformation from frequency domain to spatial domain as final step of 
encoding. Decoding is done through the reverse procedure. The experimental results have been discussed 
and compared with the existing steganography algorithm S-Tools. Histogram analysis and Chi-Square test of 
source image with embedded image shows the better results in comparison with the S-Tools. 
 
Keywords: Data Hiding, Authentication, Frequency Domain, Discrete Fourier Transformation (DFT),  

Inverse Discrete Fourier Transform (IDFT), S-Tools 

 

1.  Introduction 
 
The most popular technique for image authentication or 
steganographic technique is embedding message or im-
age within the source image, generally termed data hid-
ing. It provides secret message transmission over the 
communication channel. Moreover several techniques 
are available for secret message transmission by hiding a 
message inside an image without changing its visible 
properties. Although it changes source, instead of direct 
embedding message or image within the source image, 
the embedding is done in the frequency domain.  

The presented work deals on information and image 
protection against unauthorized access in frequency do-
main. A picture in the spatial domain can be described as 
a collection of pixel values describing the intensity val-
ues. The DFT changes an N point input signal into two 

point output signals. The input signal contains the N/2 –1 
signal being decomposed, while the two output signals 
contain the amplitudes of the component sine and cosine 
waves. The input signal is said to be in the time domain. 
This is because the most common type of signal in the 
Discrete Fourier Transformation (DFT) is composed of 
samples taken at regular intervals of time. Any kind of 
sampled data can be fed into the DFT, regardless of how 
it was acquired. The frequency domain signal is repre-
sented by a vector F [u,v], and consists of two parts, for 
each of the samples. These are called the Real part of F 
[u,v] written as: ReF [u,v], and the Imaginary part of F 
[u,v], written as: ImF [u,v]. In the sample “real part” 
means the cosine wave amplitudes while “imaginary 
part” means the sine wave amplitudes. The formula of 
DFT for a function f (x, y) of size M x N is given in 
Equation 1 for frequency domain transformation. 
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For the cause of the proposed algorithm the simpler 
from of Equation (1) is as given in Equation (2) 
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where the ReF( u ,v) and ImF( u ,v) is given in Equation 
(3) and (4). 
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Similarly inverse discrete Fourier transformation, 
where the frequency domain gets converted to the spatial 
domain, digital image may be written as in Equation (5). 
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Now consider the real part of the transformed image 
and embed authenticating message or image bits at the 
LSB of each component (pixel) of the transformed image.    
After embedding, the embedded image is converted into 
spatial domain by using IDFT for transmitting over the 
network. The technique provides more security as em-
bedding the message or image has been done by consid-
ering a window of the source image in sliding window 
manner and then transforming into frequency domain. 
 
2.  Earlier Works 
 
N. Nameer and E. Eman in April 2007, implemented an 
algorithm based on hiding a large amount of data (image, 
audio, text) file into color BMP image. They used adap-
tive image filtering and adaptive image segmentation 
with bits replacement on the appropriate pixels. These 
pixels are selected randomly rather than sequentially by 
using new concept defined by main cases with their sub 
cases for each byte in one pixel [1].  

P. K. Amin, Ni. Liu, and K. P. Subbalakshmi in 2005, 
described a discrete cosine transform (DCT) based 

spread spectrum data-hiding algorithm that provides sta-
tistical security [2].  

R. Chandramouli and N. Memon in 2001, considered 
some specific image based steganography techniques and 
shown that an observer can indeed distinguish between 
images carrying a hidden message and images which do 
not carry a message [3].   

S. Dumitrescu, X. L. Wu and Z. Wang in 2003 intro-
duced an approach to detecting LSB steganography in 
digital signals. They shown that the length of hidden 
messages embedded in the LSB of signal samples can be 
estimated with relatively high precision. That approach 
was based on some statistical measures of sample pairs 
that are highly sensitive to LSB embedding operations 
[4]. 

B. Chen and G. W. Wornell in 2001 described the 
problem of embedding one signal (e.g., a digital water-
mark), within another “host” signal to form a third, 
“composite” signal [5]. 

P. Moulin and J. A. O’Sullivan in 2000 analyzed In-
formation hiding as a communication game between an 
information hider and an attacker, in which side informa-
tion is available to the information hider and to the de-
coder. They derived several Capacity formulas [6]. 

P. Moulin and M. K. Mıhçak in 2002 described an 
information-theoretic model for image watermarking and 
data hiding. Some recent theoretical results been used to 
characterize the fundamental capacity limits of image 
watermarking and data-hiding systems. Capacity was 
determined by the statistical model used for the host 
image, by the distortion constraints on the data hider and 
the attacker, and by the information available to the data 
hider, to the attacker, and to the decoder. They 
considered autoregressive, block-DCT and wavelet 
statistical models for images and compute data hiding 
capacity for compressed and uncompressed host-image 
sources [7]. 

C. Y. Lin and S. F. Chang in 1998 described a 
different goal from that of image watermarking which 
embeds into the image a signature surviving most 
manipulations. They described an effective technique for 
image authentication which can prevent malicious 
manipulations but allow JPEG lossy compression. The 
authentication signature was based on the invariance of 
the relationship between DCT coefficients of the same 
position in separate blocks of an image [8]. 

S. Pavan, G. Sridhar, and V. Sridhar in 2005 proposed 
a hybrid image registration algorithm to identify the spa-
tial or intensity variations between two color images. The 
proposed approach extracts salient descriptors from the 
two images using a multivariate entropy-based detector. 
The transformation parameters are obtained after estab-
lishing the correspondence between the salient descrip-
tors of the two images [9]. 
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H. H. Pang, K. L. Tan, and X. Zhou, in 2004 intro-
duced StegFD, a steganographic file driver that securely 
hides user-selected files in a file system so that, without 
the corresponding access keys, an attacker would not be 
able to deduce their existence. They proposed two 
schemes for implementing steganographic B-trees within 
a Steg FD volume [10]. 
 
3.  Our Work 
 
The presented work is based on information and image 
protection against unauthorized access in frequency do-
main. The ASMTDFT uses gray scale image of size (M x 
N) to be authenticated .The technique inserts authenti-
cating message or image Xm,n of size (M/2*N/ 2*3)-16 
bits (maximum) as the first 16 bit holds the dimension of 
the file. DFT given in equation-1 is used to transform the 
image from spatial domain to frequency domain. The 
encoding and decoding scheme is given in Figure 1 and 
Figure 2 respectively. 
 
3.1. Insertion Technique 
 
Using the proposed scheme embedding is done com-
pletely in the frequency domain. DFT is applied on win-

dow of size 2 x 2 in sliding window manner to convert 
from spatial domain to frequency domain. Each pixel (8 
bits) in spatial domain is transformed into two parts one 
is real part and another one is imaginary part. The au-
thenticating bits are inserted at the LSB of the real part 
(excluding 1st pixel). The process is repeated for the 
whole image matrix in the same manner. After embed-
ding inverse DFT is performed to convert from fre-
quency domain to spatial domain. The algorithm for in-
sertion is given in Subsection 3.1.1 
 
3.1.1.  Insertion Algorithm 

1) Take a message file or image whose size is less than 
or equal to (M/2*N/2*3)-16 bits where M x N is the size 
of the cover image. 

2) Take 2 x 2 window of the cover image in sliding 
window manner and repeat Step 3 and 4 until the ends of 
the cover image. 

3) Apply the Discrete Fourier Transformation. 
4) Consider the real part of the frequency component 

and do the following. 
 Take three frequency component values but not the 

first one and do the following. 
  Consider the Least Significant Bit position of the 

DFT component. 
 Replace the bit by one authenticating bit. 

5) Apply the Inverse Discrete Fourier Transformation. 
6) Stop. 

 

 

Figure 1. Encoding scheme using ASMTDFT. 

 

 

Figure 2. Decoding scheme using ASMTDFT.  
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3.2.  Extraction Technique 
 
During decoding the embedded image has been taken as 
input in spatial domain. To convert form spatial domain 
to frequency domain DFT is applied using the same 
window of size 2 x 2. Apply the extraction algorithm to 
extract the authenticating message or image from the 
transformed image. The process is repeated for the whole 
embedded image matrix in the same manner. Inverse 
DFT is performed to transform from frequency domain 
to spatial domain to generate original source image. The 
algorithm for extraction is given in Section 3.2.1 
 
3.2.1.  Extraction Algorithm 

1) Take the authenticated image as input. 
2) Consider 2 x 2 mask of the input image at a time 

and repeat Step 3 and 4 until the ends of the embedded 
image. 

3) Apply the Discrete Fourier Transformation. 
4) Consider the real part of the frequency component 

and do the following. 
 Take three frequency component values but not the 

first one and do the following. 
  Extract the Least Significant Bit. 
  Replace this bit position by ‘1’ or by ‘0’. 

5) Apply the Inverse Discrete Fourier Transformation. 
6) Stop. 

4.  Results and Comparisons 
 
In this section results are analyzed and comparative 
studies have been made between proposed technique and 
S-Tools in terms of test for homogeneity i.e. Chi-square 
test and histogram analysis. Subsection 4.1 illustrates 
Chi-Square test. Subsection 4.2 deals with histogram 
analysis. 

Figure 3(a) shows source image ‘Hill’ and Figure 3(b) 
shows the authenticating image ‘Lotus’ and Figure 3(c) 
and Figure 3(d) are embedded image using proposed 
algorithm and S-Tools respectively. The authenticating 
image ‘Lotus’ has been embedded into the source image 
‘Hill’. Some differences may be observed between 
source image and embedded image by S-Tools [11] but 
no such differences are observed in source image and 
embedded image by proposed technique. 

Figure 4(a) to Figure 4(d) indicate the comparison of 
visual changes for another source image ‘Rasmancha’ 
(Figure 4(a)) embedding with the same Lotus image 
(Figure 4(b)). The results are embedded image using 
proposed algorithm (Figure 4(c)) and S-Tools (Figure 
4(d)). Here, may be observed some variations between 
source image and embedded image by S-Tools but no 
such differences are observed in source image and em-
bedded image by ASMTDFT. 

 

          (a). Hill.                (b). Lotus.               (c). ASMTDFT.                     (d). S-tools. 

Figure 3. Comparison of visual fidelity in embedding ‘Lotus’ using ASMTDFT and S-Tools. 

 

 

 

     (a). Rashmancha.              (b). Lotus.                (c). ASMTDFT.                   (d). S-tools. 

Figure 4. Comparison of visual fidelity in embedding ‘Lotus’ using ASMTDFT and S-Tools. 
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Table 1. Comparison of Chi-Square values in ASMTDFT. 

Images File Size Uncertainty
Degree of 
freedom 

Calculated 
Chi-Square 

Tabulated 
Chi-Square 

Source and authenticated 
Hill image by Lotus 

98 x 130 0.01 255 264.219 310.457 

Authenticated and Extracted 
Hill Image 

98 x 130 0.001 255 315.089 347.650 

Source and Authenticated 
Rashmancha Image 

98 x 130 0.01 255 241.284 310.457 

Authenticating Image & 
Extracted Image 

33 x 26 0.01 255 0.00 310.457 

 

 

   (a). Authenticated hill.                 (b). Extracted lotus.                      (c). Extracted hill. 

Figure 5. Comparison of visual fidelity in extracting ‘Lotus’ and source image ‘Hill’ using ASMTDFT. 

 

Using ASMTDFT we are also able to separate the 
Source image and the authenticating image from the au-
thenticated image. Figure 5(a) to Figure 5(c) show this 
result. Figure 5(a) is the Authenticated Hill image. Now 
using extraction procedure of ASMTDFT Figure 5(b) is 
the extracted Lotus image and Figure 5(c) is the Ex-
tracted Hill (Source) image. This extraction is not possi-
ble by s-tools. 
 
4.1.  Chi-Square Test  
 
The Chi-Square test has been performed for the source 
image and authenticated image, and also for the Authen-
ticating Image & Extracted Image. The values of chi 
-squares are given in Table 1 for different images, which 
show that the calculated chi-square value is less than the 
tabulated chi-square value for some level of significance, 
which indicates the homogeneity of the images. They are 
more significant for 1% level of uncertainty. For the au-
thenticating and extracted image the Chi-Square value is 
zero. That is we are able to extract the original image 
without any noise. 

4.2.  Histogram Analysis 
 
Histogram analyses have been performed between source 
image ‘Hill’ and for the embedded image using ‘Lotus’ 
by applying proposed technique and S-Tools and also for 
the ‘Rashmancha’ image. In both the cases noticeable 
differences are observed in frequency distribution table 
of pixel values in source image and embedded image 
using S-Tools algorithm. But very small variances are 
observed in frequency distribution table of pixel values 
in source image and embedded image using proposed 
technique. Figure 6 shows the visual effect of histograms 
in embedding source image ‘Hill’ with proposed tech-
nique and S-Tools. The histogram of the source image 
‘Hill’, the histogram of the  embedded image by ‘Lotus’ 
image using proposed technique and the histogram of the 
image embedded using ‘Lotus’ image by applying 
S-Tools are shown in Figure 6. It is seen clearly that in 
the proposed technique the histogram remains almost 
identical with the source image even after embedding the 
image with ‘Lotus’ image where as in case of embedding 



D. BHATTACHARYYA  ET  AL. 
 

Copyright © 2009 SciRes.                                          Int. J. Communications, Network and System Sciences 

368 

 

 

 

           (a). Hill.                               (b). ASMTDFT.                          (c). S-Tools. 

Figure 6. Histogram for source image ‘Hill’, embedded image using. 

 

 (a). Rashmancha.                         (b). ASMTDFT.                        (c). S-Tools. 

Figure 7. Histogram for source image ‘Rashmancha’, embedded image using ASMTDFT and S-Tools. 

 

 

  (a). Lotus.                                     (b). Extracted Lotus. 

Figure 8. Histogram for authenticating image ‘Lotus’, extracted image ‘Lotus’ using ASMTDFT. 
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Table 2. Histogram analysis. 

Images Level Count Mean Std. Dev

Source Hill image 167 81 132.21 68.62 

Authenticated Hill image by Lotus using ASMTDFT 167 68 132.50 68.68 

Authenticated Hill image by Lotus using S-Tools 167 424 132.46 67.38 

Source Rashmancha image 190 229 148.67 51.77 

Authenticated Rashmancha image by Lotus using ASMTDFT 190 246 148.95 51.84 

Authenticated Rashmancha image by Lotus using S-Tools 190 270 148.04 50.61 

Lotus Image 17 37 86.27 47.58 

Extracted Lotus Image 17 37 86.27 47.58 

 
with Stools there is a noticeable change in histogram in 
compare to the histogram of source image ‘Hill’. From 
these observations it may be inferred that the proposed 
technique may obtain better performance in embedding. 
Histogram analyses have also been done for another 
source image ‘Rashmancha’, which is depicted in Figure 
7(a)-7(c). Figures 8(a), 8(b) show the histogram of the 
embedding image ‘Lotus’ and the histogram of the ex-
tracted image ‘Lotus’. From the histograms we see that 
there are no differences. So we can conclude that the 
proposed algorithm gives a very good result for extrac-
tion. Table 2 gives a clear idea of the histograms of dif-
ferent images in a tabular form. Here we have considered 
a particular gray level value for images and check the 
variances in terms of total no. pixels, Mean, Standard 
deviation. The comparisons have been done between the 
source image and authenticated image both for 
ASMTDFT & S-Tools, and also for the authenticating 
image and the extracted image which we have got using 
ASMTDFT. 
 
5.  Conclusions 
 
In this paper the proposed technique implemented here 
for image authentication and secret message transmission. 
The algorithm used here is the bit level message or im-
age insertion and extraction in the frequency domain. 
Using ASMTDFT we are also able to extract the source 
image. In this technique 2 x 2 window is selected for 
better result of authentication. Insertion and extraction is 

done in frequency domain instead of spatial domain for 
more security. From the results of Chi-Square test and 
histogram analysis and comparison with S-Tools the 
proposed technique may obtain better result. 
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ABSTRACT 
 
Based on the proportionally fair scheme that Kelly proposed to solve the optimization problems for utility 
function in networks, and in order to improve the congestion control performance for the queue in router, the 
linear and terminal sliding active queue management (AQM) algorithms are designed. Especially in the ter-
minal sliding AQM algorithm, a special nonlinear terminal sliding surface is designed in order to force queue 
length to reach the desired value in finite time. The upper bound of the time is also obtained. Simulation re-
sults demonstrate that the proposed congestion algorithm enables the system be better transient and stable 
performance. At the same time, the robustness is guaranteed. 
 
Keywords: Congestion Control, Sliding Mode Control (SMC), Active Queue Management (AQM),  

Kelly’s Proportional Fair Scheme 

 

1.  Introduction 
 
Active Queue Management (AQM), as a class of packet 
dropping/marking mechanism in the router queue, has 
been recently proposed in order to convey congestion 
notification early enough to the senders, so that the 
senders are able to reduce the transmission rates before 
the queue overflows and any sustained packet loss occurs 
[1]. There are three typical kinds of AQM algorithms: 
One is heuristic algorithms, such as RED (Random Early 
Detection) [2], BLUE [3]; One is the utility function op-
timal model based on economics, like REM (Random 
Exponential Marking) [4], AVQ (Adaptive Virtual 
Queue) [5]; The other one is based on the sourcing and 
queuing dynamic model, as PI [6] and VRC (Virtual Rate 
Control) [7]. The advantage of the latter two algorithms 
is that the design of controller is based on explicit model, 
so the stability analysis and parameters modulation can 
be given theoretically.  

TCP/AQM dynamics have time varying roundtrip 
times (RTTs) and uncertainties, which requires more 
robustness for the designed schemes. This paper focus on 
the source algorithm which Kelly [8] proposed based on 
economic utility function through an optimization  

framework. It is well known that sliding mode control 
(SMC) is an effective method of robustness control, and 
sliding mode control systems possess strong robustness 
against parameter perturbations and external disturbances 
[9], which is very suitable for time varying network sys-
tem. In the recent years, many studies have been focus 
on the domain [10-12]. In these papers, they proposed 
robust sliding mode control algorithms. Because the 
three controllers are insensitive to variance of the net-
work parameters, they are suitable for time-varying net-
work systems. However, one of the representative char-
acteristics of the three controllers is that the convergence 
of the system states to the equilibrium point is asymp-
totical but not in finite time, which means the queue 
length in buffer, can not converge to the desired value in 
finite time. In addition, there still exists chattering when 
system motion is in steady state. Recently, the terminal 
sliding mode control (TSMC) has been developed [13, 
14], which can guarantee the finite reaching time to the 
sliding surface from initial states and the finite reaching 
time to the equilibrium point. 

Kelly et al. [8] have studied the convergence in the 
presence of communication delays [4,15] through an 
optimization framework, which is a new and effective 
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method to analyze the performance of congestion control 
for the Internet. So in this paper we propose an AQM 
algorithm based on Kelly’s scheme by using sliding 
mode control. The structure of the paper are as follows: 
in Section 2 we analyze the Kelly’s method, in Section 3 
and 4, we design the linear and terminal sliding mode 
AQM controller respectively to study the convergence of 
the queue, the conclusion is given in the last section. 
 
2.  Kelly’s Optimal Scheme 
 
In this section we briefly describe the rate allocation 
problem in the Kelly’s optimization framework. 

Consider a network with a set L of resources and a set 
I of users. Let  denote the finite capacity of re-

source . Each user  has a fixed route , which 

is a set of resources traversed by user i’s packets. We 
define a zero-one matrix A, where  if 

lC

l L i I ir

l, 1i lA  ir  and 

 otherwise. When its rate is,i lA  0 ix , user i receives 

utility . We take the view that the utility functions 

of the users are used to select the desired rate allocation 
among the users. The utility is an increasing, 

strictly concave and continuously differentiable function 
of 

(i iU x )

( )i iU x

ix  over the range . Under this setting, the rate 

allocation problem of interest can be formulated as the 
following optimization problem [15]: 

0i x

0
( , , )  max ( )

                         s.t.  

i
i i

x
i I

T

SYSTEM U A C U x

A x C







,        (1) 

where .The first constraint is the capacity 

constraint which states that the sum of the rates of all 
users utilizing resource should not exceed its capacity 

. 

( , )lC C l L 

lC

Each user i adjusts its rate according to the following 
differential equation. 

( ) ( ) ( )
i

i i i i l i
l r i I

d
x t k x t p x t

dt


 

   
  

 

 ,     (2) 

where and ik i are positive constants, is the gain 

parameter
ik

i shows the users’ willingness to pay per unit 

time.  is an increasing function of the aggregate  ( )lp

rate of the users going through it, and it can also be seen 
as the packet loss function that similar to ECN possibility 
function [16]. 

The simplified dynamic model is 

( ) ( ( ) ( ))r t k r t p t  ,           (3) 

where is the user’s sending rate at time t, is the 

marker probability of ECN, 

( )r t ( )p t

 and k  are the corre-
sponding parameters. 

 Assume the network model is single user and single 
link. The dynamic buffer length at bottleneck is that 

( ) ( )q t r t C  ,               (4) 

where is the instantaneous queue length in buffer, 

is link capacity. 

( )q t

C
Let 1( ) ( ) dx t q t q  , 2 ( ) ( )x t r t C  , (3) and (4) can 

be described as  

1 2( ) ( )x t x t ,                (5) 

 2 2( ) ( ( ) ) ( )x t k x t C p t   ,        (6) 

where is the reference queue length. dq

The AQM algorithms based on control theory treat the 
queue length in router as a controllable state, and through 
a feedback mechanism adjust the probability of traffic 
drop or marker. In order to maintain the queue length at 
the desired value, then the system can get high link utili-
zation and low time delay. 

Our control objective is through design of the marker 
probability with( )p t 0 ( )p t 1  , obtain higher link 

utilization, low packet loss rate and small queue fluctua-
tions. 
 
3.  Design of Sliding Mode Control Algorithm 
 
There are mainly two steps in the design of sliding mode 
control systems. One is the design of sliding surface, on 
which the system should get desired quality, such as as-
ymptotically stable; The other is designing the sliding 
mode controller, which should guarantee the arriving 
condition. 
 
3.1.  Sliding Surface Design 
 
First choose a sliding surface as conventional  

1 2( ) ( ) ( )S t cx t x t  .             (7) 

The objective of sliding mode control is to make the 
state slide to origin along the sliding surface in a finite 
time. That means the error of queue length is zero, and 
the sending rate and link capacity are totally matching. 

When arrive at the sliding surface, , so ( ) 0S t 

1 2( ) ( ) 0cx t x t  .              (8) 

Substituting (8) into (5), we can obtain the sliding 
mode dynamics as follows 
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11( ) ( )x t cx t  ,                (9) 

0( )
1 1 0( ) ( ) c t tx t x t e  ,           (10) 

where 0t means the initial time. So the system motion on 
the sliding surface (7) can converge to the origin point in 
finite time if . 0c 
 
3.2.  Sliding Mode Controller Design 
 
Let , we can get the equivalent control law ( ) 0S t 

2

2

( ( ) )
( )  =  

( ) ( ) ( )eq

cx k c r t C
p t

k x C kr t r t

  
 


.    (11) 

Apparently, this controller can make the system (5) (6) 
stable, but it can not satisfy the physical meaning of the 
marker probability . However (11) is helpful 
for us to design a more reasonable AQM controller  

0 1eqp 

( )
( ) ( ( )) .

( ) ( )

c r t C
p t sign S t

k r t r t

 
 

  
 

    (12) 

Theorem 1: If the control law (12) is used for system 
(5) and (6), the reaching condition is satisfied if 

1, 0   . 
Proof: When , ( ) 0S t 

( )
( ) ( ( ) ) ( )

( ) ( )

       ( ( ) ) ( ) ( )

       (1 ) ( ) ( )

        (1 ) ( ) ( )

        ( )[(1 ) ].

c r t C
S t c r t C k r t

r t k r t

c r t C c r t C kr t

c r t C kr t

cr t kr t

r t c k

  

 

 
 

 

  
       

   
    

   

  
  



 

So if , choose ( ) 0S t  1, 0   and the reaching 

condition is satisfied. ( )S t S t( ) 0
When , ( ) 0S t 

( )
( ) ( ( ) ) ( )

( ) ( )

       ( ( ) ) ( ) ( )

       ( 1) ( ) ( )

       ( 1) ( ) ( )

       ( )[( 1) ].

c r t C
S t c r t C k r t

r t k r t

c r t C c r t C kr t

c r t C kr t

cr t kr t

r t c k

  

 

 
 

 

  
       

 
    

   

  
  

 



 

So if , choose ( ) 0S t  1, 0   and the reaching 

condition is satisfied too. ( )S t S t( ) 0
Theorem 2: The sliding mode dynamics (9) can con-

verge to origin point after the time  

1 2
max

min

(0) (0)cx x
t

k r


 ,            (13) 

where  is the lowest sending rate. minr

Proof: Choose a Lyapunov function candidate for (9) 
as follows 

21
( , ) ( )

2
V x t S t ,             (14) 

then the time derivative of V (t) along (9) is 

 2 2

2 2

2 2

2

 ( ( ) ( ))

  ( ( )

 ( ( )

  (( 1) ( )).

V SS

S cx k x C p t

Scx S c x k r t

S c x k r t c x S

S c x k r t



 

 

 



   

  

   

   



)

)

      (15) 

From Theorem 1 we can get 1, 0   , so 

min( ) .V S k r t S k r             (16) 

By (14), we have 

2S  V .               (17) 

Substituting (17) into (16), we can obtain the following 
inequality 

min2 ( )V V k r  ,           (18) 

then  

2

min( , ) (0)
2

k r
V x t V

 
   
 

.       (19) 

So we can get 

1 2
max

min min

(0) (0)(0) cx xV
t

k r k r 


  .      (20) 

 
3.3.  Simulation Results 
 
In this section we validate the effectiveness and per-
formance of the controller proposed in this paper by 
simulations. We consider the dumbbell network topology 
with a single bottleneck link in Figure 1. 

Choose the parameters of network as follows: the 
maximum buffer of each router is 500 packets and the 
link capacity is 1250packets/sC  . The desired queue 

length  is 200 packets. The initial queue length is 

400 packets. The PSMC-AQM controller parameters 
are

dq

1,  10  , 0.05,    15,  12.k c   In order to 
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Figure 1. Simulation network topology. 
 
reduce the chattering problem, a saturation function is 
used. The RED (Random Early Detection) algorithm is 
also simulated under the same network condition for the 
purpose of comparison. In addition, we use the parame-
ters minimum 80packets and maximum 320packets.  

Queue length, link utilization and data dropping be-
tween RED-AQM and PSMC-AQM are compared. Fig-
ure 2 and Figure 3 demonstrate that the PSMC-AQM 
controller considers not only the queue length but also 
the matching condition of the assemble rate and the link 
capacity, so it reflects the network condition better than 
RED. Both of the algorithms can control the queue 
length near the desired 200 packets, and PSMC-AQM 
get less data loss rate, so it makes higher link utilization 
rate. The results are showed in Table 1. 
 

  

Figure 2. Average queue length using RED. 

 

 

Figure 3. Average queue length using PSMC. 

Table 1. Comparison between RED and PSMC. 

performance RED PSMC 

rate of link 
utilization 

99.67 99.86 

rate of data loss 2.35 0.09 

 
4.  Design of Terminal Sliding Mode Control  

Algorithm 
 

Last section introduces sliding mode control into the 
optimization based internet congestion control model, 
and designs a linear sliding surface, and then validates 
the effectiveness of the algorithm in simulation. But the 
sliding mode along the sliding surface is asymptotically 
stable, that means the converging time could be quite 
long. For speediness is so important for a router algo-
rithm, a special nonlinear sliding surface named terminal 
sliding surface is proposed in this section. The terminal 
sliding surface guarantees the finite reaching time to the 
sliding surface from initial states and the finite reaching 
time to the origin point. So the converging time is limited, 
and the speed of the sliding mode control system is en-
hanced, further the congestion control performance is 
improved. 
 
4.1.  Design of Terminal Sliding Surface 
 
We design a nonlinear terminal sliding surface as fol-
lows: 

/
1 1 2 2 3 1( ) ( ) ( ) ( ( ))q pS t d x t d x t d x t   ,       (21) 

where >0, >0, >0, p and q are odd positive 

integers and they satisfy q<p<2q. The sliding surface S(t) 
corresponds to a combination of the queue length error, 
the error between incoming traffic rate and link capacity.  

1d 2d 3d

When the system state trajectories are on the terminal 
sliding surface, S(t) satisfies S(t) = 0. So we can obtain 
the following equality 

1 /
2 2 1 1 3 1( ) [ ( ) ( ( )) ]q px t d d x t d x t   .     (22) 

Substituting (22) into (5), we can obtain the sliding 
mode dynamics as follows: 

1 1
1 2 1 1 2 3 1( ) ( ) ( ( ))q px t d d x t d d x t    / .      (23) 

In order to prove that (23) can converge to the equilib-
rium point in finite time, we introduce a lemma as fol-
lows 

Lemma 1 [13]: Assume that a continuous, positive 
definite function V (t) satisfies the following differential 
inequality 

( ) ( )V t V t  ， ， ,    (24) 0t  (0) 0V 



REGULATION OF QUEUE LENGTH IN ROUTER BASED ON AN OPTIMAL SCHEME 
 

Copyright © 2009 SciRes.                                          Int. J. Communications, Network and System Sciences 

375

where 0  , 0 1  are constants. Then V(t) satis-

fies the following inequality: 

1 1( ) (0) (1 )V t V  t     ,     (25) 0 rt t 

and 

( ) 0V t  ,            (26) rt t 

with  given by rt

1 (0)

(1 )r

V
t



 






.             (27) 

Theorem 3: The sliding mode dynamics (23) can con-
verge to the equilibrium point after the time  and  

satisfies 
rt rt

2(1 )

1

1

(0)

2 (1r

x
t



 ) 






，           (28) 

where is the initial value of 1(0)x 1( )x t  and 

，1
2 3d d2 

/ 1

2

q p 
 . 

Proof: Choose a Lyapunov function candidate for the 
system (23) as follows: 

T
1 1

1
( ) ( ) ( )

2
V t x t x t            (29) 

then the time derivative of V (t) along (23) is 

T
1 1

T 1 1
1 2 1 1 2 3 1

2 /1 1
2 1 1 2 3 1

/ 11
2 3 1

( ) ( ) ( )

( )[ ( ) ( ( )) ]

( ) ( )

( ) .

q p

q p

q p

V t x t x t

x t d d x t d d x t

d d x t d d x t

d d x t

 

 





  

  

 

 
/

1   (30) 

By (29), we have 

1( ) 2 ( )x t V t              (31) 

Substituting (31) into (30), we can obtain the follow-
ing inequality 

( ) ( )V t V t              (32) 

where , 1
2 32 d d 

/ 1

2

q p 
 . 

According to Lemma 1, we know that the sliding 
mode dynamics (23) can converge to the equilibrium 
point after the time  and  satisfies the following 
equality 

rt rt

2(1 )1
1

1

(0)(0)

(1 ) 2 (1 )r

xV
t



   



 
 

          (33) 

So the system motion on the terminal sliding surface 
(21) can converge to the equilibrium point in finite time. 
 
4.2.  Design of Terminal Sliding Mode Controller 
 
In the subsection, we design a robust terminal sliding 
mode controller to satisfy the reaching condition. We 
consider the following control structure of the form 

( ) ( ) ( )eq Np t p t p t  .          (34) 

Theorem 4: If the control law is used for system (5) 
and (6) as follows: 

/ 1
1 2 3 1 2 2

2 2

/ 1
3 11

2 2

( / )
( )   

( )

( ( ) )
,

( ) ( ) ( )

q p

eq

q p

d x q p d x x d k
p t

d k x C

qd xd r t C

d kr t pd kr t r t









 





  

     (35) 

2

2 2

( ) sgn( ( ))
( ) .

( )
v

N

k S t S S t
p t

d k x C





            (36) 

then the controller can satisfy the reaching condition 

2( ) sgn( ( )) ( )S t S S t kS t   .         (37) 

Proof : Recall (21), the time derivative of S(t) along 
the trajectory of (5) and (6) under the control (34) is 
given as 

/ 1
1 1 2 2 3 1 1

1 2 2 2

/ 1
3 1 2

( ) ( ) ( ) ( / )( ( )) ( )

 ( ) ( ( ( ) )) ( ))

       ( / )( ( )) ( ).

q p

q p

S t d x t d x t d q p x t x t

d x t d k x t C p t

d q p x t x t







  

   



   
 (38) 

Substitute (34) into (38), we can get 

2( ) ( ) sgn( ( ))vS t k S t S S t   . 

So the controller (34) can satisfy the reaching condi-
tion (37). That is to say, the controller can force system 
state trajectories toward the terminal sliding surface infi-
nite time and maintain them on the sliding surface after 
then. Meanwhile, the reaching rate is fast and chattering 
is low. 
 
4.3.  Simulation Results 
 
In this section the effectiveness and performance of the 
terminal sliding mode controller (TSMC) is validated by 
simulations. Common sliding mode controller (SMVS, 
Sliding Mode Variable Structure) is also simulated for 
the purpose of comparison with suggested parameter 
values 0.96  , 0.96   , given in [15]. We 

consider the same dumbbell network topology with a 
single bottleneck link as Figure 1. 

2w 
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The network parameters are chosen the same as Part C 
of Section 3: the maximum buffer of each router is 500 
packets and the link capacity is . The 
desired queue length d  is 200 packets. The initial 
queue length is 400 packets. And the parameters of 
TSMC-AQM controller are chosen as 1 , 2

1250packets/sC 

1d  d

q

1 , 

3 , , , ,1000d  3q  5 k p  5 0.1  . From Theorem 3 
we can calculate s. 0.5506r

The simulation is operated under variable network 
conditions. The link capacity C and the roundtrip time R 
are varied through the process. Figure 4 and Figure 5 
show that the two controllers are insensitive to different 
TCP loads and link capacity, but TSMC has shorter 
regulating time and better steady performance than 
SMVS controller. 

t 

 
5.  Conclusions 
 
In this paper, we combine the Kelly’s optimization 
scheme and the sliding mode control algorithm to ana-
lyze the convergence of the queue. We design two slid- 
 

 

Figure 4. The comparison with variable C. 

 

 

Figure 5. The comparison with variable R . 

ing mode algorithm: the linear and the terminal ones. 
The simulation results show that both of the algorithms 
can converge to the equilibrium point in finite time. Ob-
viously, the terminal sliding mode control can obtain 
faster transients and less oscillatory responses under dy-
namic network conditions, which translates into higher 
link utilization, low packet loss rate and small queue 
fluctuations. And the proposed controller has better sta-
bility and robustness than common sliding mode con-
troller, which would be meaningful for the congestion 
control of the Internet. 
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ABSTRACT 
 
The Server-Based Certificate Validation Protocol allows PKI clients to delegate to a server the construction 
or validation of certification paths. The protocol’s specification focuses on the communication between the 
server and the client and its security. It does not discuss how the servers can efficiently locate the necessary 
PKI resources like certificate or certificate revocation lists. In this paper we concentrate on this topic. We 
present a simple and effective method to facilitate locating and using various PKI resources by the servers, 
without modifying the protocol. We use the extension mechanism of the protocol for notifying the servers 
about PKI repositories, certificates, and revocations. We specify the tasks of the servers and certificate issu-
ers and define the messages that are exchanged between them. A proof of concept is given by implementing 
an SCVP server, a client, and the proposed method in Java. 
 
Keywords: SCVP, Certification Path, Certification Path Construction, Certification Path Validation,  

X.509 Certificate 

 

1.  Introduction 
 
A Public Key Infrastructure (PKI) has lots of protocols 
and processes that support important functions of the 
infrastructure. The building of a certification path and its 
validation are two of them. The PKI clients need to per-
form these operations before they can securely use an 
X.509 certificate. But there are clients that are not able or 
they simply do not want to perform certification path 
construction or validation themselves. 

For these clients a protocol has been specified by the 
IETF. This is the server-based certificate validation pro-
tocol (SCVP) [1]. This protocol allows clients to delegate 
the building or validation of a certification path to a 
server. 

Once a request reaches the server, the server tries to 
build the certification path. For performing this task it 
needs to contact various repositories and download cer-
tificates and CRLs. It is not always possible to construct 
such a path, if the repositories are not reachable by the 
server. Further, it is not always possible to locate the 

correct certificates or CRLs. Moreover, certification au-
thorities that operate an SCVP server need to configure 
this server in such a way that it is able to efficiently lo-
cate their resources. 

In this paper we concentrate on such implementation 
issues. Especially we see how to use the extension 
mechanisms of the protocol to provide the SCVP server 
with important resources for its functioning. These are 
for example the trust anchors of a PKI, the revocation 
lists, or the location of repositories. We show how to 
create appropriate messages that are sent by a pur-
pose-specific client charged with this task by the CA. We 
also present the prototype implementation of an SCVP 
server in Java. This SCVP server is notified about the 
PKI resources by a notification client using our proposed 
method.  

 
1.1.  Notation 
 
For the rest of the paper we denote by CA

B the certificate 
issued to entity B by entity A. By CP: [CA

C and CC
E] we 
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Figure 1. An example of a PKI topology with three inde-
pendent infrastructures (islands) and a CA acting as Bridge 
(entity B). 

 
denote the certification path which consists of the cer-
tificates CA

C and CC
E. We will use the PKI topology de-

picted in Figure 1 in our examples. The boxes represent 
entities and the arrows represent certificates issued by 
one entity to another (in the arrow direction). 

This paper is organised as follows: In Section 2 we 
briefly discuss certification path construction and valida-
tion. In Section 3 we describe the SCVP. In Section 4 we 
present the extension of the protocol for sending notifi-
cations to the server. In Section 5 we give the prototype 
implementation of an SCVP server which uses our pro-
posed method. We conclude our work in Section 6. 
 
2.  Certification Path Building and Validation 
 
One client receives a certificate. The client wants to ver-
ify whether the binding of the public key and the certifi-
cate's subject (found in the subject distinguished name 
and/or the subject alternative name) is valid [2]. For 
verifying that, the client needs, among others, all certifi-
cates in the certification chain between one of its trust 
anchors and the certificate in question. Suppose for ex-
ample that the client wants to verify the certificate CE

G 
and it possesses one trust anchor. The trust anchor is en-
tity A. In this case the certification path is CP: [CA

C, CC
E, 

and CE
G]. The certificate of the trust anchor CA

A is not 
part of the certification path. Building this certification 
path can be easy. But more complicated paths are neces-
sary to be constructed. For example, if the same certifi-
cate CE

G needs to be verified but the trust anchor is entity 
K, then the construction of this certification path is more 

complex. Guidelines for building certification paths are 
given in [3]. 

If a client does not want to perform certification path 
construction on its own then it can delegate this to the 
SCVP server. The server will then try to construct the 
path (following the guidelines from [3]). 

The validation of the certification path is the next step 
in the verification. The most commonly used algorithm 
for this purpose is described in Section 6 of RFC 3280 
[2]. This algorithm takes as input the certification path, 
the current time of the validation, the set of allowed poli-
cies, some other policy related parameters, and informa-
tion about the trust anchor. The last is the name of the 
trust anchor, the algorithm of its public key (with op-
tional parameters), and the public key itself. This infor-
mation is trusted. The algorithm outputs the result of the 
validation and, in case of successful validation, the pub-
lic key that has been validated (with parameters and al-
gorithm) and policy related information. An SCVP 
server must implement this algorithm (see [1]). 

Certification path validation assumes that a certifica-
tion path already exists. Therefore validation of a certifi-
cation path implies that a certification path building 
process has been already conducted. 

For attribute certificates [4] these processes are similar. 
The default validation algorithm is described in [4]. 
 
3.  The Server-Based Certificate Validation 

Protocol (SCVP) 
 
SCVP [1] is a protocol specified by the IETF. The goal 
of the protocol is to allow clients that cannot perform 
certification path building or certification path validation 
to delegate this task to a server. A reason for doing this is 
that the clients cannot locate the resources themselves or 
they do not support the necessary protocols (for example 
OCSP [5]). The process of delegating the certification 
path building is also known as DPD (delegated path dis-
covery) and this of delegating the validation as DPV 
(delegated path validation). They are defined along with 
their requirements in [6]. 

For delegating the above tasks, the client sends a 
CVRequest [1] (see Figure 2) to the server. This request 
can be signed or a MAC value can be calculated over the 
request and be sent with it. In these two cases the request 
is encapsulated in a CMS [7] message. 

The query (of the type Query) contains the certificates 
for which the clients request the certification path to be 
built or validated. The specification of a query can be 
seen in Figure 3. It is possible to define whether the cer-
tification path should be built, validated, or validated 
with revocation checking. This is specified in the checks. 
The protocol also allows the client to specify the type of 
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CVRequest ::= SEQUENCE { 

cvRequest Version 
query 

INTEGER DEFAULT 1, 
Query, 

requestorRef [0] GeneralNames OPTIONAL, 
requestNonce [1] OCTET STRING OPTIONAL, 
requestorName [2] GeneralName OPTIONAL, 
responderName [3] GeneralName OPTIONAL, 
requestExtensions       [4] Extensions OPTIONAL, 
signatureAlg [5] AlgorithmIdentifier OPTIONAL,

hashAlg 
[6] OBJECT IDENTIFIER 
OPTIONAL, 

requestorText   
[7] UTF8String (SIZE (1..256)) 
OPTIONAL} 

Figure 2. CVRequest. 

 

Figure 3. Query. 
 

Figure 4. Validation policy. 
 
objects that must be returned by the server. This is cov-
ered by the wantBack element.  

For defining the policies that the server should use for 
validating a certificate, the validationPolicy element is 
used (see Figure 4). 

notification OBJECT IDENTIFIER ::= 
{1.3.6.1.4.1.8301.3.8.1.1} 

 
Notification ::= SEQUENCE OF EXTENSIONS 

Figure 5. Notification request. 
 

To facilitate the building and validation of certification 
paths by the server, we extend the CVRequest by pro-
viding notifications about PKI resources within the re-
quest. Many aspects of the protocol are reused in order 
not to affect it significantly. 
 
4.  The Notification Messages 
 
The notification message is a standard CVRequest. To 
distinguish it as a notification message it contains an 
extension (as this is defined in [2]) called Notification. 
The specification of the extension and its object identi-
fier (OID) is found in Figure 5. 

The Notification is a sequence of already existing ex-
tensions that are used in the X.509 based PKI. These 
extensions can hold all necessary information that is re-
quired for notifying the server for new resources. This is 
specified like that in order to minimise the effort of PKI 
practitioners to implement the proposed notification 
method. In addition by being a sequence of extensions it 
is possible to notify the server about various resources 
within one notification request. The Notification exten-
sion is non-critical. 

There are six types of notification. These notify the 
server about: a) trust anchors, b) other certificates (for 
example of CRL signers), c) CRLs and delta-CRLs, d) 
repositories for revocation purposes, e) repositories for 
certificates, and f) cross certificates. 
 
4.1.  Notification about Trust Anchors 
 
This type of notification notifies the server about the 
trust anchors of a PKI. Trust anchors are all entities that 
are allowed to issue certificates.1 However, in practice 
only entities that possess a self-signed certificate are 
considered trust anchors. Therefore we propose to in-
clude only such certificates in this notification. 

This Notification is an empty sequence. In the trust- 
Anchors element of the ValidationPolicy the trust an-
chors of the PKI are sent. In our example, for the first 
PKI island (Island 1) entities A, C, E, D, and F are certi-
fication authorities. In this case the trustAnchors element 
may consist of five certificates. These are CA

A, CA
C, C

Query ::= SEQUENCE { 

queriedCerts 
checks 

CertReferences, 
CertChecks, 

wantBack [1] WantBack OPTIONAL, 

validationPolicy ValidationPolicy, 

responseFlags ResponseFlags OPTIONAL, 

serverContextInfo [2] OCTET STRING OPTIONAL, 

validationTime [3] GeneralizedTime OP TIONAL, 

intermediateCerts [4] CertBundle OPTIONAL, 

revInfos [5] RevocationInfos OPTIONAL, 

producedAt [6] GeneralizedTime OPTIONAL, 

queryExtensions [7] Extensions OPTIONAL } 

ValidationPolicy ::= SEQUENCE { 

validationPolRef ValidationPolRef, 

validationAlg [0] ValidationAlg OPTIONAL, 

userPolicySet 
[1] SEQUENCE SIZE (1..MAX) OF
OBJECT IDENTIFIER OPTIONAL,

inhibitPolicyMapping [2] BOOLEAN OPTIONAL, 

requireExplicitPolicy [3] BOOLEAN OPTIONAL, 

inhibitAnyPolicy [4] BOOLEAN OPTIONAL, 

trustAnchors [5] TrustAnchors OPTIONAL, 

keyUsages 
[6] SEQUENCE OF KeyUsage OP-
TIONAL,  

extendedKeyUsages 
[7] SEQUENCE OF KeyPurposeId 
OPTIONAL, 

specifiedKeyUsages 
[8] SEQUENCE OF KeyPurposeId 
OPTIONAL } 

C
E, 

CA
D, and CD

F. We propose to include only CA
A. The other 

four certificates can be included in a notification about 

1Such entities possess a certificate which contains the basic constraints 
extension and has the value true for the cA Boolean flag (see [9]). 
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cross certificates (see Subsection 4.6). 
Trusting CA

A is a very critical operation. If this certifi-
cate is not a legitimate one, then the SCVP server may 
return wrong results. For this reason some PKIs may 
introduce an out-of-band mechanism that provides the 
SCVP server with information about which self-signed 
certificates are trusted or not. One technical realisation of 
this concept is to have a configuration file, signed by an 
administrator, which contains the fingerprints of known 
valid self-signed certificates. The SCVP server compares 
the fingerprint of the self-signed certificate provided in 
the request with those in the file. If a match is found then 
it accepts the certificate, otherwise it discards it. All 
other (non self-signed) certificates are verified before 
they are considered trust anchors. 
 
4.2.  Notification about Other Certificates 
 
There are certificates that are required during a valida-
tion but do not belong to certification authorities. These 
are the certificates of CRL signers (entities that issue 
indirect CRLs), of OCSP signers, and of SCVP servers. 
These certificates are used for verifying signatures on 
revocation lists, on OCSP responses, and on SCVP re-
sponses respectively. 

These certificates are sent within the intermediate-
Certs element of the Query. The Notification element is 
an empty sequence. 
 
4.3.  Notification about Revocation Lists 
 
This type of notification is used for sending the CRLs or 
delta-CRLs to the SCVP server. To send the CRLs to the 
server the revInfos element of the Query of the type 
RevocationInfos (see Figure 6) is used. From this ele-
ment only the crl and the delta-crl fields are used. 

The Notification is an empty sequence. These notifica-
tions can also be used in a “push-mode”. In this mode the 
CRLs are sent to the server as soon as they are issued. 
Such a mechanism is useful in certain environments. In 
this case the SCVP server has always fresh revocation 
information. 

 
RevocationInfos ::= SEQUENCE SIZE 

(1..MAX) OF RevocationInfo 
 

RevocationInfo ::= CHOICE { 

crl [0] CertificateList, 

delta-crl [1] CertificateList, 

ocsp [2] OCSPResponse, 

other [3] OtherRevInfo } 

Figure 6. Revocation Infos. 

Table 1. Elements of general names. 

Type of resource Element of GeneralName 

LDAP  directoryName  

X.500  directoryName  

Web or FTP  uniformResourceIdentifier  

HTTP, WebDAV uniformResourceIdentifier  

DNS  dNSName  

 
4.4.  Notification about Revocation Repositories 
 
It may not be possible or desired that the CA or a CRL 
issuer sends every CRL to the SCVP server. In addition 
the location of an OCSP server may be unknown to it. In 
these cases the SCVP server can be notified about the 
location where these resources can be found. This is very 
helpful if the certificates issued by the CA do not contain 
the CRLDistributionPoint (for CRLs), FreshestCRL (for 
delta-CRLs), or Authority Information Access (for OCSP) 
extensions. But even if these values are present, once 
they are set in a certificate they cannot be changed. This 
is a problem if the resources have been moved or do not 
exist at all1 and they cannot be accessed anymore. 

The revocation resources can be located in diverse re-
positories. Examples of typical repositories that are used 
in a PKI are X.500 directories [8], LDAP directories [9], 
DNS servers [10], WebDAV [11], Web or FTP servers 
[12], or HTTP stores according to [13] specified addi-
tionally in [14] as an RFC. To notify about the location 
of a CRL the CRLDistributionPoint [2] extension is 
added to the sequence of extensions of the Notification. 
For the location of delta-CRLs the FreshestCRL [2] ex-
tension is added. In these extensions the GeneralNames 
[2] element is used for specifying the different locations. 
In Table 1 the elements of GeneralNames that are used 
for describing the resources are given. 

For notifying about the location of OCSP servers, the 
Authority Information Access [2] extension is added to 
the list of extensions. It is possible to notify the SCVP 
server for more than one repository within one notifica-
tion request. 
 
4.5.  Notification about Certificate Repositories 
 
The CA may not wish to send any certificates to the 
SCVP server but just notify it about the repositories in 
which these are located. 

In this case it sends a Notification request which con-
tains the Subject Information Access extension (see [2]). 
This extension contains the caRepository access method. 
This specifies the location of the repository used by a CA. 
The value of the location is specified as GeneralName. 

1Typical example is that of a CA stopping operation. 
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The same principles as in the case of the revocation re-
sources apply here. It is possible to send a notification 
about more than one repository location by defining 
more AccessDescription elements inside the extension. 
 
4.6.  Notification about Cross Certificates 
 
Cross certifications may occur any time and the number 
of cross certificates of a CA can be large. For notifying 
the servers about such certificates the SCVP notifier 
sends a Notification request with the Authority Informa-
tion Access extension present. This extension contains 
the caIssuers access method (see [2]) which points to the 
location where cross certificates are stored. An example 
value for this location is: ldap: // host:389/CN=CA, C=DE, 
DC=Org, DC=COM/ cross CertificatePair; binary? sub? 
object Class=pkiCA. This address is found in an LDAP 
directory and follows the LDAP URL format. This 
method allows the CA to notify the SCVP server only 
once, stating where past and possibly future cross cer-
tificates can be located.1 A condition for this notification 
to function properly is that the CA publishes all cross 
certificates (issuedTo and issuedBy) in the directory. 

An alternative to this approach is to send a Notifica-
tion as an empty sequence with the cross certificates 
stored in the intermediateCerts element of the Query. 
These can be distinguished from the certificates dis-
cussed in Section 4.2, because the basic constraints ex-
tension identifies them as CA certificates. For example, 
entity A sends the certificates CA

M, CM
A, CA

B, and CB
A. 

Certificates CA
C, CC

E, CA
D, and CD

F are also sent within 
this type of notification. 
 
4.7.  Summary of the Messages 
 
A summary of the types of notification that can be sent to 
the SCVP server is given in Table 2. The type of re-
source for which the notification is performed is given in 
the first column. The Notification Extension column de-
scribes the contents of the Notification extension and the 
Influenced Element column the element of the CVRe-
quest that is used in the request. 
 
4.8.  The Notification Client 
 
The notification client is the entity inside a PKI which is 
responsible for notifying SCVP servers about the re-
sources of the PKI. One choice for being a notification 
client is the online part of the CA. Another choice is the 
components that administrate the certificates and revoca-

tions and are usually employed for updating an OCSP or 
an LDAP server. 

The CA issues a special certificate to the notification 
client. A notification client certificate is an X.509 cer-
tificate that has the extended key usage (see [9]) exten-
sion set. The value of this extension contains only one 
KeyPurposeId which is identified by the OID 
“1.3.6.1.4.1.8301.3.8.1.2”. The extension is marked 
critical. 

The notification client always sends signed requests to 
the SCVP server. The client can also check whether the 
SCVP server has accepted the information that was sent 
to it and has been successfully updated. This is very use-
ful when the notification messages are used by a CA to 
update the backend of its own SCVP server. In this case 
it includes certain certificates within the notification, 
namely in the queriedCerts element of the Query. Typi-
cal choices for certificates to include in the query for 
testing whether the server can build and verify a certifi-
cation path are valid certificates issued recently by the 
CA. Another choice is certificates that have been re-
voked. By asking for a validation of the latest revoked 
certificate the client can test whether the SCVP server 
has received the freshest CRL. To properly evaluate the 
result of the verification the client chooses proper values 
for the checks (see [1]) element of the Query. 
 

Table 2. Overview of notifications. 

Type of resource
Notification 
Extension 

Influenced Element 

Trust Anchors  empty trustAnchors  

Other Certificates empty intermediateCerts 

CRLs  empty crl  

Delta-CRLs  empty delta-crl  

CRL Repository 
CRLDistribu-

tionPoints 
none  

Delta-CRL 
Repository 

FreshestCRL none  

OCSP server  
Authority 

Information 
Access  

none  

Cross 
Certifications 

Authority 
Information 

Access  

intermediateCerts 
(opt.)  

General  
Repository 

Subject  
Information 

Access  
none  

 
4.9.  Implementation Guidelines for the Server 1This is a supported by the value of the URL. The URL of this exam-

ple allows a search of unlimited depth beneath this CA entry for all 
cross certificates in the directory. Other URLs may not be able to 
support this type of “dynamic” notification. 

 
We present a small catalogue of implementation guide 
lines for SCVP servers that need to be taken into account 
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for a proper and secure use of the notification requests. 
 The notification client must present a valid certifi-

cate that has a critical extended key usage extension 
which contains only the OID “1.3.6.1.4.1.8301.3.8.1.2”. 
 All notification requests (Notification extension pre-

sent) that contain a valid signature are accepted. The 
server may ignore notification requests in some cases, for 
example when it is overloaded. Notification requests that 
are neither signed nor have a valid signature are rejected. 
 Self-signed certificates provided in a notification 

request, may be considered trustworthy only if there is an 
out-of-band mechanism that ensures that these are indeed 
trusted. This depends on the PKI. All other certificates 
are verified. 
 Information retrieved by the server or provided by 

the notification client should be stored in a local reposi-
tory. A database or an LDAP directory can be used for 
this purpose. When a CVRequest reaches the server, this 
should try first to access its backend and if no informa-
tion is found or is not recent enough, then it should try to 
contact external resources.  
 Optionally the SCVP server can forward a notifica-

tion request to other SCVP servers. 
 
5.  Design and Implementation 
 
We have designed and implemented a prototype SCVP 
server and client as well as the proposed notification re-
quest. Some features like attribute certificates and 
delta-crls are not supported in the current implementa-
tion. 

The SCVP server is implemented as a Java servlet. 
The servlet container is Apache Tomcat 6.0. The 
backend of the server is the file system. That is all cer-
tificates and revocation lists that are used by the server to 
answer requests are stored on the hard disc. The server 
signs its responses with keys stored either in software in 
the PKCS#12 format or in hardware by using a smart 
card. The connection to the smart card is realised with 
the classes contained in javax.smartcardio package 
which are available since Java 6.0. The communication 
with the card reader and the smart card is done over 
PC/SC. 

The SCVP server operates for the first PKI of our 
example (Island 1 in Figure 1). The server starts opera-
tion without having any certificate or CRL stored in its 
backend at all. The backend is updated exclusively by 
notification requests. The test scenario is to notify the 
server about the trust anchor of the PKI and the other 
intermediate certificates. Afterwards the client sends a 
regular CVRequest about a certificate which has not 
been revoked. The server should be able to build and 

return a valid certification path. Then, this certificate is 
revoked, the CA issues a CRL, and the notification client 
informs the server about the new CRL by sending a noti-
fication request as described in our method. The ex-
pected answer is that the certificate is revoked. For con-
centrating only on the performance of the communica-
tion all certificates, CRLs, and requests are pre-produced 
and are just sent to the server. 

For testing the implementation and the efficiency of 
the notification method the client sends 1000 requests to 
the server. Half of them regard not revoked certificates 
while the other half revoked ones. When the server signs 
its requests using keys stored in software it takes ap-
proximately 57 ms to answer a request. That is to accept 
it, verify and process it, create and sign the response and 
finally send this back to the client. When keys (1024 bits 
RSA) stored in a smartcard are used the required time is 
about 480 ms. The server runs on an Intel Core Duo with 
1.6 GHz. 

The server starts operating without any certificates or 
CRLs stored in its backend. However, by using the noti-
fication method described in the paper it is possible to 
update its backend and enable it to produce useful and 
reasonable answers. In addition, when certificates are 
revoked the server is immediately notified about it and 
responds taking these revocations into account. More-
over, this server can be used by any PKI that wishes to 
add SCVP services without modifying the current PKI. 
Old certificates and CRLs need to be sent once in the 
beginning and newly produced ones need to be sent to 
the server as a notification request. Only a notification 
client should be implemented and customised according 
to the requirements of the PKI. 
 
6.  Conclusions 
 
In this paper we presented a simple method for notifying 
the SCVP servers about PKI resources. We showed the 
necessary steps that a CA and the SCVP server perform 
and the messages exchanged between them. This method 
can be used to notify general purpose SCVP servers as 
well as the own SCVP server of a CA. This method is 
very useful when an SCVP server may not be able to 
locate the resources of a PKI. For example the certifi-
cates are stored in a database in which the server does 
not have access. This is common when PKIs of different 
organisations are involved. Moreover, this method can be 
used for forwarding notification requests to other SCVP 
servers. We also provided a prototype implementation of 
an SCVP server and client as well as an implementation 
of the proposed method in Java. It was shown that the 
method is effective for notifying an SCVP server about 
certificates and revocation lists.  



J. BUCHMANN  ET  AL. 
 

Copyright © 2009 SciRes.                                          Int. J. Communications, Network and System Sciences 

384 

7.  References 
 
[1] T. Freeman, R. Housley, A. Malpani, D. Cooper, and W. 

Polk, “Server-based certificate validation protocol 
(SCVP),” IETF Request for Comments, Vol. 5055, De-
cember 2007. 

[2] R. Housley, W. Polk, W. Ford, and D. Solo, “Internet 
X.509 public key infrastructure certificate and certificate 
revocation list (CRL) profile,” IETF Request for Com-
ments, Vol. 3280, April 2002. 

[3] M. Cooper, Y. Dzambasow, P. Hesse, S. Joseph, and R. 
Nicholas, “Internet X.509 public key infrastructure: Cer-
tification path building,” IETF Request for Comments, 
Vol. 4158, September 2005. 

[4] S. Farrell and R. Housley, “An internet attribute certifi-
cate profile for authorization,” IETF Request for Com-
ments, Vol. 3281, April 2002. 

[5] M. Myers, R. Ankney, A. Malpani, S. Galperin, and C. 
Adams, “X.509 internet public key infrastructure online 
certificate status protocol–OCSP,” IETF Request for 
Comments, Vol. 2560, June 1999. 

[6] D. Pinkas and R. Housley, “Delegated path validation and 
delegated path discovery protocol requirements,” IETF 
Request for Comments, Vol. 3379, September 2002. 

[7] R. Housley, “Cryptographic message syntax (CMS),”  

IETF Request for Comments, Vol. 3852, July 2004. 

[8] “Recommendation X.500 ITU-T information technology 
– open systems interconnection – the directory: Overview 
of concepts, models and services,” August 2005. 

[9] J. Sermersheim, “Lightweight directory access protocol 
(LDAP): The protocol,” IETF Request for Comments, 
Vol. 4511, June 2006. 

[10] S. Josefsson, “Storing certificates in the domain name 
system (DNS),” IETF Request for Comments, Vol. 4398, 
March 2006. 

[11] D. W. Chadwick and S. Anthony, “Using WebDAV for 
improved certificate revocation and publication,” In Pro-
ceedings of Public Key Infrastructure: 4th European PKI 
Workshop: Theory and Practice, EuroPKI, Lecture Notes 
in Computer Science, Vol. 4582, pp. 265–279, June 2007. 

[12] R. Housley and P. Hoffman, “Internet X.509 public key 
infrastructure operational protocols: FTP and HTTP,” 
IETF Request for Comments, Vol. 2585, May 1999. 

[13] P. Gutmann and A. Reliable, “Scalable general-purpose 
certificate store,” In Proceedings of the 16th Annual 
Computer Security Applications Conference (AC-
SAC’00), pp. 278–287, December 2000. 

[14] P. Gutmann, “Internet X.509 public key infrastructure 
operational protocols: Certificate store access via HTTP,” 
IETF Request for Comments, Vol. 4387, February 2006. 

 

 



Int. J. Communications, Network and System Sciences, 2009, 5, 385-391 
doi:10.4236/ijcns.2009.25043 Published Online August 2009 (http://www.SciRP.org/journal/ijcns/). 
 
 

Copyright © 2009 SciRes.                                          Int. J. Communications, Network and System Sciences 

Research on Financial Distress Prediction with Adaptive 
Genetic Fuzzy Neural Networks on Listed  

Corporations of China 
 
 

Zhibin XIONG 
School of Mathematical Sciences, South China Normal University, Guangzhou, China 

Email: zxiong3@gmail.com 
Received March 27, 2009; revised May 10, 2009; accepted June 28, 2009 

 
 
ABSTRACT 
 
To design a multi-population adaptive genetic BP algorithm, crossover probability and mutation probability 
are self-adjusted according to the standard deviation of population fitness in this paper. Then a hybrid model 
combining Fuzzy Neural Network and multi-population adaptive genetic BP algorithm—Adaptive Genetic 
Fuzzy Neural Network (AGFNN) is proposed to overcome Neural Network’s drawbacks. Furthermore, the 
new model has been applied to financial distress prediction and the effectiveness of the proposed model is 
performed on the data collected from a set of Chinese listed corporations using cross validation approach. A 
comparative result indicates that the performance of AGFNN model is much better than the ones of other 
neural network models. 
 
Keywords: Multi-Population Adaptive Genetic BP Algorithm, Fuzzy Neural Network, Cross Validation,  

Financial Distress 

 

1.  Introduction 
 
In recent years, neural networks (NNs), especially 
back-propagation NNs (BPNN), are developed and ap-
plied quickly to financial distress prediction because of 
their excellent performances of treating non-linear data 
with learning capability [1-2]. However, the shortcom-
ing of neural networks is also significant due to a “black 
box” syndrome and the difficulty in dealing with qualita-
tive information, which limited its applications in prac-
tice [3]. Besides, the common NNs also suffer from rela-
tively slow convergence speed and occasionally involve 
in a local optimal solution. 

On the other hand, fuzzy logic as a rule-based devel-
opment in artificial intelligence can not only tolerate 
imprecise information, but also make a framework of 
approximate reasoning. Thus, a number of fuzzy neural 
networks have been developed to overcome the “black 
box” syndrome [4-5]. By the same token, genetic algo-
rithm as an effective non-linear modeling system in arti-
ficial intelligence not only searches optima speedily but 

also searches optima globally [6-9]. Therefore, it is pos-
sible that combining neural networks with fuzzy logic 
and genetic algorithm could merge their advantages and 
meanwhile overcome the disadvantages mentioned 
above. 

In this study, a new genetic algorithm combined with 
neural network, named as Adaptive Genetic Fuzzy Neu-
ral Network (AGFNN), is presented to predict financial 
distress on the data collected from a set of Chinese listed 
corporations, and the results indicate that the perform-
ance of AGFNN model is much better than the ones of 
other NN models. 

The rest of this paper is organized as follows. Section 
2 introduces the structure of the AGFNN model and as-
sociated algorithm. Section 3 describes the data source 
and methodology. In Section 4, the proposed model is 
predicted financial distress using the data from Chinese 
listed corporations, and its performances are compared 
with the other NN models. Finally, some concluding 
remarks are drawn from Section 5. 
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2.  Architecture of AGFNN and Its Algorithm 
 
2.1.  Architecture of AGFNN 
 
In this study, the proposed AGFNN model is based on 
the fuzzy neural networks [6]. A fuzzy neural network 
consists of a set of fuzzy if-then rules that describe the 
input-output mapping relationship of the network. The 
antecedents of fuzzy rules partition the input space into a 
number of linguistic term sets while the consequent con-
stituent can be chosen as a fuzzy membership function 
(Mamdani model), a singleton value, or a function of a 
linear combination of input variables (TSK model). 

For simplicity, the singleton consequent of fuzzy rules 
is adopted in this paper. The fuzzy rule with singleton 
consequent can be given in the following form: 

Rule k: if x1 is A and x2 is A … and xn is A , then k1 k2 nk

kby                       (1) 

where i is the input variable, y is the output variable, 
A ik is the linguistic term of the precondition part, k is 
the constant consequent part, and n is the number of in-
put variables. 

x
b

The structure of a fuzzy neural network is shown in 
Figure 1, where n and m are the number of input vari-
ables and the number of fuzzy sets respectively. It is a 

four layer network structure. We use , ，)(l
iI )(l

iO 4,3,2,1l  

denote the input and output of the ith node in layer L re-
spectively. The functions of the nodes in each layer are 
described as follows: 

Layer 1: The number of nodes is n in this layer. The 
nodes only transmit input values to layer 2: 

niIOxI iiii ,...,2,1,, )1()1()1(  ；          (2) 

Layer 2: Nodes in this layer correspond to one lin-
guistic label of the input variables in layer 1; that is, the 
membership value specifying the degree to which an 
input value belongs to a fuzzy set is calculated in this layer. 
 

 

Figure 1. Structure of AGFNN. 

The input and output in this layer are formulated as fol-
lows: 
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where is fuzzy membership function, 

and

)( iij x

ijijm  are, respectively, the center and the width of 

the Gaussian membership function . ij

Layer 3: There are m nodes in this layer. The output 
of each node in this layer is determined by the fuzzy 
AND operation. Here, the product operation is utilized to 
determine the firing strength of each rule. The input and 
output in this layer are formulated as follows: 

nimj

IOOI jjijijj

,...,2,1,,...,2,1

,  , )3()3()2()3(



 
       (4) 

Layer 4: The single node in this layer computes the 
overall output as the sum of all incoming signals. The 
input and output in this layer are formulated as follows: 

)4()4(

1

)3()4(   , IOOwI
n

j
jj  



          (5) 

where the is the weight associated the j-th node in 

layer 3 with the single node in layer 4 (output layer). 
jw

 
2.2.  Algorithm of AGFNN 
 
In this study, a modified algorithm, multi-population 
adaptive genetic BP algorithm (MAGBPA), is proposed 
to optimize the parameters of this model included the 
weight, the center and the width of the membership func-
tion. In order to improve the performance of evolutionary 
algorithm, First, this paper employs a multi-population 
genetic algorithm where a large population is divided 
into smaller subpopulations and subpopulations cooper-
ate and compete with each other. Secondly, a adaptive 
genetic algorithm where crossover probability pc and 
mutation probability pm are self-adjusted according to 
the standard deviation of population fitness. pc and pm 
are defined as follows: 
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where and are the minimum and maximum 1cp 2cp

value of crossover probability set in advance respectively. 
and are the maximum and minimum value of 

mutation probability set in advance respectively. 
and are the maximum and minimum value of 

standard deviation of population fitness set in advance 
respectively. 

1mp

max

2mp

min

 is value of standard deviation of cur-
rently population fitness. 

However, while GA is very effective at global search 
can quickly isolate global minimum, it may be inefficient 
at actually finding that minimum. Therefore, back- 
propagation (BP) operator is introduced into GA. That is, 
BP is used for the fine-tuned search when the GA is used 
to isolate the global minimum. The detailed procedure of 
algorithm consists of the following steps: 

Step 1: Let t = 0 and randomly produce an initial 
population P(t) which divided into N (N > 1) subpopula-
tion averagely. In this study, the size of population is 
selected from 30-100. 

Step 2: Use real numbers to code values of the 
model’s parameters. The values of w are limited in the 
interval of [-100, 100]. The values of m and the values of 
σ are limited in the interval of [-2, 2] and interval of (0, 2] 
respectively. The initial parameter values are given ran-
domly in terns of distribution of . ||re

Step 3: Calculate the value of fitness for each indi-
vidual of each subpopulation. We use the reciprocal of 
SSE as the function of evaluation, that is:  f = 
1/

j j
.at same time, calculate 0 (the value of stan-

dard deviation of initial population fitness) and we can 
regard as the initial values of and . 

 E2





0 max min

Step 4: Execute Step 5 and Step 6 in each subpopula-
tion independently. 



Step 5: In each subpopulation, genetic operators are 
executed. Roulette-wheel is used in the selection and 
adaptive strategies are used in crossover and mutation. 
The selection of each individual depends on the prob-
ability that is proportional to its degree of fitness. 
Self-adjusted crossover probability pc and a seif-adjusted 
mutation probability pm are used in this study according 
to the Equation (6) and the Equation (7). 

Step 6: A number of individuals are distributed among 
subpopulations by means of migration operator after the 
subpopulations evolve independently for a certain num-
ber of generations (isolation time). A fixed migration rate 
pmr is employed, and the selection of individuals for mi-
gration is based on the value of fitness. The migration of 
topology is neighborhood topology that migration is 
made only between nearest neighbors. These exchanged 
individuals participate in the evolution process and pro-
duce new subpopulations. 

Step 7: Calculate the value of  when the new popu-
lation is produced. If  > , then =max max  ; if 

 < , then =min min  . 

Step 8: Once the new subpopulations are produced, 
use BP algorithm to make each individual learn from the 
data sample. Update the parameter values by using the 
follow formulas: 
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Step 9: Check the termination criterion. In this study, 
we use two measures that the mean squared error (MSE) 
and the maximal evolution generations. That is, if the 
MSE< ε or the number of maximal evolution generations 
is M, where ε and M are values set in advance, then stop 
algorithm, otherwise let t = t+1 and go to Step 3 until 
termination criterion is reached. 

The diagram of multi-population adaptive genetic BP 
algorithm is shown in Figure 2. 
 
3.  Data Source and Pretreatment 
 
The data of samples used in this study are selected from 
the listed corporations of China. Those sample co- rpora-
tions can be divided into two categories: ST (special 
treatment) corporations and the normal corporations. The 
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main reason that listed corporations become ST corpora-
tions is due to the bad financial status. So, the ST corpo-
rations denote the corporations in financial distress and 

the normal corporations denote the corporations in finan-
ial non-distress in this study. c 

 

Figure 2. Diagram of multi-population adaptive genetic BP algorithm. 

 
Jain and Nag (1997) observed that classification accu-

racy based on balanced samples represent a poor metric 
for assessing the effectiveness of NNs in predicting fi-
nancial distress and bankruptcy. Because the proportion 
of financial failures among publicly traded entities is 

very small, it is mathematically possible for a model to 
have a predictive accuracy that exceeds 50% (better than 
a decision rule based on a fair coin test) and still perform 
very poorly when faced with real-world data. So they 
suggested that NN models should be validated with an 
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unbalanced sample that includes a realistically small 
proportion of failed companies [10]. According to this 
suggestion, this paper selects 188 observations which 
include 47 ST and 141 normal corporations from 2004 to 

 

Table 1. Number of selected corporations. 

ST Periods 2004 2005 Sum 
ST-corp 26 21 47 

Normal-corp 78 63 141 
Total：     188 

 
2005. The detail of the number of selected corporations 
is shown in Table 1. 

The data set is divided into two subsets: one is a train-
ing sample set with 120 corporations including 30 ST 
corporations and 90 normal corporations, used to design 
the common NNs model and the GFNN model; another 
is a test sample set with 68 corporations including 17 ST 
and 51 normal corporations to test the performance of 
models. 

In this study, 10 financial variables are selected in this 
data according to the prior studies [4-5], which include: 
net profit to total assets (X1), ratio of main business 
profit (X2), return on equity (X3), total liabilities to total 
assets (X4), quick ratio (X5), interest coverage ratio (X6), 
working cash to total liability (X7), turnover of total as-
sets (X8), turnover of accounts receivable (X9) and 
growth ratio of main business income (X10). 

Function 1
)min(max

)min(2






xx

xX
Y  is used to treat input 

data, where X is input matrix, max x and min x, respec-
tively, denote the maximum element and minimum ele-
ment of matrix X. So, the number of input layer nodes is 
10. The value of parameter m is set to 3. The number of 
layer 2 nodes and the number of layer 3 nodes are 30 and 
3 respectively. The output variable is a single variable y, 
that is, output layer has one node. y = 1 denotes the cor-
poration is in distress, y = 0 denotes the corporation is 
normal in this study. The actual structure of AGFNN is a 
10-30-3-1 network model. 
 
4.  Empirical Results 
 
In order to minimize the possible bias associated with the 
random sampling of the training and testing samples, 
researchers tend to use n-fold cross-validation scheme in 
evaluating the classification capability of the built model. 
In n-fold cross-validation, the entire dataset is randomly 
split into n mutually exclusively subsets (also called 
folds) of approximately equal size with respect to the 
ratios of different populations. The classification model 
will then be trained and tested n times. Each time the 
model is built using (n-1) folds as the training sample 
and the remaining single fold is retained for testing. The 

parameters while the retained holdout sample is used to 
test the generalization capability of the built model. The 
overall classification accuracy of the built model is then 
just the simple average of the n individual accuracy 
measures [11]. As cross-validation is the preferred pro-
cedure in testing the out-of-sample classification capabil-
ity when the dataset size is small and the size of bad 
credit corporations is only 47, the four-fold cross-vali-
dation will be adopted in this study. Therefore there are 
47 corporations in each fold of the dataset. 

In this study, suppose that the populatio

training sample is used to estimate the credit risk model’s 

n size is 80, 
the number of subpopulations is 4, initial crossover 
probability is 0.75, initial mutation probability is 0.025, 

1cp and 2cp are set 0.7 and 0.9 respectively; 1mp and 

2 are set 0.05 and 0.001 respectively; migration rate is 

isolation time is 20 generations, the number of 
learning with BP algorithm in each generation is 5 times 
and the learning rate

mp

0.4, 

 is 0.06. 

Termination criteri n of samo ple learning as follows: 
(1) 001.0 or (2) the maximum number of genetic 

ge tions = 2
population adaptive genetic BP al-

go

rks credit risk models were built and the 
cl

meanwhile, two models, a BPNN model (em-
pl

ults of AGFNN. 

nera 000. 
The built-in multi-
rithm based fuzzy neural networks program attached 

in the toolbox of MATLAB is used for data processing in 
this study. 

Four netwo
assification results of the corresponding testing sam-

ples were summarized in Table 2. From the results in 
Table 2, we can observe that the average correct classi-
fication rates for the four folds are 93.62, 89.36, 91.49 
and 93.62%, respectively, with the mean equals to 
92.02%. 

In the 
oy BP algorithm) and a classic model-ANFIS (adaptive 

network-based fuzzy inference system) model, are de-
signed for comparison in this study*. 

Table 2. Cross-validation testing res

Financial distress prediction results 
Folder 

(1-
rect number 1) (2-2) 

Average cor
classification rate

1 
94.29% 

 
91.67%  

（ （  （33/35） 11/12） 
93.62% 
44/47）

2 
（ （  （  

3 
（ （  （  

4 
（ （  （  

Mean 
（ （  （  

91.43% 
32/35）

83.33% 
10/12）

89.36% 
42/47）

94.29% 
33/35）

83.33% 
10/12）

91.49% 
43/47）

94.44% 
34/36）

90.91% 
10/11）

93.62% 
44/47）

93.62% 
132/141）

87.23% 
41/47）

92.02% 
173/188）

Her las is orpor cial 
no

e a C s 1 corporation  defined as a c ation with finan
n-distress while a Class 2 corporation is the one with financial dis-

tress. 

*See the Literature 12 and 13 for a more detailed design of the BPNN 
and ANFIS models..
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PNN. Table 3. Cross-validation testing results of B

Financial distress prediction results 
Folder 

(1-1) (2-2) 
rrect number Average co

classification rate

1 
77.14% 

（  （ （27/35）
75%  
9/12） 

76.6%  
36/47） 

2 
（  （  

3 
（  （

4 
（  （  

Mean 
（ （  （   

82.86% 
29/35）

66.67%  
（8/12） 

78.72% 
37/47）

80%  
28/35）

66.67%  
（8/12） 

76.6%  
36/47） 

80.56%
29/36）

80.14%  

72.73% 
（8/11） 

78.72% 
37/47）

113/141）  
70.21% 
33/47）

77.66% 
146/188）

 
Table 4. Cross-validation testing results of ANFIS. 

Financial distress prediction results 
Folder 

(1-1) (2-2) 
rrect number Average co

classification rate

1 
82.86% 

（  
83.33%  

（ （29/35） 10/12） 
82.98%  
39/47） 

2 
（  （ （  

3 
（ （ （

4 
（  （ （  

Mean 
（  （  （  

88.57% 
31/35）

75%  
9/12） 

85.11% 
40/47）

85.71%  
30/35） 

75%  
9/12） 

82.98%  
39/47） 

86.11% 
31/36）

81.82% 
9/11） 

85.11% 
40/47）

85.82% 
121/141）

78.72% 
37/47）

84.04% 
158/188）

 
Table 5. Summarized testing results of the three  

F ction results 

constructed models 

inancial distress predi
Credit 

(1-1) (2-2) 
ect model Average corr

classification rate

BPNN 
80.14%  

（

70.21% 
（  （   113/141）  33/47）

77.66% 
146/188）

ANFIS 
（ ） （  （  

AGFNN 
（ （  （   

85.82%
121/141

95.04%  

78.72%
37/47）

82.98% 

84.04% 
158/188）

134/141）  39/47）
92.02% 
173/188）

The testin t BP  
be summarized in Table 3. From the results in Table 3, 
we can conclude that the average correct classification 

rat

els. Table 
5 

d method for the financial dis-
een proposed. This method, namely 

ybrid model, combines fuzzy neural network and 

e National Science Founda-
0371029. 

g results of the four buil NN models can

es for the four folds are 76.6, 78.72, 76.6 and 78.72%, 
respectively, with the mean equals to 77.66%. Similarly, 
the prediction results of the four built ANFIS models are 
summarized in Table 4. From the results in Table 4, we 
can conclude that the average correct classification rates 
for the four folds are 82.98, 85.11, 82.98 and 85.11%, 
respectively, with the mean equals to 84.04%. 

In order to evaluate the effectiveness of the proposed 
AGFNN model, the classification results are also com-
pared with those using BPNN and ANFIS mod

summarizes the average classifications results of 
BPNN, ANFIS and AGFNN models. As shown on the 
Table 5, AGFNN model outperforms BPNN and ANFIS 
models whether on identifying financial normal corpora-
tions or identifying financial distress corporations. More- 
over, we can see that the average correct classification 
rate of BPNN and ANFIS models are 77.66% and 
84.04% respectively, while the average correct classifi-
cation rate of AGFNN model is 92.02% on Table 5. So, 
it can be conclude that the AGFNN model has the best 
financial distress prediction capability in terms of the 
correct classification rate from Table 5. 
 
5.  Conclusions 
 
In this paper, an improve
tress prediction has b
h
multi-population adaptive genetic back-propagation al-
gorithm, named as Adaptive Genetic Fuzzy Neural Net-
work (AGFNN). In this model, a modified learning algo-
rithm, multi-population adaptive genetic BP algorithm 
(MAGBPA), is proposed to adjust the parameters for the 
desired outputs. In the MAGBPA method, multi- popula-
tion adaptive genetic algorithm is used to obtain a rough 
solution quickly and avoid local optimal solution, and 
then BP algorithm is used to fine-tune the results. In the 
end of this study, we investigate the performances of the 
BPNN model, ANFIS model and AGFNN model on fi-
nancial distress prediction using the cross-validation ap-
proach, based on a set of financial data selected from 
China listed corporations from 2004 to 2005. The em-
pirical results are shown on a series of tables (from Table 
2 to Table 5). The results indicate that the performance 
of AGFNN is much better than the BPNN and ANFIS 
models and show that the proposed AGFNN model is 
promising in financial distress prediction. 
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ABSTRACT 
 
The performance of a Mobile Ad hoc Network (MANET) is closely related to the capability of the imple-
mented routing protocol to adapt itself to unpredictable changes of topology network and link status. The 
Optimized Link State Routing (OLSR) protocol is a one key of the proactive routing protocols for MANETs. 
It is based on the multi-point relays (MPRs) technique to reach all nodes in the network with a limited num-
ber of broadcasts. In this paper, we propose new versions of the original OLSR protocol based on a new mo-
bility parameter, in the goal to enhance and adapt it in the presence of the mobility. For this objective we de-
fine new three criterions for MPRs selection. The first criteria take for selection, just the mobility of nodes at 
one-hop. The two others criterions are based on both mobility of nodes at one-hop and two-hops. 
 
Keywords: Ad Hoc Networks, OLSR Protocol, Multipoint Relays, Node Mobility Degree,  

Mobility Quantification 

 

1.  Introduction 
 
A Mobile Ad hoc Network (MANET) is a collection of 
mobile nodes (MNs) that cooperatively communicate 
with each other without any pre-established infrastruc-
tures such as a centralized access point. These nodes may 
be computers or Devices such as laptops, PDAs, mobile 
phones, pocket pc with wireless connectivity are com-
monly used. Due to the fact that MNs change their 
physical location by moving around, the network topol-
ogy may change unpredictably. This causes changes of 
link status between each MN and its neighboring. Thus, 
MNs which join and/or leave the communication range of 
MN in the network will surely change its relationship 
with its neighbors by detection of a new link breakages 
and/or link additions. In the same way, the change of the 
all routes printed by this MN is also based on the rela-
tionship. This change of routes is made with an overhead 
traffic in the process of maintenance routes assured by 
the implemented routing protocol in a MANET. For re-
sume, the performance of a MANET is closely related to 
the capability of the routing protocols to adapt them-
selves to unpredictable changes of topology network and 
link status [23,24]. 

One of the most important aspects of the communica-
tion process is the design of routing protocols used to 
establish and maintain multi-hop routes to allow data 
communication between nodes. Several researches have 
been done in this area, and many multi-hop routing pro-
tocols have been developed. The Optimized Link State 
Routing (OLSR) protocol [1,2], Dynamic Source Rout-
ing protocol (DSR) [5], Ad Hoc on Demand Distance 
Vector protocol [6], Temporally Ordered Routing Proto-
col (TORA) [12], and others protocols that establish and 
maintain routes on a best-effort basis. There are three 
main categories of MANET routing protocols: Proactive 
(table-driven), Reactive (on-demand) and Hybrid. Proac-
tive protocols build their routing tables continuously by 
broadcasting periodic routing updates through the net-
work; reactive protocols build their routing tables on 
demand and have no prior knowledge of the route they 
will take to get to a particular node. Hybrid protocols 
create reactive routing zones interconnected by proactive 
routing links and usually adapt their routing strategy to 
the amount of mobility in the network. 

In this paper, we present a new quantitative measure 
of node mobility reflecting the mobility degree at each 
node in the MANET. This node mobility degree is re-
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lated to the link status change in the vicinity of the 
communication range. Therefore, based on this mobility 
quantification at each MN in the MANET, we have pro-
posed three versions of the original OLSR protocol to 
enhance and adapt it in the presence of high mobility, i.e. 
high topology and link status changes. 

The rest of this paper is organized as follows. Section 
2 gives an overview of the original OLSR protocol. Sec-
tion 3, presents our proposed node mobility degree. Sec-
tion 4 presents performance metrics for evaluating per-
formance of routing protocols. In Section 5, simulations 
and results are given. The last section concludes and 
presents some future works. 
 
2.  Optimized Link State Routing Protocol 
 
2.1.  Overview 
 
The optimized link state routing (OLSR) protocol [1] is a 
proactive routing protocol that employs an efficient link 
state packet forwarding mechanism called multipoint 
relaying. This protocol optimizes the pure link state 
routing protocol. Optimizations are done in two ways: by 
reducing the size of the control packets and by reducing 
the number of links that are used for forwarding the link 
state packets. The reduction in the size of link state pack-
ets is made by declaring only a subset of the links in the 
link state updates. These subsets of links or neighbors 
that are designated for link state updates and are assigned 
the responsibility of packet forwarding are called multi-
point relays. The optimization by the use of multipoint 
relaying facilitates periodic link state updates. The link 
state update mechanism does not generate any other con-
trol packet when a link breaks or when a link is newly 
added. The link state update optimization achieves 
higher efficiency when operating in highly dense net-
works. The Figure 1(a) shows the number of message 
transmissions required when the typical flooding-based 
approach is employed. In this case, the number of mes-
sage transmissions is approximately equal to the number 
of nodes that constitute the network. The set consisting 
of nodes that are multipoint relays is referred to as 
MPRset. Each given node in the network selects an 
MPRset that processes and forwards every link state 
packet that this node originates (see Figure 1(b)). The 
neighbor nodes that do not belong to the MPRset process 
the link state packets originated by node P but do not 
forward them. Similarly, each node maintains a subset of 
neighbors called MPR selectors, which is nothing but the 
set of neighbors that have selected the node as a multi-
point relay. A node forwards packets that are received 
from nodes belonging to its MPRSelector set. The mem-
bers of both MPRset and MPRSelectors keep changing 
over time. The members of the MPRset of a node are 

selected in such a manner that every node in the node’s 
two-hop neighborhood has a bidirectional link with the 
node. 

 

Figure 1. Example of MPRs selection in OLSR protocol. 
 
The selection of nodes that constitute the MPRset sig-
nificantly affects the performance of OLSR because a 
node calculates routes to all destinations only through the 
members of its MPRset. Every node periodically broad-
casts its MPRSelector set to nodes in its immediate 
neighborhood. In order to decide on the membership of 
the nodes in the MPRset, a node periodically sends Hello 
messages that contain the list of neighbors with which 
the node has bidirectional links and the list of neighbors 
whose transmissions were received in the recent past but 
with whom bidirectional links have not yet been con-
firmed. The nodes that receive this Hello packet update 
their own two-hop topology tables. The selection of mul-
tipoint relays is also indicated in the Hello packet. A data 
structure called neighbor table is used to store the list of 
neighbors, the two-hop neighbors, and the status of 
neighbor nodes. The neighbor nodes can be in one of the 
three possible link status states, that is, unidirectional, 
bidirectional, and multipoint relay. In order to remove 
the stale entries from the neighbor table, every entry has 
an associated timeout value, which, when expired, re-
moves the table entry. Similarly a sequence number is 
attached with the MPRset which gets incremented with 
every new MPRset. 

The MPRset need not be optimal, and during initiali-
zation of the network it may be same as the neighbor set. 
The smaller the number of nodes in the MPRset, the 
higher the efficiency of protocol compared to link state 
routing. Every node periodically originates topology 
control (TC) packets that contain topology information 
with which the routing table is updated. These TC pack-
ets contain the MPRSelector set of every node and are 
flooded throughout the network using the multipoint re-
laying mechanism. Every node in the network receives 
several such TC packets from different nodes, and by 
using the information contained in the TC packets, the 
topology table is built. A TC message may be originated 
by a node earlier than its regular period if there is a 
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change in the MPRSelector set after the previous trans-
mission and a minimal time has elapsed after that. An 
entry in the topology table contains a destination node 
which is the MPRSelector and a last-hop node to that 
destination, which is the node that originates the TC 
packet. Hence, the routing table maintains routes for all 
other nodes in the network. 
 
2.2.  MPR Selection Algorithm 
 
The computation of the MPR set with minimal size is a 
NP-complet problem [16]. For this end, the standard 
MPR selection algorithm currently used in the OLSR 
protocol implementations is as follows:  

For a node x, let N(x) be the neighborhood of x. N(x) is 
the set of nodes which are in the range of x and share 
with x a bidirectional link. We denote by N2(x) the 
two-neighborhood of x, i.e, the set of nodes which are 
neighbors of at least one node of N(x) but that do not 
belong to N(x) (see Figure 2).   

Based on the above notations, the standard algorithm 
for MPR selection is defined as follows:  

1)   2 ( )U N x
2)  ( )MPR x 

3)  : ! ( ) : (while v v U w N x v N w do    
a)  ( )U U N w 
b) ( ) ( ) { }MPR x MPR x w   

4)  ( )while U do 

a)  ( ) : ( )choose w N x such as CRITERIA w 
' '( ) max( : ( ))N w U w U w N x     

b)  ( )U U N w 
c) ( ) ( ) { }MPR x MPR x w   

5)  ( )return MPR x

 
3.  Proposed Node Mobility Degree 
 
Each node in a mobile ad-hoc network can be found in 
four states with its neighbor nodes: the node moves and 
its neighbors are static, the node is static and its 
neighbors move, the node and its neighbors move, the 

 

 

Figure 2. Example of MRRset calculation. 

node and its neighbors are static. Consequently, these 
four possible states result in a change of the link status of 
the node with its neighbors. So, as the nodes move in the 
mobile ad-hoc network, the link status changes in time.  

Based on this observation, we define a mobility meas-
ure representing the degree of node mobility in the net-
work. This mobility measure has no unit and don’t de-
pend upon simulation artifacts such as mobility model 
parameters or movement patterns. Moreover its evalua-
tion is done at discrete time intervals. 

We define the mobility degree of a mobile node i at a 
time t by the following formula: 

1i
NodesOut( t ) NodesIn( t )

M ( t ) ( )
Nodes( t t ) Nodes( t )

    
 

    (1) 

where: 
NodesIn( t ) : The number of nodes that joined the 

communication range of  during the intervali  t t ,t  . 

NodesOut( t ) : The number of nodes that left the 

communication range of during the intervali  t t ,t  . 

Nodes( t ) : The number of nodes in the communica-

tion range of  at time t. i
 : The mobility coefficient between 0 and 1 defined 

in advance.  
This node mobility degree is quantified locally and 

independently of the localization of a given node in the 
network. We represent this local and relative quantifica-
tion by the change of the neighbors of each node. The 
node mobility degree at a given time t for node  in the 
mobile ad-hoc network is defined as the change in its 
neighbors compared to the previous (state) at time t t

i

 . 
Thus, mobile nodes that join and/or leave the neighbors 
of node  will surely have an impact on the evaluation 
of its mobility degree. Moreover, we have chosen the 
mobility coefficient

i

  between 0 and 1in order to have 
the node mobility degree at interval [0,1]. 

For illustration, let us take an example when node   
is on the state shown in (Figure 3(a)) with 10 neighbors, 
and during interval

i

t , its neighbors will undergo the 
state changes shown in (Figure 3(b)): four nodes (with 
blue color) will leave the communication range, and two 
nodes (with red color) will join it. Consequently the node 
will be after t (at time t) in the state (Figure 3(c)) with 
six changes. At the end of each time interval, the node 
will be able to make an evaluation of the change of its 
neighbors represented by this relative mobility, which is 
in our example equal to 13/40=32.5% (with 1 2/  ). 

Each node in the mobile ad-hoc network can make an 
autonomous and automatic evaluation of its mobility at 
regular time intervals (this evaluation can be periodically 
done while exchanging the Hello messages). Mor- eover 
the calculation and recalculation of the node mobility is 
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Figure 3. Node mobility degree quantification. 
 
fast, and does not require enough consumption of re-
sources (CPU and memory). 
 
4.  Our Improvement 
 
Mobility is a crucial problem in MANETs, and until now, 
the majority of routing protocols have shown some 
weaknesses to face a high mobility in some parts of the 
network. Our objective consists in positively using the 
mobility, in order to adapt and improve the performance 
of the OLSR protocol. 
 
4.1.  Link Mobility Estimation 
 
Some OLSR experiments [4,13] show that links must be 
more stable and less mobile to avoid fragile connections 
which involves data loss and frequent route changes. The 
OLSR protocol maintains constantly the shortest paths to 
reach all possible destinations in the network. So, it is 
more judicious to estimate the quality of links before 
adding them in the topological information that serves to 
calculate the best routes. The quality of a link can be 
estimated based on the power of the received signal. This 
information is provided by some wireless cards. If this 
information is not available, OLSR protocol estimates 
the link quality based on the number of control messages 
lost. A link failure can be detected using the timer expiry 
or by the link layer that informs upper layers of the fail-
ure with a neighbor node after reaching the maximal 
number of retries. 

With an aim to estimate the quality of links in terms of 
mobility, we define the mobility of a link L between two 
nodes A and B as the average mobility of the involved 
nodes (see Figure 4), as showed in following equation: 

 ( , )

( ) ( )

2
A B

L A B

M t M t
M

 
 

            (2) 

 

Figure 4. The link mobility of the link L(A,B) is (40%+ 
50%)/2=45%. 

This evaluation of the link mobility alone is not sig-
nificant because we can have a normal value of the link 
mobility with a high mobility value of one of the in-
volved nodes. The dependence between the mobility of 
nodes composing a link (in the network core) at the time 
t can be seen as mobility dependence of link L(A,B) as 
follows: 

( , ) ( ) | ( ) ( ) |L A B A BP t M t M t           (3) 

Therefore, a reliable symmetric link in terms of mobil-
ity can be seen as a link satisfying the two following 
conditions: 

1) The average mobility of the link L(i,j) is lower than 
a threshold THRESHOLD_Link which depends on the 
characteristics of the wireless network (network density, 
network mobility, network scalability, network dimen-
sion, ...): 

( , ) ( ) THRESHOLD_LinkL i jM t         (4) 

2) The mobility dependence of link L(i,j) is near to 
zero : 

( , ) ( ) 0L i jP t            (5) 

The choice of such a link satisfying these two condi-
tions ensures the link to have a low mobility, with a 
strong dependence between the involved nodes. 
 
4.2.  Proposed Mobility Criterions 
 
In this section, we propose three new criterions for the 
operation of MPRs selection. The first criteria is direct 
because it selects as MPRs set, neighbor nodes with less 
mobility (Figure 5 (a)). Precisely the node selected as 
MPR node is a node where its mobility is the smallest 
(Equation 6). The two other criterions are based on the 
estimation of links quality between neighbors at one-hop 
and the neighbors at two-hop (Figure 5 (b)). The quality 
of the link in terms of mobility is given by the two con-
ditions cited in the previous sub-section. So, the new 
selection of the MPR set is a compromise between the 
number of links towards the nodes at two-hops and its 
reliability in terms of mobility. The selection of a 

 

 
Figure 5. Criterions evaluation. 
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neighbor as a MPR node can be viewed as an operation 
of maximization of the selection criteria. The second 
criteria suggested is based on sum (Equation (7)) and the 
third is based on the product (Equation (8)). The princi-
pal advantage of these three criterions is the facility on 
calculation and doesn’t require enough of resources in 
memory and CPU. Indeed, their evaluation is based on 
data base of neighbor nodes at one-hop and two-hop used 
by the OLSR protocol. 

( )
( ) min ( )ww N x

DIR CRITERIA w M t


      (6) 

( , )1
( )

( ) 1

N

L w ii
M t

SUM CRITERIA w
N


        (7) 

( , )
1

( ) 1 ( )
N

L w i
i

PRD CRITERIA w M t



        (8) 

 
5.  Metrics of Performance 
 
In this paper we have considered the most important 
metrics for analyzing and evaluating performance of 
MANET routing protocols during simulation. These con- 
sidered metrics are: 

Normalized Routing Overhead (NRL): It represents the 
ratio of the control packets number propagated by every 
node in the network to the data packets number received 
by the destination nodes. This metric reflect the effi-
ciency of the implemented routing protocols in the net-
work. 

Packet Delivery Fraction (PDF): This is a total num-
ber of delivered data packets divided by total number of 
data packets transmitted by all nodes. This performance 
metric will give us an idea of how well the protocol is 
performing in terms of packet delivery by using different 
traffic models. 

Average End-to-End delay (Avg-End-to-End): This is 
the average time delay for data packets from the source 
node to the destination node. This metric is calculated by 
subtracting ”time at which first packet was transmitted 
by source” from ”time at which first data packet arrived 
to destination”. This includes all possible delays caused 
by buffering during route discovery latency, queuing at 
the interface queue, retransmission delays at the MAC 
layer, propagation and transfer times. 
 
6.  Simulations and Results 
 
In this section we have compared the performance of the 
original OLSR protocol based on the MPR selection 
standard algorithm, and the two modified OLSR proto-
cols related to the direct and product criterions: 
DIR-OLSR and PRD-OLSR protocols. In this study we 

have eliminated the sum criteria for his hard cost in 
terms of MPRs nodes number [18,19]. 
  
6.1.  Simulation Environment 
  
For simulating the original OLSR protocol and the modi-
fied OLSR protocols related to our proposed criterions, 
we have used the OLSR protocol implementation [21] 
which runs in version 2.9 of Network Simulator NS2 [20] 
and uses the ad-hoc networking extensions provided by 
CMU, with a radio range of 250m. 

We use a network consisting of 50 mobile nodes to 
simulate a high-density network. These nodes are ran-
domly moved in an area of 1000m by 1000m according 
to the Random Waypoint (RWP) mobility model [22]. 
Moreover, to simulate a high dynamic environment (the 
worst case), we have consider the RWP mobility model 
with a pause time equal to 0. All simulations run for 
300s. 

A random distributed CBR (Constant Bit Rate) traffic 
model is used which allows every node in the network to 
be a potential traffic source and destination. The CBR 
packet size is fixed at 512 bytes. The application agent is 
sending at a rate of 10 packets per second whenever a 
connection is made. All peer to peer connections are 
started at times uniformly distributed between 5s and 
290s seconds. The total number of connections and 
simulation time are 10 and 500s, respectively. 

For each presented sample point, 50 random mobility 
scenarios are generated. The simulation results are there-
after statistically presented by the mean of the perform-
ance metrics. This reduces the chances that the observa-
tions are dominated by a certain scenario which favors 
one protocol over another. As we have interest in the 
case of high mobility (i.e. high link status and topology 
changes) we have reduced the HELLO interval and TC 
interval at 0.5s and 3s, respectively, for quick updates of 
the neighbors and topology data bases. 

In particular, for the PRD-OLSR protocol related to 
the product criteria, we have choose THRESH-
OLD_Link= 0.05 as a threshold for evaluating the aver-
age mobility of links.  
 
6.2.  Results and Discussion 
 
To show how the modified version of the OLSR protocol 
is more adapted to the link status and topology changes 
comparing to the original OLSR protocol, we have made 
there performance comparison based on the three per-
formance metrics cited in Section 5. Moreover, with the 
supposed configuration cited above, we have run simula-
tions in different mobility levels by varying maximum 
speed of nodes between 0m/s (no mobility) to 50m/s 
(very high mobility) in steps of 10m/s. For given the 
same importance of mobile nodes leaving and joining the 
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communication range at each node in the network we 
have choose the mobility coefficient equal to  =1/2. 

According to the Figure 6, the original OLSR, 
PRD-OLSR and DIR-OLSR protocols ensure in the 
whole the same packet delivery fraction for all maximum 
speeds. Indeed, it can be seen that the number of packets 
dropped along the path is quite similar for all maximum 
speed being approximately 42% at worst. Moreover, the 
ratio is worse for a continuously changing network (i.e. 
high maximum speed) than for the static path conditions, 
because the number of link failures grows along with the 
mobility. However, it is interesting to notice that even 
with static topology conditions, sending nodes do not 
achieve 100% packet delivery but only 81%-83%. This 
clearly shows the impact of the network congestion and 
packet interference as the load on the network increases. 

Figure 7 shows that PRD-OLSR protocol ensures a 
good enhancement in terms of delay comparing to the 
DIR-OLSR and original OLSR protocols, where have 
globally the same delay for all maximum speeds. Pre-
cisely, the original OLSR protocol delay is around 2.7 
seconds with higher mobility rate (maximum speed equal 
to 50m/s) and decreases to almost 1.2 seconds with static 
topology conditions. For DIR-OLSR protocol the delay 
gets more than twice as large being almost 2.65 sec for 
high mobility and surprisingly increasing to over 1.2 
seconds when the mobility is decreased. For the interme-
diate speed (from 10m/s to 40m/s) al lightweight differ-
ence between them is found. This allows us to conclude 
that original OLSR and DIR-OLSR protocols ensures 
approximatively the same delay. 

Unlike to the protocols above (i.e. original OLSR and 
DIR-OLSR protocols), the PRD-OLSR protocol delay is 
about 2.6s (enhancement by 0.05s and 0.1s comparing to 
DIR-OLSR and original OLSR, respectively) with high 
mobility, increasing to almost 0.9s-1.1s (unlike the 
DIR-OLSR and original OLSR protocols that their 
minimum delay is found at 1.2s) with lower maximum 

 

 

Figure 6. Comparison of the three versions of the OLSR 
protocol in terms of packet delivery fraction. 

 

Figure 7. Comparison of the three versions of the OLSR 
protocol in terms of Average end-to-end delay. 

 

 

Figure 8. Comparison of the three versions of the OLSR 
protocol in terms of normalized routing load. 

 
speed. Moreover, this enhancement is more shown for all 
intermediate maximum speeds and particularly for the  
two maximum speeds (10m/s and 30m/s). In short, we 
can say that the PRD-OLSR protocol is more adapted to 
all levels of mobility from 0m/s (no mobility) to 50m/s 
(very high mobility). 

Figure 8 illustrates the normalized routing load (NRL) 
introduced into the network for the three versions of 
OLSR protocol, where the number of routing packets is 
normalized against sent data packets. A fairly stable 
normalized control message overhead would be a desir-
able property when considering the performance as it 
would indicate that the actual control overhead increases 
linearly with maximum speed of nodes due to the num-
ber of messages needed to establish and maintain con-
nection. The OLSR protocol produces the lowest amount 
of NRL when compared to PRD-OLSR and DIR-OLSR 
protocols during all maximum speed values. Moreover, 
the PRD-OLSR protocol produces a lightweight routing 
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load comparing to the DIR-OLSR protocol that produces 
more routing load. In the worst case (at the maximum 
speed value equal to 50m/s), the NRL increases to 5.5% 
for DIR-OLSR protocol, 4.8% for PRD-OLSR and 
4.25% for the original OLSR. Precisely, comparing to 
the original OLSR protocol, the PRD-OLSR and 
DIR-OLSR protocols produce 12.94% and 29.41% rout-
ing packets, respectively. This explains that our two 
proposed criterions request more routing packets to es-
tablish and maintain routes in the network. 
 
8.  Conclusions and Perspectives 
 
This paper presents two versions of the original OLSR 
protocol, in the goal to adapt and enhance its perform-
ance to the dynamic nature of MANETs characterized by 
the link status and topology changes. These versions are 
based on a mobility degree that is quantified and evalu-
ated in time by each mobile node in the network. 

In the future works, we plan to continue this study by 
considering different configurations of MANETs for 
well understanding the behavior of each OLSR protocol 
version. Moreover, it is important to study the impact of 
the mobility coefficient   (  =1/2 in this work) by 
varying them into (0.00, 0.25, 0.75, 1.00). Finally, to 
implement an extension of the OLSR protocol supporting 
QoS, assuming that QoS requirements are expressed in 
terms of less mobility. 
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ABSTRACT 
 
This paper presents a method to model network delay for overlay network application. The network topology 
measurement technology and network AS information is used to build up model of network delay via AS and 
geographic distance. Based on global Internet measurement result, we calculated the parameters of the model. 
Furthermore, the model verification is done by comparing on AS-MMI protocol and HMTP protocol. 
 
Keywords: Network Model, Autonomous System, Overlay Network 

 

1.  Introduction 
 
The network delay measurement in large scale overlay 
system become impossible due to the Internet expansion. 
So, in this paper we introduce a method of modeling 
network delay with AS and geographic distance. This 
method use network topology information to aid us know 
more information about the connectivity of Internet, and 
reduce the time and range of network delay measurement 
[1,2]. Contrast with network bandwidth, delay is more 
stable. Thus, the system can share a much more stable 
result of network topology measurement. 

First, we will show how to measure the Internet to-
pology. And then, we will show how to modeling the 
delay of network by the topology and geographic infor-
mation. At last, we will demonstrate the protocol per-
formance by using the model and ping result. That result 
shows our model of Internet can reflect network delay 
quite well. 
 
2.  Related Work 
 
By knowing the location of a client host, an application, 
such as a Web service, could send the user location- 
based targeted information, classify users based on loca-
tion, and improve the performance of overlay applica-
tion. 

Previous work on the measurement-based geolocation 
of Internet hosts uses the positions of reference hosts [3, 

4], called landmarks, with well-known geographic loca-
tion as the possible location estimates for the target host. 
These might limit the accuracy of the resulting location 
estimation, because the closest reference host may still 
be far from the target. 

Some applications such as GeoTrack, GeoPing and 
GeoCluster have developed to map IP-to-location infor-
mation, but none of them has detailed model. In this pa-
per, we will show how the model could be measured. 
 
3.  Topology Measurement 
 
Some researches report that there are 36888 routers and 
42269 links in 10 major AS. And number of AS over 
Internet has exceeded 18000. 

Due to the bandwidth inside an AS is much more than 
inter-connection of AS, we can use the AS relationship 
to describe the network connectivity. In multimedia co- 
mmunication, network delay always happens between 
AS inter-connections. So, the network delay can be 
measured by the AS count of packet passed. According 
to Oregon University OIX project, we can gather the 
router information all over the world, and summarize the 
Internet connectivity relationship. 

Though research in topology measurement is very 
popular, but most of them do not take geography into 
consideration [5]. With the development of network, the 
inter-connections between AS will become more and 
more short. The delay of network will mostly depend on 
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Table 1. Major AS network router and links. 

AS Num Name Place Router Link

1221 Telstra (Australia) 2,796 3,000
1239 Sprintlink (US) 8,355 9,500
1755 Ebone (Europe) 596 500 
2914 Verio (US) 7,336 6,800
3257 Tiscali (Europe) 865 700 
3356 Level3 (US) 3,446 6,700
3967 Exodus (US) 900 1,100
4755 VSNL (India) 121 69 
6461 Abovenet (US) 2,259 1,400
7018 AT&T (US) 10,214 12,500

 
geographic delay. So, the network delay can be modeled 
by AS and geographic distance. We will introduce the 
technique of deducing network delay by analyzing route 
information and generating network topology. The key 
issues contains, how to analyze AS information; how to 
generate AS connectivity and how to model geographic 
distance of AS. 

The network topology measurement take four stages: 
The first is gathering Internet route table, analyzing BGP 
route and mapping between IP and AS. The second stage 
is analyzing BGP route and AS path. We can deduce AS 
connectivity at this stage and calculate shortest connec-
tivity path of AS. The third stage is finding AS geo-
graphic information according to AS registry information. 
The last stage is calculating AS communication delay by 
AS and geographic information. 
 
3.1.  Gathering Route Information 
 
BGP is an external gateway routing protocol of TCP/IP. 
It is designed for solving large scale network route prob-
lem. The BGP route is synchronized all over Internet, so 
it can reflect the topology of current Internet. 

The path information of two Autonomous Systems is 
recorded in route table of all core routers. We can get the 
AS connectivity by analyzing these information. If the 
information is gathering from difference routers over the 
world, the topology will be more accurate. 

Oregon University’s OIX project provided summary 
of some core router’s BGP route table. We can extract 
mapping between IP and AS from that table. For instance, 
following mapping can be obtained by previous route 
Table 2: 

 
Table 2. IP-AS mapping from route table. 

IP Address AS Num 

6.1.0.0/16 668 

6.2.0.0/22 668 

6.3.0.0/18 668 

6.4.0.0/16 668 

Table 3. AS peers listed in route table. 

AS Num Peer AS Num 

4538 9407 
9407 7660 
7660 11537 
11537 668 
19782 11537 

 
3.2.  AS Information Analyzing 
 
In BGP route table, AS path is the route path at AS level. 
So, analyzing AS path information, we can deduce the 
connectivity of AS. For instance, we can summarize the 
following connectivity of AS from the route Table 3: 

According to BGP route data of Oregon University at 
year 2004, there are 18431 AS and 39886 links in Inter-
net. The data briefly described how the Internet is con-
nected at that time. 
 
3.3.  Analyzing AS Connectivity 
 
We can calculate the shortest path between two AS by 
using shortest tree algorithm. The route protocol (such as 
OSPF) has taken the shortest path into consideration. The 
result will reflect the theoretical minimal distance be-
tween two AS, which is similar as actual distance [6,7]. 
We use the number of AS passed in communication (also 
called as AS length) to represent the distance of AS. The 
BGP route in Internet might always change, but most 
BGP route change does not interfere with AS length. The 
length of AS path is stable in most time. 

We can deduce AS length by previous route example: 
The distance of AS can be calculated via following 

algorithm: 
Define  is, the set of AS directly connect 

with AS u. 
)(uPath

Define  is, distance of AS u and AS v. ),(Len vu

If “u v” or “v u” exist in AS path of BGP route Table 
4, 
 

Table 4. AS distance according to route table. 

AS Num AS Num Dis AS Num AS Num Dis

4538 9407 1 9407 19782 3 

4538 7660 2 7660 11537 1 

4538 11537 3 7660 668 2 

4538 668 4 7660 19782 2 

4538 19782 4 11537 668 1 

9407 7660 1 11537 19782 2 

9407 11537 2 668 19782 2 

9407 668 3   
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then . )(vPathu
If , then . If , 

then . 

)(vPathu
0),(Len vu

1),(Len vu )(vPathu

If , and , and )(vPathw 0),(Len vu 0),(Len wu , 

then . 1),( vuLen),(Len wu

If , and , and )(vPathw 0),(Len vu 0),(Len wu

))w

, 

then . ,(min( uLen,1),(Len vu ),(Len wu 
According to BGP route data from Oregon Univer-

sity’s OIX project at year 2004, the average distance of 
AS is 3.765305, AS distance of 18431 AS is shown in 
Table 5: 
 
3.4.  Using Geographic Information 
 
With the development of Internet and speed, the geo-
graphic ratio in communication delay will be increased. 
So, we must take the geographic delay into account [8]. 
For simple calculation, we can get the AS number by the 
IP address, and then get country information by AS reg-
istry. And the geographic distance can be calculated by 
the longitude and latitude information of that country. 
For mote accurate calculation, we can use city informa-
tion rather than country information for calculation. 

The information of IP Address and city, AS number 
and country information can be retrieval from whois 
server. The latitude and longitude information can be 
retrieval from NetGeo and other projects [6,7]. With the 
earth’s radius and following formula, we can calculate 
the theoretical distance of two nodes: 

DISTANCE=R*ARCOS[SIN(A)SIN(C) 
+COS(A)COS(C)COS(B-D)]; 

R is earth’s mean radius: 6371km. 

(A, B) is latitude and longitude of node 1. 

(C, D) is latitude and longitude of node 2. 

The network delay consists of geographic delay and 
AS communication delay. So, we can calculate the 
backbone link delay and geographic delay by topology 

 
Table 5. Summary of AS distance. 

Dis Count Ratio Dis Count Ratio 

1 79772 0.0235% 8 133926 0.0394%

2 18585690 5.4715% 9 11467 0.0034%

3 121181350 35.6748% 10 792 0.0002%

4 135241350 39.8139% 11 65 0.0000%

5 52057273 15.3252% 12 8 0.0000%

6 10960601 0.32267% 13 1 0.0000%

7 1431035 0.4213%    

measurement result. The following formula shows the 
network delay model: 

RTT＝T(N) + P*D 

The P is related with current network condition. 

D is the geographic distance between two nodes. 

T(N) is the delay of AS length N between two nodes. 

Based on measurement result, value of P and T is 
P=20us/km, T(2)=10ms, T(3)=55ms, T(4)=78ms, T(5)= 
92ms. The Internet is in a changing state, so previous 
parameter will also change with Internet’s development. 
That value only reflects current Internet measurement 
result from Chapter 4. 
 
4.  Network Delay Analyze 
 
The topology measurement is related with reality net-
work, so we can not setup the topology measurement test 
with simulation. We use PlanetLab [9] node as source of 
reality measurement, and use ping (or extended tcpping 
[10]) to measure reality network delay. The comparison 
will confirm the relationship between AS length and 
network delay. 

Due to the ping firewall in Internet, some ping meas-
urement will not reach to some host. To get the better 
measurement result, we use TCP instead of ICMP for 
node delay test [1,2,11], and use connection confirm time 
instead of RTT time to represent network delay. 

We use ScriptRoute’s packet data service to measure 
the network delay between node installed ScriptRoute. 
The TCP port 3355 is used for tcpping measurement in-
stead of ICMP ping. The node from 83 AS and 129 
nodes joined the test, they are distributed as Figure 1: 

We select 14 nodes’ result, and make detail analyses 
for network topology model in Table 6 and Table 7. 

According to AS distance calculation algorithm at pre-
vious chapter, we can get the AS distance of the nodes in 
Table 8 and Table 9. 

After we summarize AS distance, geographic distance 
and RTT information from previous table, we can calcu-
late network delay data from 81 nodes. Among the result, 
most of AS distance is 2 to 4, which is 88.9% of all data. 
The distribution of AS distance is shown at Table 10. 
 

 

Figure 1. Topology measurement node distribution. 
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Table 6. Topology measurement node list. 

 IP AS Area Lat. Long.

S1 128.208.4.155 73 us 47.65 -122.31

S2 129.97.75.240 549 ca 45.35 -72.52

S3 142.103.2.2 271 ca 49.26 -123.23

S4 212.192.241.155 2848 ru 55.65 37.5 

S5 165.132.126.58 4665 kr 37.53 127 

S6 140.109.17.180 9264 tw 25.02 121.37

S7 130.161.40.154 1128 nl 52.02 4.35 

S8 132.72.23.10 378 il 31.5 34.75

S9 198.32.154.195 11537 us 40.72 -73.99

S10 195.37.16.101 680 de 48.58 13.47

S11 140.192.37.134 20130 us 41.88 -87.63

S12 206.117.37.5 226 us 33.98 -118.46

S13 128.83.143.153 18 us 30.28 -97.74

S14 202.141.62.35 23731 in 29.85 77.9 

 
Table 7. The geographic distance (km). 

 R1 R2 R3 R4 R5 R6 R7 

S1 0 3754 192 8375 8322 9740 7831

S2 3754 0 3776 7022 10594 12065 5424

S3 192 3776 0 8213 8156 9581 7714

S4 8375 7022 8213 0 6621 7359 2190

S5 8322 10594 8156 6621 0 1490 8615

S6 9740 12065 9581 7359 1490 0 9497

S7 7831 5424 7714 2190 8615 9497 0 

S8 10920 8765 10774 2694 8121 8289 3356

S9 3864 528 3914 7511 11056 12535 5840

S10 8497 6175 8372 1807 8415 9158 751

S11 2787 1274 2861 8003 10512 12001 6595

S12 1554 4069 1744 9790 9578 10910 8958

S13 2848 2757 3006 9559 11156 12587 8158

S14 11163 11135 10972 4271 4570 4299 6347

 R8 R9 R10 R11 R12 R13 R14 

S1 10920 3864 8497 2787 1554 2848 11163

S2 8765 528 6175 1274 4069 2757 11135

S3 10774 3914 8372 2861 1744 3006 10972

S4 2694 7511 1807 8003 9790 9559 4271 

S5 8121 11056 8415 10512 9578 11156 4570 

S6 8289 12535 9158 12001 10910 12587 4299 

S7 3356 5840 751 6595 8958 8158 6347 

S8 0 9156 2607 9951 12212 11511 4104 

S9 9156 0 6587 1145 3958 2432 11651

S10 2607 6587 0 7346 9673 8910 5740 

S11 9951 1145 7346 0 2825 1575 11902

S12 12212 3958 9673 2825 0 1990 12712

S13 11511 2432 8910 1575 1990 0 13313

S14 4104 11651 5740 11902 12712 13313 0 

Distance calculated by longitude and latitude (km) 

 
Table 8. Topology experiment AS distance. 

 R1 R2 R3 R4 R5 R6 R7
S1 0 4 3 4 4 3 4 
S2 4 0 3 5 5 3 5 
S3 3 3 0 5 4 2 5 
S4 4 5 5 0 4 3 4 
S5 4 5 4 4 0 3 4 
S6 3 3 2 3 3 0 3 
S7 4 5 5 4 4 3 0 
S8 4 5 3 3 4 3 3 
S9 2 4 2 2 3 1 2 

S10 3 4 2 3 3 2 3 
S11 4 4 3 4 4 2 3 
S12 3 3 2 3 3 2 3 
S13 4 5 4 5 4 3 5 
S14 4 4 3 4 4 3 4 

 R8 R9 R10 R11 R12 R13 R14
S1 4 2 3 4 3 4 4 
S2 5 4 4 4 3 5 4 
S3 3 2 2 3 2 4 3 
S4 3 2 3 4 3 5 4 
S5 4 3 3 4 3 4 3 
S6 3 1 2 2 2 3 2 
S7 3 2 3 3 3 5 4 
S8 0 2 2 4 3 4 5 
S9 2 0 2 2 2 2 3 

S10 2 2 0 3 3 4 3 
S11 4 2 3 0 3 4 3 
S12 3 2 3 3 0 3 3 
S13 4 2 4 4 3 0 5 
S14 5 3 3 3 3 5 0 
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Table 9. RTT time (ms) measured by tcpping. 

R1 R2 R3 R4 R5 R6 R7 

0 71.349 30.971 199.615 148.035 246.747 158.807 

71.349 0 66.913 139.948 197.421 310.892 E 

30.976 66.913 0 194.833 162.055 255.681 140.498 

198.063 139.948 191.213 0 309.407 316.383 65.828 

152.266 197.421 145.103 309.407 0 120.777 284.129 

246.775 310.892 255.564 347.639 135.715 0 300.238 

158.807 E 140.498 65.828 284.129 300.238 0 

223.482 117.406 213.658 105.605 253.891 270.334 70.366 

56.205 E 86.534 169.715 E 225.518 E 

184.487 117.094 171.863 63.994 324.602 331.154 28.366 

46.925 12.234 31.679 138.64 248.451 186.586 102.759 

26.13 91.096 51.684 194.72 173.54 157.166 169.848 

60.169 E 90.399 166.525 189.145 229.427 E 

743.486 770.898 887.795 912.26 E 938.597 909.354 

R8 R9 R10 R11 R12 R13 R14 

223.543 56.205 184.542 50.386 26.056 60.169 742.947 

117.406 E 117.094 12.234 91.096 E 770.898 

202.403 86.534 172.014 49.707 56.315 90.399 917.678 

104.881 169.715 65.103 133.095 185.149 166.525 922.6 

368.949 E 319.806 178.883 176.751 189.145 896.655 

372.332 225.518 331.148 197.726 196.177 229.427 938.417 

70.366 E 28.366 102.759 169.848 E 909.354 

0 195.149 83.075 136.026 218.953 150.46 921.899 

195.149 0 E 29.099 32.648 E E 

83.398 E 0 135.035 187.613 157.074 912.963 

174.036 29.099 126.183 0 55.733 28.134 728.829 

164.449 32.648 165.351 45.122 0 35.5 684.068 

150.46 E 157.074 28.134 35.5 0 776.616 

936.419 E 907.139 803.945 751.519 776.616 0 

 
Table 10. Topology experiment result summary. 

AS Distance Count Ratio Avg. Geographic Distance (km) Avg. Network Delay (ms) 

1 1 1.23% 12534 225.518 

2 13 16.05% 6455 138.98 

3 33 40.74% 6799 206.03 

4 26 32.10% 7058 257.67 

5 8 9.88% 8660 333.25 
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Figure 2. Network delay model. 

 

 

Figure 3. Normalized network delay model. 

 
We can find from summary that the average geo-

graphic distance and network delay are dramatically in-
creased when AS distance is increased. And the ratio of 
AS distance is similar as global value, in which ratio of 
AS distance from 1~5 is (0.0235%, 5.4715%, 35.6748%, 
39.8139%, 15.3252%). From the result, we can draw the 
conclusion that there is relationship among AS distance, 
geographic distance and network delay. 

Then we divided the measurement result into several 
groups based on AS distance. We can get the model of 
geographic distance and network delay in different AS 
distance by using linear regression method. 

Due to the network delay cause by geographic dis-
tance is direct proportion with geographic distance, the 
different Linear Regression line should have same slope. 
So, we slightly adjust all the Linear Regression line’s 
slope into same value -0.02. The procedure is called as 
normalization. The model after normalization is: 

From the result, the network delay can be calculated 
via following formula: 

RTT＝T(N) + P*D 

Inside, P is the parameter reflect geographic distance, 
P=20us/km. 

D is the geographic distance of two nodes. 

T(N) is the network delay caused by AS distance N, 
where T(2)=10ms, T(3)=55ms, T(4)=78ms, T(5)=92ms. 

The result shows network delay seemed to be random, 
but it is related with geographic distance and AS distance. 
Commonly speaking, average network RTT delay will 
increase 0.02ms when geographic distance increase 1 
kilometer; average network RTT delay will increase 
11~45ms when AS distance increase 1. 
 
5.  Model Verification 
 
We use the model of network delay in overlay network 
protocol design to test it [12]. We design an AS-MMI 
protocol based on MMI protocol for large scale multi-
media communication. The gateway selection algorithm 
of AS-MMI protocol will use the model. By contrast, we 
use HMTP [13,14] for comparison, which will use partly 
measured RTT delay from previous table. The two pro-
tocols consider Shortest Path Tree (SPT) algorithm as 
best solution. 

The performance experiment takes SPT algorithm for 
reference. And there are four factors to evaluate the time 
and quality of spanning tree. 

Tree Cost means the cost of a tree is the sum of delays 
on the tree’s links. Tree cost is a convenient metric to 
measure total network resource consumption of a tree. 

Tree Delay means the delay from one member to an-
other along the tree. The ratio between tree delay and 
unicast shortest path delay is delay ratio.  

Tree Time means the total time used to build the span- 
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Table 11. Spanning tree result. 

 
HMTP AS-MMI

Tree Cost 1074.317 1009.897

Tree Cost Ratio 1.67 1.57 

Tree Delay 563.677 712.624

Tree Delay Ratio 1.18 1.49 

Tree Time 2817.704 1009.897

Hit Node 4 5 

Hit Ratio 33.3% 41.7% 

 
ning tree. The time can reflect the effectiveness of pro-
tocol. 

Hit Ratio: If the delay of the node and its parent node 
is no more than 10% of delay in SPT algorithm. We con-
siderate this node as a Hit node, which means the node’s 
delay is quite low. The ratio of hit node reflects how 
many nodes delay is acceptable. 

Verification result is shown in Table 11: 
We can find from previous table, AS-MMI protocol 

use much more short time in build up spanning tree than 
HMTP protocol. In spanning tree cost and hit ratio, the 
result of two protocols is similar. But the AS-MMI pro-
tocol will cause a little higher tree delay. That means the 
network model used by AS-MMI protocol can reflect 
most node’s network delay, and tree build speed is much 
faster. But the AS distance is only theoretical distance 
which might be different as actual distance, some nodes’ 
network delay might have errors. These nodes’ delay 
caused tree delay increase dramatically, but does not 
have much effect interfere with tree cost and hit ratio. 

Overall, the network model used by AS-MMI protocol 
can provide a fast method to check the network delay 
between different nodes. And the result shows it is accu-
rate for most nodes of AS-MMI protocol. 
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ABSTRACT 
 
Localization has many important applications in wireless sensor networks, such as object searching and 
tracking, remote navigation, location based routing etc. The distance measurements have been based on a 
variety of technologies, such as acoustic, infrared, and UWB (ultra-wide band) media for localization pur-
poses. In this paper, we propose UWB-based communication protocols for distance estimation and location 
calculation, namely a new UWB coding method, called U-BOTH (UWB based on Orthogonal Variable 
Spreading Factor and Time Hopping), an ALOHA-type channel access method and a message exchange 
protocol to collect location information. U-BOTH is based on IEEE 802.15.4a that was designed for WPANs 
(wireless personal area networks) using the UWB technology. We place our system in coal mine environ-
ments, and derive the corresponding UWB path loss model in order to apply the maximum likelihood esti-
mation (MLE) method to compute the distances to the reference sensors using the RSSI information, and to 
estimate the coordinate of the moving sensor using least squares (LS) method. The performance of the sys-
tem is validated using theoretic analysis and simulations. Results show that U-BOTH transmission technique 
can effectively reduce the bit error rate under the path loss model, and the corresponding ranging and local-
ization algorithms can accurately compute moving object locations in coal mine environments. 
 
Keywords: Orthogonal Variable Spreading Factor (Ovsf), Time Hopping (Th), Ultra-Wide Band (Uwb),  

Localization, Ranging 

 

1.  Introduction 
 
Large-scale economic wireless sensor networks (WSNs) 
become increasing attractive to environmental monitoring, 
control and interaction applications. Object tracking and 
localization is one of the key challenges for these applica-
tions [1]. Various solutions have been proposed based on 
two ranging techniques: 1) time of arrival (TOA) [2], 
such as GPS, 2) the path loss model based on radio RSSI 
signal strength [3] or acoustic signal strength [4] attenua-
tion in relation to the signal propagation distance. Some-
times, range-free techniques are also applied to estimation 
locations, such as hop count or centroid methods [5]. 

However, most of these localization methods require 

generic signal propagation and network formation as-
sumptions. In this paper, we place our localization me- 
thod in coal mine environments for monitoring and tra- 
cking human and vehicle locations using multiple refer-
ence points installed in the WSNs. This approach is es-
pecially valid given the practical value of the localization 
system in helping people in the frequent emergency 
situations and reducing the high costs of coal mine op-
erations. 

Coal mine environments present extremely harsh con-
ditions for wireless communications. First, the power of 
the transmitter underground must be reduced to the low-
est level to avoid sparkling gas explosions. Secondly, 
signal propagations are especially prone to multipath 
effects. Third, wireless networks are more dynamic than 
surface networks due to signal attenuation, movements 
etc. Last but not the least, wireless sensor network in 
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Company under Grant No. RC-42621. 
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coal mines is a multiple users system, and the MUI (mul-
tiple users’ interference) has dramatic impacts on the 
precision of a localization system. Coding is an impor-
tant method to depress MUI. 

UWB (ultra-wide band) transmission and coding 
technologies provide an ideal solution to the coal mine 
environment. On one hand, UWB systems can provide 
high bandwidth data transmissions; on the other hand, 
UWB exhibits excellent characteristics to reduce 
co-channel interference. IEEE 802.15.4a is the de facto 
standards to provide low power long distant low data rate 
service for real-time communication and precise ranging 
and localization applications [6,7]. 

There are many UWB localization algorithms pro-
posed in the past [8-11]. Wang et al. demonstrated the 
use of UWB in coal mines to realize short-distance 
high-rate applications such as video monitoring, as well 
as localization and monitoring [12]. 

Of the different UWB transmission techniques, Im-
pulse Radio Ultra-wideband (IR-UWB) provides a de-
sirable platform to enable efficient and precise localiza-
tion solutions in coal mines environments [13]. Different 
coding algorithms for IR-UWB communication systems 
have been proposed so far, such as DS-UWB (Direct 
Sequence UWB) and TH-UWB (Time Hopping UWB) 
[14]. However, none was shown to guarantee high qual-
ity localization. The simple DS-UWB cannot even meet 
the localization requirements when the multipath and 
multi-user interference exist. In this paper, we apply the 
Orthogonal Variable Spread Factor (OVSF) coding algo-
rithm in IR-UWB networks to solve the multi-user inter-
ference problem. 

Other than TOA (time-of-arrival), TDOA (time dif-
ference of arrival) and AOA (angle of arrival) based 
ranging techniques, ranging based on the path loss model 
is an intuitive method, especially in low-cost WSNs. The 
path loss model defines the signal propagation character-
istics, and determines the received signal strength. 
Therefore, given the received signal strength (RSSI), we 
can estimate the distance between the receiving node and 
other reference points using computational methods, 
rather than expensive hardware [15]. Several channel 
models were proposed to evaluate UWB systems in dif-
ferent propagation environments in the IEEE 802.15.4a. 
However, these models relied on insufficient measure-
ments and fixed parameters, and cannot reflect the real 
channel characteristics. In [16], a statistical path loss 
model was established for channels in the residential 
areas based on over 300,000 frequency response meas-
urements. This approach shows good agreement with 
measured data, but requires a highly complex modeling 
and simulation procedures, as mentioned in IEEE 
802.15.4a. Li et al. analyzed the propagation mode of 

UWB signal in coal mine, and proposed a free-space 
propagation alike model based on the existing residential 
indoor model [17]. So far, channel path loss modeling in 
coal mine environment remains a complex task. In this 
paper, we will provide a more practical and accurate coal 
mine model using UWB medium based on IEEE 
802.15.4a. 

Once the range or distance information is available 
between the mobile target and the reference points in the 
WSNs, the location of the mobile target is fairly easy to 
derive. Trilateration is a common approach. Savarese et 
al. presented a trilateration algorithm based on least 
squares (LS) method in large-scale WSNs [18]. We ap-
ply similar method, but because the number of reference 
points involved in the localization algorithm could be 
limited, the LS method is adapted to run multiple itera-
tions in order to reduce the power consumption of the 
reference points, and to provide accurate location coor-
dinates. 

The rest of the paper is organized as follows. Section 2 
describes the basic assumptions of the localization sys-
tem, and some of the symbols used in this paper. Section 
3 presents a new IR-UWB coding method, called 
U-BOTH (UWB based on Orthogonal Variable Spread-
ing Factor and Time Hopping), and provides the signal 
processing model of UWB in coal mine environments. 
Section 4 specified a WSN communication protocol in 
order to collect reference point location information. 
According to the path loss model and the RSSI informa-
tion gathered by the mobile target, Section 5 and Section 
6 present the ranging and localization algorithms using 
the maximum likelihood estimation (MLE) and the least 
squares methods, respectively. Section 7 evaluates the 
system using simulations. Section 8 concludes the paper. 
 
2.  Assumptions and Notation 
 
Although we focus on coal mine wireless sensor network 
(WSN) deployment, the results can be easily adapted to 
other deployment scenarios. The key difference between 
various WSN deployments is the signal propagation 
characteristics, reflected in the path loss model used for 
range calculations. In each of these deployment scenarios, 
we assume that a number of reference nodes are de-
ployed the network, and have already acquired their ex-
act location coordinate through other means, such as ini-
tial location calibrations. The task in our localization 
computation is to derive the position coordinate of a mo-
bile target object by running the localization algorithms 
on the target. We do not elaborate on the application of 
the coordinate information in this paper. 

Figure 1 illustrate such a WSN in which a target node, 
denoted by triangle, moves across the network. The tar 
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get node collects the coordinate information of reference 
nodes 1 , 2 , 3 and 4 denoted by dots, and their cor-
responding signal strength, by which to calculate the 
ranges between itself and the four reference 
nodes, 1 , 2 , 3 and 4 . Afterward, the target node de-
rives its own coordinate, and sends to a sink, denoted by 
the square in Figure 1. 

R

d̂

R

d̂ d

R

ˆ

R

d̂

 

In order to enable communication between the target 
and reference nodes in the network, we assume that each 
and every node in the WSN is able to communicate 
through U-BOTH, proposed in this paper. 

For convenience, the notation used in this paper is 
summarized in Table 1. Figure 1. Wireless sensor network localization using UWB. 

 
 

Table 1. Notation and meaning. 

Notation Meaning 

fT  The frame time. 

cT  The chip time. 

bT  The bit time. 

sN  The number of pulses for every bit. 

cN  The number of chips for every frame. 
n
jd  The OVSF code of transmitter . n

SF  The spreading factor of OVSF code. 

sN  The period of OVSF code. 
n
TXE  The transmission energy of transmitter . n
n
RXE  The received energy of transmitter . n

0 ( )p t  The energy normalized pulse waveform. 
n
jc  The time-hopping code with period sN . 

/ s

n
j Na  

 The indication of information bit . b

( )r t  The input useful signal of the receiver. 

( )muir t  The input multiple users interference signal of the receiver. 

( )n t  The input additive white Gaussian noise of the receiver. 

( )m t  The correlation temple of the receiver. 

Z   The output useful signal of the receiver. 

muiZ  The output multiple users interference of the receiver. 

nZ  The output additive white Gaussian noise of the receiver. 

0N  The noise spectral density. 

  The delay of the other transmitter’s interfering pulse. 

x  The mean value of variable x . 

x  The standard deviation of a random variable x . 

( )erfc x  The complementary error function of value x . 

Prb  The bit error rate (BER). 
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3.  Physical Layer Model 
 
3.1.  UWB Signal Spreading and Modulation 
 
First of all to achieve accurate localization in wireless 
communication, we need a reliable physical layer com-
munication technique that reduces bit error rate (BER), 
while mitigating the multi-users-interference (MUI) and 
Gaussian noise interference. Our physical layer is a 
UWB system based on time-hopping (TH) signal trans-
mission as well as OVSF (orthogonal variable spread 
factor) for spreading out the symbols. 

OVSF (Orthogonal Variable Spread Factor) was ex-
tensively used in CDMA systems to provide variable 
spreading codes [19]. Shorter OVSF code lengths are 
usually optimized for short distance, high data rate 
transmission in less crowed environments due to its 
smaller spreading factor. On the other hand, time hop-
ping (TH) is one of many signal modulation methods 
used by UWB. We will apply the time-hopping pulse 
position modulation (TH-PPM) algorithm to encode 
UWB pulse streams, and OVSF direct sequence to 
spread the user data bit stream, called U-BOTH (UWB 
modulation Based on OVSF and Time Hopping). 

Figure 2 illustrates the utilization of time hopping (TH) 
pulse position modulation and OVSF spreading to en-
code a single bit in the user data stream. First, U-BOTH 
sends each bit in the bit time, denoted by . Then it 

modulates the bit 1 using a TH code, 12110021, in which 
each digit denotes a chip slot position within a frame 
time, , to send a broadband radio pulse. The number of 

pulses is denoted by

bT

fT

sN . Therefore, each bit duration 

is . Each chip slot lasts for , sufficient to 

send a short UWB pulse signal. 
b fT T sN  cT

After the initial pulse position modulation using UWB 
signals, the pulse sequence is again applied with OVSF 
code so that the phases are shifted by to provide or-
thogonality between multiple users. The length of the 

 

 

Figure 2. U-BOTH: Interference resistant UWB modulation 
using time hopping and OVSF. 

OVSF code is called the spread factor SF, which is equal 
to sN . 

In our system, the TH code is a pseudo-random se-
quence generated from foreknown seeds, such as node 
IDs. And the OVSF codes are selected from a well- de-
fined set of orthogonal spreading codes. 

To formally analyze the system in this paper, we rep-
resent the transmitted signal by the nth transmitter in 
Equation (1): 

   ( )
0/ s

n n n n n
j TX f j cj N

j

s t d a E p t jT c


  


  T ,   (1) 

in which, 1n
jd   is the OVSF code with the pe-

riod sN

[0,

, is the energy of the n-th transmitter, is 

the energy normalized pulse waveform, 

n
TX

1]

E

j cc N

0 ( )p t

n   is the TH code with pe-

riod sN dan / s

n
j Na  

in

1
s 

dicates the data stream bit. If the data 

bit is 1, /
n

j Na
  . Otherwise, /

n
j Na

1
s 
  . 

At the receiver side, the received signal consists of 
three source of information: 

      u muir t r t r t n t    , 

in which, is the desired user signal, is 

co-channel interference from multiple users, and is 

the additive white Gaussian noise (AWGN). 

( )ur t ( )muir t

( )n t

Denote the pulse energy of the n-th transmitter as n
RXE .  

Without loss of generality, we assume that the first user’s 
transmission is the desired signal at the receiver for sim-
plicity, then Equation (2) provides the desired signal 
function at the receiver: 

   1 1 1 1
0/ su j RX fj N

j

r t d a E p t jT c T


  


  j c .   (2) 

We define the correlation template of the receiver: 

   
( 1) 1

1 1
0

s

s

i N

j f j c
j iN

m t d p t jT c T
 



   ; .  (3)  ,i  

 
3.2.  Single User System Analysis 
 
As the first step, we assume that the channel is the 
AWGN multipath-free channel, and that the transmitter 
and the receiver are synchronized. In a single user signal 
processing system, the input of the receiver has two parts: 

and , and the output of the receiver in time in-

terval [0, Tb] is represented by: 

( )ur t ( )n t

      
0

bT

n uZ Z Z r t n t m t d    t .     (4) 
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In Equation (4), the useful output signal is: 

 
1

1

1
1 1 1 1

/
0

s
f j

s
f j

N
jT c Tc Tc

j j RXj NjT c Tc
j

Z d d a E t dt 
  

  


   , 

where .     1
0 0f j c f j ct p t jT c T p t jT c T      1

Because , is the energy normalized pulse 

waveform, we have 

1 1 1j jd d  0 ( )p t

   
1

1 1
0 0/0

0

s
c

s

N
T

RXj N
j

Z a E p t p t



  


   dt  

       1 1
0 0/ 0

c

s

T

s RXj NN a E p t p t dt  
   

1 1
/ s s RXj Na N E  

 . 

In Equation (4), the output noise signal is: 

   
1

1
00

0

s
c

N
T

1
1

0

sN

j j j
j j

Zn d p t n t dt d




   n



 , 

where is Gaussian random variable with mean 0 and 

variance . Because

jn

0 / 2N 1
jd is not a random variable, the 

variance of nZ is: 

 
1

1 0

0 2

sN

n j j
j

N
D Z D d n N





 
  

 
 s , 

 0~ 0, / 2sZn N N N . 

Suppose that the statistical probabilities of data bit b = 
0 and b = 1 are equal, we obtain the BER (bit error rate) 
of the single user system in AWGN channel as follows: 

    1 1
Pr 0 | 0 0 | 1 0 | 0

2 2b P Z b P Z b P Z b          . 

Because if b = 0, then the useful output is / 1
s

n
j Na  

 

1 1
/ s

1
s RX s RXj NZu a N E N E  

   . Using Equation (4), 

the BER become: 

   1Pr 0 | 0 0b sP Z b P N E Z      RX n  

 1
n s RXP Z N E  . 

It can be rewritten by complementary error function 
as follow: ( )erfc x

1

0

1
Pr

2
s RX

b

N E
erfc

N

 
 
 
 

. 

where    22
exp

x
erfc x t dt




  . 

Because U-BOTH is a rate variable system using 
OVSF, we analyze the relation between BER and the bit 
rate. Suppose the system’s OVSF code is a code tree of 6 
layers [20], and the spreading factor is 2, 4, 8, 16, 32, 64, 
respectively. Further suppose the basic rate of our system 
is , then the corresponding bit rate of U-BOTH 

is
0R

bR 0iR (i = 32, 16, 8, 4, 2, 1, respectively). 

Denote the bit rate as , where , i = 1, 2…32, 

we can get the relation between BER and the bit rate: 
bR 0bR iR

11
0

0 0

641 1
Pr

2 2
RXRX

b
b

R ESF E
erfc erfc

N R

   
   

   
   N

, (5) 

Equation (5) shows that the BER decrease when the 
spreading factor SF increases or when the bit rate de-
creases. Therefore, we can adjust SF to adapt different 
environments with various noise levels while maintain-
ing the same bandwidth of the signal. This is the main 
reason we adjust OVSF codes in our system. 
 
3.3.  Multi-User Interference Analysis 
 
In multi-user communication system, the received signal 
includes multi-user interference muiZ and noises. The 

Zu Zn part is the same as Equation (4), but the 
multi-user interference muiZ is additional. Because the 

phase and delay _ of interfering pulses is random as 
shown in Figure 3, we have to compute the interference’s 
variance. 

Suppose that n is uniformly distributed over [0, ), 

then the interference variance of the desired signal, i.e. 
the signal from the 1st user, caused by transmitter n is 
[14]: 

fT

    2
2 1

0 00 0

fT Tcn n ns
bit RX j i

f

N
E d d p t p t dt d

T
n     . 

Therefore, the total interference variance 2
mui from all 

other transmitters is: 

    2
1

0 00 0
2

f c
N n

T T n ns RX
j i

n f

N E
d d p t p t dt d

T


n 



 
  

 
   . 

Because the delay for all transmitters has the same 
distribution, we get the following formula: 

    2
2 1

0 00 0
2

f
N

T Tcn n ns
mui RX j i

nf

N
E d d p t p t dt d

T


n  



 
  

 
    
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2

2

N
ns

M RX
nf

N
E

T






  , 

in which, 

      
2

2 1 2
0 00 0 0

f c fT T Tn n
M j id d p t p t dt d R d         . 

According to [14], and noticing that
1

b
s f

R
N T

  and 

sN = =SF 064

b

R

R
, Equation (6) gives the BER in 

multi-user interference environments. 

11

11 1

20

2

21 1
Pr

12 2
s RX s RX

b Nu
n

M RX
nf

N E N E
erfc

N
E

T








                      



       

 

    
11

11 1
0

0 2

2

1281 1

2 2
RX RX

N
b n

M b RX
n

R E E
erfc

R N
R E











                      


       

. 

(6) 

 
4.  Network Protocol Operations 
 
4.1.  Protocol Operation 
 
Our localization algorithms depend on a two-step proc-
ess—the first step is for the target node to acquire the 
coordinate and signal strength information from refer-
ence nodes in the network using U-BOTH based com-
munication protocols, and the second step is for the tar-
get node to calculate the distances to the reference nodes, 
and infer its own coordinate. 

In order to get the necessary coordinate information 
from adjacent reference nodes, the following protocol 
steps are taken: 

1) The mobile node broadcasts a location request mes-
sage. 

2) All the reference nodes send back packet with their 
own coordinates. During each short sampling pe-
riod, a moving node can receive tens of responses 
from each of the reference nodes. 

In wireless sensor networks, code assignments are 
categorized into transmitter-oriented, receiver-oriented or 

a per-link-oriented code assignment schemes (also 
known as TOCA, ROCA and POCA, respectively) [21, 
22]. Depending on the ways of assigning the OVSF-TH 
codes and encoding the MAC data frames for transmis-
sions, we propose two different ways to implement mul-
tiple access protocols using U-BOTH. 

a) ROCA-Based Protocol Operations: The first ap-
proach is based on the receiver-oriented code assignment 
(ROCA), in which case the data packet transmissions are 
encoded using the unique OVSF-TH code assigned to the 
receiver. Beside ROCA, there is a common OVSF-TH 
code for bootstrapping and coordination purposes. 

In ROCA scheme, when a target node needs to find 
out its coordinate, it sends a location request message 
using the common OVSF-TH code to the reference 
nodes. The request message includes the request com-
mand, and the receiver’s OVSF-TH code. Upon receiv-
ing the request message, each reference nodes sends back 
a response message using the receiver’s OVSF-TH code 
using a random backoff mechanism. 

The response message includes each reference node’s 
identification information, and their coordinates. 

b) TOCA-Based Protocol Operations: The second ap-
proach is based on transmitter-oriented code assignment 

(TOCA), in which case each packet transmission is 
encoded using two OVSF-TH codes — one is a common 
OVSF-TH code to encode the common physical layer 
frame header, and the other transmitter-specific code is 
to encode the physical layer frame payload. The frame 
head includes the transmitter-oriented OVSF-TH code 
for encoding the frame payload. 

Because the physical layer headers are sent on a 
common OVSF-TH code, the physical layer header 
transmissions resemble those of ALOHA networks with 
regard to packet collision. Because the headers are usu-
ally short, the collision probability is low. 

On the other hand, because the data frame payload is 
transmitted on unique OVSF-TH codes, the interference 
between the payload and other frame headers and pay-
loads is dramatically reduced. 

In both ROCA- and TOCA-based systems, packets 
from the reference nodes can be lost. However, this does 
not affect the overall performance of our localization 
algorithms because they tolerate such losses. 
 
4.2.  Location Calculation Algorithms 
 
We make use of our OVSF-TH-UWB system and pro-
vide a UWB sensor localization network for mining ap-
plications to monitor environment and mineworker. We 
suppose moving nodes and other monitored nodes are the 
target nodes and every reference node knows its location. 
Suppose target node has a UWB RFID Tag equipped 
with transmitter and receiver to assist distributed local-
ization with reference nodes. Data sink collect all the 
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real-time localization information and send out to the 
monitoring center outside the mining area, as shown in 
Figure 1. 

There are two steps in order to estimate the coordinate 
of the mobile node: 

a) Ranging: Ranging is to estimate the approximate 
distance between the target node and the reference nodes. 
Target node estimates the distance from it to each refer-
ence node according to the RSSI values, using maximum 
likelihood estimation. 

In this paper, we take ROCA scheme during ranging, 
target node broadcasts range-initiate (RI) packets for 
range estimates, and neighbor reference nodes reply with 
range-response (RR) packets, which include their coor-
dinate and signal strength. To collect ranging and loca-
tion information as much as possible in a short time, we 
take a dual-channel mechanism joint with common code 
and receiver code provided by OVSF-TH code. The re-
ceiver OVSF-TH code is generated by the unique MAC 
ID of receiver. Suppose target node i broadcast a RI 
packet via common channel code C0 at t = t1, and begin 
to listen the RR packets sent to its unique OVSF-TH 
code. This process initiate a window of time from t = t1 
to t = t1 + Tw. The window-length Tw is much larger 
than RR duration TRR, which allows multiple RR gath-
ered within window duration from adjacent reference 
nodes. 

Following are the ranging and localization algorithm: 
1) Target node i broadcasts RI packet at t = t1 on com-

mon code C0. This RI includes node i’s MAC ID 
and OVSFTH code Ci. When there is no interfer-
ence, the RI arrives at a reference node j. 

2) Reference node j delays Tn after receiving the RI, 

and then reply a RR packet transmitted on the 
OVSF-TH code Ci. The RR packet includes node 
j’s MAC ID, transmitted signal strength and node 
i’s MAC ID. Where n is a random positive integer 
belong to [1, K], K is the average number of refer-
ence nodes in the transmitted range of target node. 
The delay is used to avoid interference between 

RR packets. 
Tn

3) If t1 < t < t1 +Tw, node j continue to delay Tn and 

then transmit RR packet via Ci. 
4) Other reference nodes in the transmitted range of 

node i send RR packets by the same ways as node j 
in step 2 and 3. 

5) If t = t1 + Tw, node i stop receiving RR packets.] 
6) When t = t1 + Tw, node i received multiple RR 

packets from different reference nodes and several 
RR packets from the same reference node. It uses 
all the recorded information of PLi to estimates the 
distances to different reference nodes by MLE 
based RSSI ranging indicated in Equation (14) in 
Section 5. 

b) Localization: Coordinate calculation, which is to 

determine the coordinate of the mobile node according to 
the coordinate information of the reference nodes and the 
corresponding distance from the target node to the refer-
ence nodes. Using the coordinates of the reference nodes 
and the estimated distance information, calculate the 
coordinate of the target node. It is implemented as fol-
lows: 

1) When node i estimated all the distances to different 
reference nodes in its transmitted range, it applies 
these ranging results to Equation (15) in Section 6 
and then computes its location based on the least 
squares algorithm. 

2) When node i estimated its coordinate, it broadcasts 
ACK packet via its common channel code C0, in-
forming finish of ranging. Its newest location is 
aware to neighbor nodes by the ACK and will ar-
rive at the data sink through the localization rout-
ing. 

According to above procedures of network protocol 
operations, after getting the reference coordinates and the 
respective signal strength information, a target node cal-
culates its coordinate in two steps — ranging and local-
ization. In order to fully take advantage of U-BOTH 
physical model in Section 3, we also design specific 
ranging algorithm and localization algorithm for 
U-BOTH in following sections. 
 
5.  Ranging Algorithm 
 
Ranging is to estimate the approximate distance between 
the target node and the reference nodes. We use the 
maximum likelihood estimation for such calculations. 
First of all, we need to establish the path loss model of 
the UWB channel in order to inversely derive the dis-
tance information from received signal qualities. 
 
5.1.  The Path Loss Model 
 
It is well-known that the path loss model can be ex-
pressed by the log-distance path loss law in many indoor 
or outdoor environments, as shown by Equation (7). 

  0 10
0

10 log
d

PL d PL S
d


  

      
 0d d; ,   (7) 

in which 

 d0 is the reference distance (e.g. 1 meter in UWB 
medium), 

 PL0 means the path loss in dB at d0, 

 d is the distance between the transmitter (Tx) and 
receiver (Rx), 

  refers to the path loss exponent which depends 
on channel and environment, 
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 S is the log-normal shadow fading in dB. Usually, 
S is a Gaussian-distributed random variable with 
zero mean and standard deviation . 

The tunnel’s environment in coal mine can be re-
garded as a special type of indoor environments, consid-
ering various kinds of concrete environmental factors in 
coal mine [17]. Thus, we adopt the UWB path loss 
model in coal mine based on residential indoor propaga-
tion model. 

According to the residential indoor models, the values 
of 

 , and S in Equation (7) are specific in each propa-

gation environment, and could be treated as random vari-
ables [16]. 

Accordingly, the UWB path loss is commonly mod-
eled as: 

   0 1010 log
dB

PL d PL d  



 

 1 10 2 2 310 logn d n n n     ,    (8) 

in which  is the mean value of shadow fading’s stan-

dard deviation S . 

The probability density function (pdf) is: 

 

  
  

  

2

0 10

22 2 2
10

10 log

2 100 log

22 2
102 100 log

PL PL d

d
e

p PL d
d



  



  

    

 


 


  2



.   (9) 

However, an unknown distance variable d appears in 
both the denominator and the exponent’s denominator in 
Equation (9), so it is hard to develop further statistical 
analysis. In addition, the path loss exponent  in the 

aforementioned model is a random variable, and requires 
sufficient measurements on the spot in various residential 
environments before effectively being applied in generic 
scenarios. Especially, the standard deviation 

 of the log-normal shadow fading S usually changes 
from locations to locations. Even if at the same location, 
it may change because of the time-varying channel. Thus, 
we need practical method to estimate S, especially for 
moving targets. 

Therefore, in order to apply above path loss model, 
IEEE 

802.15.4a Task Group provided Channel Model 1-9 by 
taking limited real measurements to determine the values 
of  , and other variables in different situations. When 

deploying real UWB networks, people could approxi-
mately choose the corresponding channel model with the 
parameters specified in IEEE 802.15.4a. 

We propose a UWB coal mine propagation model 
based on many other modeling methods for the applica-

tion of ranging and localization. In this model, the mean 
value of the path loss exponent  is given for different 

tunnel environments, and the log-normal shadow fading 
S is represented through a random variable as follows: 

1S n , 

     2n     . 

Then, the indoor UWB path loss could be expressed 
as: 

    0 10 1 1 210 log
dB

PL d PL d n n n        , (10) 

according to Equation (7). 
In Equation (10), and are zero-mean Gaussian 

variables of unit standard deviation, . 

(PL0+10 log10 d) is the median path loss, 
and

1n 2n

1 2, ~ [0,1]n n N

 1 1 2n n n   represents the random variation 

about the median path loss. According to the “3  prin-
ciple” in Gaussian distribution, the probability of a Gaus-
sian variable lying in the range ( 3 , 3 )     is 

99.73%, even though the range of Gaussian random 
variable is ( , ) 

1n 2n

. That is, 99.73% value of vari-

ables and is within the range of (-3, +3). Further-

more, it dramatically simplifies computation if we use 
truncated Gaussian distributions for and so as to 

keep
1n 2n

 and  from taking on impractical values. Ac-

cording to [16], we confine , and 1 2n n, [ 2, 2]  

1 2n n [ 4, 4]   . 

In aforementioned model,  1 1 2n n n   is not ex-

actly Gaussian because is not Gaussian variable. 

However, the product is very small with respect to whole 
expression of path loss. Thus, the path loss PL(d) is ap-
proximately a Gaussian-distributed random variable 
with: 

1 2n n

 2 2
1 1 2 ~ 0,n n n N        ,  

   2 2
0 10~ 10 log ,PL d N PL d      . 

The probability density function (pdf) of the path loss 
PL(d) is: 

  
 

 

2
0 10

2 2

10 log

2

2 2
( )

2

PL PL d

e
p PL d

 



 

   

 







.          (11) 

Compared with the model in [16], our UWB coal mine 
propagation model given by Equation (11) is more con-
venient to carry out parameter estimation and statistic 
analysis because it simplifies the statistics and PDF. What  
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.2.  Ranging Algorithm Based on Maximum 

he distance between the transmitter Tx and the receiver 

 
ing and decreases the ranging error compared to the 
models in IEEE 802.15.4a. 

is more, when considering the random influence of the 
log-normal shadow fading, this model is generic than 
current models in IEEE 802.15.4a. 
 

However, the random variables and selected by 

the transmitter Tx are not exactly those in the real 
time-variant channel. In order to avoid the ranging errors 
caused by the large deviation between the simulated 

and values and the real and values in each 

round of ranging estimation, we propose an iterative 
ranging based on MLE (maximum likelihood estimation) 
in UWB wireless sensor networks. 

1n

n

2n

1n 2n 1n 2

5
    Likelihood Estimation 
 
T
Rx in Equation (10) can be calculated by the general 
ranging method between two nodes using the RSSI in-
formation: 

Suppose PLi is the ith observation value, we get the 
joint conditional pdf  p PL d using Equation (12). 

  0 1 1 2

10ˆ 10
PL d PL n n n

d
  


  

  

 

  
 

 

2
0 10

2 2

10 log

2

2 21

|
2

iPL PL d

N

i

e
p PL d

 



 

   

 









 .      (12) Receiver computes the distance between the transmit-
te

the

r Tx and the receiver Rx using random values 1n and 

2n in the truncated range. This method takes into ac unt 

 influence of real log-normal shadow fading on rang- 

co
The necessary condition to compute the MLE of d is: 

 
 

  0 102 2
1

ln | 10 1
10 log

ln10

N

i
i

p PL d N
PL PL d

d Nd 

 
  

  
    

  


0 .                    (13) 

 

We solve Equation (13) and have: 

0
10

1

1
log

10 10

N

i
i

PL
d PL

N 





  . 

Therefore, the MLE based RSSI UWB ranging is: 

0

1

1 N

10 10ˆ 10
i

i

PL
PL

Nd  


 .            (14) 

 
.  Localization Algorithm 

hen computing the location of a wireless sensor node, 



6
 
W
there are two types of nodes, the reference node and the 
target node. Suppose that we have three reference nodes 
with coordinates 1 1( , )x y , 2 2( , )x y and 3 3( , )x y , respec-

tively. The target m ( , )node co putes its coordinate x y us-

ing trilateration method with the coordinates of refe nce 
nodes and their ranges 1 2 3, ,d d d , to the target node using 

the following equations

re

: 

1

2

3

   
   
   

2 2 2
1 1

2 2 2
2 2

2 2 2
3 3

x x y y d

x x y y d

x x y y d

    
    


   

 

In practical situations, three reference nodes are usu-
al

due to ranging errors from thermal noise and other inter-

1

2

n

ly insufficient to accurately derive the target coordinate 

ferences. The least squares algorithm uses multiple ref-
erence nodes and the corresponding ranges to improve 
accuracy in the presence of error. It first creates follow-
ing equations: 

   
   

   

2 2 2
1 1

2 2 2
2 2

2 2 2
n n

x x y y d

x x y y d

x x y y d

    

    




   


         (15) 

where ( , )i ix y and i = 1,2,…,n)are the coordinate of 

nce s, a
e equ s 

 
re

id (

the refere node nd the distances to the target node. 
Thes ation can be linearized by subtracting the 

last low and performing some minor arithmetic shuffling,
sulting in the following relations AI = b: 

   1 1n nx x y y   

   

  

2 2

1 1

2 n n

n n n n

x x y y
A

x x y y 

     
 

   

 
, 

x
I

y

 
  
 

, 
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1

This work employs the following solution: 

2 2 2 2 2 2
1 1 1
2 2 2 2 2 2
2 2 2

2 2 2 2 2 2
1 1

n n n

n n n

n n n n n n

x x y y d d

x x y y d d
b

x x y y d d 

    
        
 

      


. 



  1ˆ T TI A A A b


 .            (16) 

reduce the 
localization error, it requires a large 
nodes within the communication radi
Th

Although the least squares algorithm could 
amount of reference 

us of target node. 
erefore, in the mining application of UWB wireless 

sensor networks, it is necessary to balance the cost and 
the accuracy. 

In the following, we explore the relation between lo-
calization error and ranging error and then propose a 
modified algorithm based on the least squares algorithm. 

Assume that the estimated distance between the target 

node and the ith reference node is ˆ
i i id d   , where 

  is the ranging error, {1, 2,..., }i n . From Equation i

(16), we have 1ˆ ( )T TI A A A b Mb  , w

1( )T T

here 

M A A A                                                          
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
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2 2 2 2 2
i i n i n n iB x x y y d d     
( , )x y of target node: 
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x M d
 



     
1





                   

(17) 

1, 1,
1 1

i i iB M  

   
1

2
1,

1

2
n

i i i i
i

M d




    .


1 1

2
2,

1 1

2
n n

i i n
i i

y M B
 

 
 2,n n id M       

   
1

2
2,

1

2
n

i i i i
i

M d




    .                (18) 

Usually, 2~ (0, )Ni i , and are mu

Theref

tually independent. 

ore, 
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From above deduction, it is shown that localization 
error could be reduced proportionally 
the ranging error. According to the relation, if we guar-
an

   

to the reduction in 

tee the accuracy of id in every equation, the trilatera-

tion and the least squares algorithm could be kept simi-
larly accurate even if the number of equations is limited. 
The proposed ranging solution using MLE based on 
RSSI in this paper improves the ranging accuracy be-
tween target node and every reference node through it-
erative ranging, and reduces the ranging error caused by 
ranging based on a single round sampling. Furthermore, 
it reduces the influence of fixed value of

 

 given in our 

path loss model on ranging and localization in time- 
variant channel. Hence, our localization algorithm can 
provide accurate ranging and localization with less UWB 
reference nodes. 
 
7.  Simulation Results 
 
In order to verify our localization algorithms based on 

carried out simulation in U-BOTH system for WSNs, we 
e following scenarios: th
1) With regard to the BER (bit error rate), we evaluate 

U-BOTH system performance in single and 
multi-user scenarios. 

2) Using the sample network deployment as shown in 
Figure 4, we evaluate the ranging accuracy by 
comparing the results with the Cramer-Rao lower 
bounds. 

3) Using the same sample network as shown in Figure 
4, we evaluate the impact of the number of itera- 
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Figure 4. Wireless sensor network simulation for localiza-
tion. 
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Figure 5. Bit error rate in a single user system with additive 
white Gaussian noise (AWGN). 

 
tions in calculating the coordinate of a specific target 

7.1.  U-BOTH System Performance 

ree single 
ver are syn-

generate 2000 
its, every bit uses 4 pulses to repeat coding (Ns = 4). 

B 
tra

node, indicated by the triangle in the diagram. 
 

 
We assume the channel is AWGN multipath-f
user channel; the transmitter and the recei
chronized perfectly. Then we randomly 
b

Figure 5 illustrates the BER of the received signal us-
ing U-BOTH system, in contrast to DS-UWB that only 

uses direct sequence spreading, and TH-UWB that uses 
time-hopping pulse position modulation alone for UW

nsmissions. We can see that the BER of U-BOTH and 
the DS-UWB system which use the -phase shift keying 
modulation are lower than TH-UWB. This is because the 
distance of two signals in binary phase shift keying 

(BPSK) modulation is 2 pulseE , but 2 pulseE in TH- 

UWB [23]. 
Secondly, we let Eb = N0 = 0 dB, Ns = 4 and generated 

2000 bits randomly. Figure 6 shows the relative per-
formance of U-BOTH, T  and DS systems 
in multiple 

H-UWB -UWB 
access scenarios. In this case, the received 

sig

lgo-
thms, we compare the parameter estimation errors 

Denote as the unbiased estimation of the parameter d 

nal includes by noise and co-channel interference. In 
Figure 6, although both the BER and the variance of er-
ror bits increase as the number of users increases, the 
performance of our U-BOTH system is still better than 
DS-UWB and TH-UWB, proving that the UWB coding 
based OVSF-TH effectively handle the burst errors. 
 
7.2.  Evaluation of the Ranging Algorithms 
 
In order to evaluate the performance of the ranging a
ri
against the Cramer-Rao lower bound (CRLB). 

d̂
from 

Equation (13), then the mean square error (MSE) 

of d̂ is 

     ˆvar
2 2ˆ ˆ ˆMSE d E d d E d E d d                   

. (21) 

Hence in unbiased condition, the MSE of is equal to 
the variance. The lower bound of the MSE bas
UWB RSSI ranging could be represented by the CRLB: 

d̂
ed on 

 
 1 2 2 2 22

2 2

ln 10ln ( | )

100

dp PL d
CRLB d E

d N
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
  

       
. 
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Figure 6. Bit error rate and the variance of the number of 
error bits of 2000 generated bits. 
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From Equation (13), we know that
ln ( | )p PL d

d




can 

not be expressed in the form ˆ( )[ ( ) ]K d d PL d . So, the 

lower bound of MSE can not reach the CRLB. However, 
we can use the 

MLE based RSSI ranging to enable the MSE to ap-
proach the CRLB. The MSE of UWB ranging is: 

.    (22) 

uation (22), and get the 
M  information: 

     
2 2ˆ ˆ |E d d d d p PL d dPL      

As PLi are mutually independent, we take Equation 
(12) and Equation (14) into Eq

SE of MLE based ranging using RSSI

   2 2 2 2 2 2

102
2 log ln10 10

2100 2
d

Ne de d


  . 
(23) 

102

2 ln 10 ln 10
log ln

200
d

N

      



 


rations 
N. 

Based on the data in [7,11,16], we set n1, n
n1n2 [-4, 4] and adopt values of UWB path loss model 
fo

Value 

Therefore, the MSE of estimated distance d̂ is the 
function of real distance d and the number of ite

2  [-2, 2], 

r simulations as shown in Table 2. 
 

Table 2. Portion of the simulation parameters. 

Notation Meaning 
LOS NLOS

d0 The reference distance 1 m 1 m
PL0 The path loss at reference distance 47 dB 51
γ The path loss exponent 1.7 3.5

 dB

  The mean value of shadow 
fading’s standard deviation σ 

1.6 2.7

  The standard deviation of shadow 
fading’s standard deviation σ 

0.5 0.98
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Figure 7. Comparisons between the cramer-rao lower bo- 
und (CRLB) and the mean square error (MSE) of ranging 
estimations at different distances. 
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Figure 8. Comparisons between the cramer-rao lower 
bound (CRLB) and the mean square error (MSE) of rang-
ing estimations, regarding the number of iterations N. 
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Figure 9. The impact of the number of iteration n to the 
ranging errors at different distances. 
 

Figure 7 illustrates the relation between d and the 
CRLB, and the relation between d and the MSE. On one 
hand, it shows that the CRLB and the MSE increase 
when d increases, on the other, the MSE of ranging and 
the CRLB are always very close. When d is very small, 
they even overlap with one another. The more iterations 
we have for ranging, the smaller difference between the 
CRLB and the MSE (When d = 4m, N = 20, the CRLB is 
0.0412m2, the corresponding MSE is 0.0414m2. When d 
= 20m, N = 20, the CRLB is 1.0310 m2, the correspond-
ing MSE is 1.0357 m2). 
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In Figure 7, we can see that when N = 20, d > 20m, the 
MSE of ranging estimation grows higher than 1m2. 
Therefore, it is necessary to filter out large d values in 
order to achieve higher ranging accuracy.  

In the MLE based ranging using the RSSI values, the 
number of iterations N is an important parameter. Figure 
8 gives the relation between N and the CRLB and the 
MSE, respectively. When N increases, the CRLB and the 
MSE decrease rapidly. The MSE of ranging approxi-
mates the CRLB when N is large enough (e.g. when d = 
5m, N = 10, the CRLB is 0.1289 m2, the corresponding 
MSE is 0.1300 m2). Accordingly, we validate Equation 
(23), and prove the validity of our MLE method. 

Figure 9 compares the MLE based ranging errors 
when the numbers of iterations N are 1, 5, and 20. Even 
if thermal noises and other interferences cause the error 
to fluctuate randomly, we can see that higher numbers of 
iterations dramatically increase the accuracy of ranging 
computations. 
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Figure 10. The cramer-rao lower bound (CRLB) of ranging 
estimations in los (line of sight) and nlos (non-line of sight) 
environments. 
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Figure 12. Localization result of estimation time N=1 (lo-
calization error is 1.2547m). 
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Figure 13. Localization result of estimation time N=20 (lo-
calization error is 0.2464m). 
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Figure 11. Realtion between the mean square error (MSE) 
of ranging estimation and the localization error. 
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Figure 14. Localization result of estimation time N= 100 
(localization error is 0.0885m). 
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Figure 10 analyzes the CRLB, which reflects the MSE 
of unbiased estimation, in LOS (line of sight) and NLOS 
(non-line of sight) environments. When N increases, the 
CRLB in LOS and NLOS decrease correspondingly. For 
the same distance d situations, the CRLB in NLOS is 
even smaller than the CRLB in LOS through our channel 
model and ranging method. Therefore, precise ranging 
and localization estimation also could be achieved in 
NLOS environment. This is especially attractive in coal 
mine environments. 
 
7.3.  Evaluation of the Localization Algorithms 
 
From the analysis of Cramer-Rao low bound in Equation 
(21), the variance of ranging error can be sh n in 
Equation (23). Similarly, the localization error can be 

ow

expressed by the estimated coordinates and the real co-

rdinates as   o 2ˆ ˆ 2
x x y y   . 

Figure 11 shows the relation between ranging error 
and localization error in Equation (19) and Equation (20). 
It is obvious that the ranging error and localization error 
decrease when N increases. The localization error when 
N = 2 is about 2/3 of that when N = 1. When N = 20, we 
could get the least localization error, which is 0.3009m. 

Secondly, we choose some nodes in Figure 4 to ex-
amine the impact of the number of iterations to the accu-
racy of localization computations as shown in Figure 12, 
Figure 13 and Figure 14. The triangle is the target node, 
the squares are reference nodes in the communication 
radius of the target node, the star is the estimated loca-
tion of target node and the hollow circles are other nodes. 
We set the communication radius in Figure 4 to be 20m, 
and the average number of reference nodes in this range 
to be K = 5. Therefore, allocating about 40 re rence 

 location calculation algo-
rit

of the number of interations N to the 
when distance d = 14.9430m. 

fe
nodes in the100 100m m mining area should be enough 
to monitor target node. As the

hms described in Section 4-B, when Tw = 1s, TRR = 
10ms and T  = 10ms, we can ensure 20 to 100 rangings 

between target node and every reference node. Figure 12, 
13, 14 display the special deviation between estimated 
location and real location when N = 1, N = 20 and N = 
100. Table 3 shows the localization error between the 
target node and a reference node that is d = 14.9430m 

 
Table 3. The impact 

localization errors 

Iteration Number N Localization Error 

N = 1 1.2547m 

N = 20 0.2464m 

N = 50 0.1253m 

away, which shows t mpact of 
creases when

hat the i N increments de-

 
co

performance

 U

ledgment 

We w . 
Fanzi Zeng, and Prof. Juan Luo for their insightful feed-
backs ion o  and of 
the anonymous reviewers for their helpful comments. 
This work ha generously spon by the 
National Na ience Foundat hina under 
Grant No. 6 d the Rayth pany under 
Grant No. RC  
 

. Yang, “A survey: Localization 
obile targets through wireless sensors 

network,” In The Eighth Annual PostGraduate Sym- 

Applications (MONET), Vol. 8, pp. 463–472, 2003. 

 N is greater than a few dozen. 
 
8.  Conclusions 
 
We proposed a group of communication protocols and 
localization algorithms for wireless sensor networks in

al mine environments, namely a new UWB coding 
method, called U-BOTH (UWB based on Orthogonal 
Variable Spreading Factor and Time Hopping), an 
ALOHA-type channel access method and a message ex-
change protocol to collect location information. Then we 
derived the corresponding UWB path loss model in order 
to apply the maximum likelihood estimation (MLE) 
method to compute the distances to the reference sensors 
using the RSSI information, and provided least squares 
(LS) method to estimate the coordinate of the moving 
target. The  of U-BOTH communication 
system and the localization algorithms are analyzed us-
ing communication theories and simulations. Results 
show that BOTH transmission technique can effec-
tively reduce the bit error rate under the path loss model, 
and the corresponding ranging and localization algo-
rithms can accurately compute moving object locations 
in coal mine environments. 
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ABSTRACT 
 
In end-to-end QoS provisioning some bandwidth portions on the link may be reserved for certain traffic 
classes (and for particular set of users) so the congestion problem of concurrent flows (traversing the net-
work simultaneously) can appear. It means that in overloaded and poorly connected MPLS/DS networks the 
CR (Constraint-based Routing) becomes insufficient technique. If traffic engineering is supported with ap-
propriate traffic load control the congestion possibility can be predicted before the utilization of guaranteed 
service. In that sense the initial (pro-active) routing can be pre-computed much earlier, possible during SLA 
(Service Level Agreement) negotiation. In the paper a load simulation technique for load balancing control 
purpose is proposed. It could be a very good solution for congestion avoidance and for better load-balancing 
purpose where links are running close to capacity. To be acceptable for real application such complicated 
load control technique needs very effective algorithm. Proposed algorithm was tested on the network with 
maximum M core routers on the path and detail results are given for N=3 service classes. Further improve-
ment through heuristic approach is made and results are discussed. Some heuristic options show significant 
complexity savings that is appropriate for load control in huge networks. 
 
Keywords: End-To-End Qos Provisioning, Traffic Engineering In MPLS/Diffserv Networks,  

Constraint-Based Routing, Load Control during SLA Creation 

 

1.  Introduction 
 
The core network for NGN (New Generation Network) 
is evolving to MPLS/DiffServ based network. With cap- 
ability in service differentiation techniques the network 
operator can ensure the traffic priorization, specialy to 
quality voice (VoIP) and video calls (premium traffic), as 
same as for truly differentiated data services. It means 
that DiffServ classifies individual flows in a small num-
ber of service classes (at network edges). Also it enables 
‘’soft’’ reservation (allocation) of resources and special 
handling of packets in the core. Together, MPLS (Multi 
Protokol Label Switching) and DiffServ provide a sca- 
lable QoS solution for the core of NGN; see [1] and  
[2].  

 MPLS uses extensions to Resource Reservation Pro- 

tocol (TE-RSVP) and the MPLS forwarding paradigm to 
provide explicit routing; see [3-5]. But end-to-end provi-
sioning of coexisted and aggregated traffic in networks is 
still demanding problem, specially if over- provisioning 
is not possible. All traffic flows in domain are distributed 
among LSPs (Label Switching Path) related to N service 
classes, but we know the IGP (Interior Getaway Protocol) 
uses simple on-line routing protocols (e.g. OSPF, IS-IS) 
based on shortest path methodology.  With OSPF (Open 
Shortest Path First) some paths may become congested 
while others are underutilized. Constraint-based routing 
(CR) as an extension of explicit routing ensures traffic 
engineering (TE) capabilities. CSPF (Constrained Short-
est Path First) allows an originating (ingress) router to 
compute a path (LSP) to egress router (sequence of 
intermediate LSRs), taking care of constraints such as 
bandwidth, delay and admi- nistrative policy; see [12]. It 
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can find out a longer but lightly loaded path, better than 
the heavily loaded shortest path. With constraint-based 
label distribution protocol (CR-LDP) the bandwidth pro-
visioning dire- ctives and other information can be en-
sured (list of router's neighbors, attached networks, ac-
tual resource availability and other relevant information). 
It can be distributed for each service class and for each 
link along the path (LSP); see [6]. CR process can be 
incorporated into each ingress router and co-exists with 
the conventional routing technique.  

MPLS/DiffServ aware TE (DS-TE) allows constraint- 
based routing of IP traffic with final task to adjust class 
load to actual class capacity. But the routing approach 
explained above can be effective in under loaded net-
works or in fully connected networks only. For them the 
RED or WRED (Weighted Random Early Detection) are 
effective congestion avoidance techniques. But in some 
networks dropping packets can lead to customer dissat-
isfaction and SLA violation. In the context of simulta-
neous flows (former contracted SLAs + new SLA crea-
tion) bandwidth overbooking is possible and congestion 
problem during service utilization can appear. For over-
loaded and poorly connected networks we need predic-
tion of congestion probability much earlier. Load bal-
ancing has to be done much before the moment of ser-
vice utilization, possibly during SLA negotiation process. 
To obtain quantitative end-to-end guarantees the QoS 
provisioning has to be in firm correlation with bandwidth 
management; see [7,8]. Also, such load control as a part 
of DS-TE can help in optimal bandwidth reservation, to 
predict sufficient resources and to ensure better 
end-to-end QoS provisioning, see [14]. TE involves the 
management of existing bandwidth resources to suit  

trafic demands and to meet the growing demands of 
customers in the network. 

New approach in load control during SLA creation is 
given in Section 2. Load control can be seen as the ca-
pacity expansion problem (CEP) of N capacity types. 
Expansions are possible in given limits for each ba- 
ndwidth portion (sub-pool), influencing on each other. 
The mathematical model explanation for CEP is given in 
the Section 3. In the Section 4, we have CEP algorithm 
development and heuristic approach. The comparison of 
results for different algorithm options we can see in the 
Section 5.  
 
2.  LSP Creation during SLA Negotiation 
 
The service provider for domain (e.g. ISP) wants to ac-
cept a new SLA that results with priority traffic flow 
between edge routers. A traffic trunk is defined as a 
logical pipeline within an LSP, with reservation of cer-
tain amount of capacity to serve the traffic associated 
with a certain SLA. So it is clear that LSP between an 
ingress/egress pair may carry multiple traffic trunks as-
sociated with different SLAs; see [10]. In Figure 2 we 
have situation on the path for the example of simultane-
ous SLA flows from Figure 1. All traffic flows on the 
path are participating possibly in the same time (the 
worst case). In that sense the network operator (e.g ISP) 
has to find the optimal LSPs for aggregated flows with-
out any possible congestion in the core network; see [9]. 
Each traffic demand can be satisfied on appropriate or 
higher QoS level, using appropriate bandwidth portion 
from a sub-pool. The main condition is: the sufficient 
network resources must be available for the priority traf-
fic at any moment.  
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Figure 1. An example of  number of flows (former SLAs) in the context of new SLA creation. 
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Figure 2. Simultaneous flows with possibly congestion on the path. 

 
So we propose the next scenario: during SLA negotia-

tion process the RM (Resource Manager) module has to 
determine the main parameters that characterize the re-
quired flow (i.e., bandwidth, QoS class, ingress and 
egress IP router addresses, time of service utilization); 
see [13]. At first RM can apply off-line routing to get 
initial LSP, taking care of all other simultaneous flows. It 
can be done with any shortest path-based routing algo-
rithm (e.g. OSPF). From RM we can get statistical de-
tails for each SLA flow traversing the network simulta-
neously, e.g. ingress node, egress node, service class, 
bandwidth etc.). We need very effective algorithm to 
simulate such traffic load and detect congestion possibil-
ity on the path. Such optimization is a multi-constrained 
problem (MCP). 

The BB (Bandwidth Broker) will check if there are 
enough resources on the calculated path to satisfy the 
requested service class. If such calculated path has any 
link that exceeds allowed capacity limits (maximal 
bandwidth for appropriate service class) possible conges-
tion exists; see [15]. It means that link capacity on the 
path cannot be sufficient for new traffic load. Alterna-
tively, adding capacity arrangement (dynamic bandwidth 
reservation) for congested link has to be done but it may 
produce significant extra cost. Abut dynamic bandwidth 
reservation mechanism we can see in [20] and [21].  

If calculation finds that proposed path has no any 
congestion the new SLA can be accepted and related 
LSP is assigned to that traffic flow (SLA) and stored in 
database of RM. In opposite the new SLA cannot be ac-
cepted or must be re-negotiated. In the moment of ser-
vice invocation such calculated (and stored) LSP can be 
easily distributed from RM to the MPLS network to 
support explicit routing, leveraging bandwidth reserva-
tion and prioritization; see [16].  

In that way the LSP creation should be in co-relation 
with SLA, to enable better load-balancing and to ensure 
congestion avoidance in domain. Also, such load balan- 

cing technique is appropriate for inter-domain end-to-end 
path provisioning in the part of optimal bandwidth res-
ervation from neighbor ASes (Autonomous System). 
Capacity reservations have to be done in the most effec-
tive way in order to provide bandwidth guarantees for 
predicted traffic; see [11]. Having purchased access to 
sufficient bandwidth from downstream ASes, home AS 
can utilize both: purchased bandwidth and its own net-
work capacity.  
 
3.  Mathematic Model of CEP for Congestion 

Control and Load Balancing Purpose 
 
The congestion control technique explained above can be 
seen as the capacity expansion problem (CEP) on the 
path with or without shortages. If the fulfillment of traf-
fic demand is the main condition we talk about CEP 
without shortages. Transmission link on the path are ca-
pable to serve traffic demands for N different QoS levels 
(service class) for i = 1, 2, ..., N. For each traffic load we 
need appropriate bandwidth amount, so it looks like 
bandwidth expansion. Bandwidth portions on the link 
can be assigned to traffic flow of appropriate service 
class up to the given limit of bandwidth sub-pool (maxi-
mal capacity for defined service class). Used capacity 
can be increased in two forms: by expansion or by con-
version. Expansions can be done separately for each ser-
vice class or through conversion (redirected amount) to 
lower quality class. It means that capacity can be reused 
to serve the traffic of lover quality level under special 
conditions. For example, if capacity predefined for prior-
ity traffic is unused it can be redirected to support best 
effort services. Bandwidth usage for each service class 
(sub-pool) can be a part of resource reservation strategy 
but sum of all sub-pools has to be equal/less than link 
capacity. Figure 3 gives an example of network flow 
representation for network flow for multiple QoS levels 
(N) and M core routers (LSR) and M+1 links on the path. 
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Figure 3. The network flow representation of the CEP for Russian Dolls bandwidth allocation model. 
 

Network has V core routers, M  V, and A links connect-
ing all of them, including edge routers.  

In the CEP model the following notation is used: 
i, j and k = QoS level. We differentiate n service 

classes (QoS levels).The N levels are ranked from i = 1, 
2,..., N, from higher to lower. 

m = on the path, connecting two successive routers m1 
and m2, m = 1, …., M+1. 

ri,m = traffic demand increment for additional capacity 
on the link m from appropriate sub-pool i. For conven-
ience, the ri.m is assumed to be integer. For the flow go-
ing out from the path ri,m is negative. The sum of traffic 
demands for capacity type i between two routers on the 
path:  





2

1

,21 ),(
m

mm
mii rmmR             (1) 

xi,m = the amount of adding capacity for appropriate 
service class i on the link m. Possible negative values – 
decrease. It means that we have idle (sufficient) capacity. 
If dynamic bandwidth management is possible such re-
duction can be realized.  





N

i
mim xX

1
,

           (2) 

The sum of demands for whole path and for all capac-
ity types has to be positive or zero (including new SLA):  

0),1(
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 
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M

m
m

N

i
i XMR                (3) 

From this formulation it is obvious that sum of traffic 
demands on the path has to be equal to capacity amount 
used to satisfy them. It means that we don’t expect re-
duction of total capacity on the path toward egress router, 
in other words we presume the increase of capacity.  

yi,j,m = the amount of capacity for quality level i on the 
link m, redirected to satisfy the traffic of lower quality 
level j. 

Any traffic demand can also be satisfied by converted 
capacity from any capacity type k < i with higher quality 
level. In Figure 3, such flows are marked with doted 
lines. 

Ii,m = relative amount for the capacity type i on the link 
m, connecting two neighbor routers. Idle capacity is rep-
resented with positive value.  If shortages are not al-
lowed negative value cannot exist. Ii1 = 0, Ii,M+1 = 0 that 
means: no adding capacity is necessary on the link to-
ward edge routers. It means that the capacity for that link 
is always sufficient.  
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Li,m = bandwidth constraints for link capacity values 
on the link m and for appropriate service class i (L1,m , 
L2,m , … LN,m).  

wi,m= weight for the link m and appropriate service 
class i (QoS level). 

deli,m= delay on the link m for appropriate service class 
i. Maximal delay on the path is denoted with DELi . 

As we have nonlinear expansion functions (showing 
the economy of scale) the CEP can be solved by any 
nonlinear optimization technique. Instead of polynomial 
optimization (e.g. nonlinear convex programming), that 
can be very complicated (NP-complete), the network op- 
timization methodology is efficiently applied. The main 
reason on such approach is the possibility of discrete ca- 
pacity values for limited number of QoS classes, so the 
optimization can be significantly improved. The problem 
can be formulated as Minimum Cost Multi-Commodity 
Flow Problem (MCMCF). Such problem can be easily 
represented by multi-commodity the single (common) 
source multiple destination network; see Figure 3.  

Let G (V, A) denote a network topology, where V is 
the set of vertices(nodes), representing link capacity sta- 
tes and A, the set of arcs, representing traffic flows be-
tween routers. Each link on the path is characterized by 
z-dimensional link weight vector, consisting of z-non- 
negative QoS weights. The number of QoS measures (e.g. 
bandwidth, delay) is denoted by z. In general we have 
multi-constrained problem (MCP) but in this paper we 
talk about one-dimensional link weight vectors for M+1 
links on the path wi,m, m  A, i = 1, …, N. E.g. the ca-
pacity constraint for each link on the path is denoted with 
Li,m (L1,m L2,m, … LN,m). For non-additive measures (e.g. 
for bandwidth where the cost-function is concave, and 
we are looking for minimum) definition of the single- 
constrained problem is to find a path from ingress to 
egress node with minimal link weight along the path. 

In the context of MCP we can introduce easily the 
adding constraint of max. Delay on the path (end-to-end). 
As it is an additive measure (more links on the path cause 
higher delay) it can be used as criteria to eliminate any 
unacceptable capacity expansion solution from calcula-
tion. 

The flow situation on the link depends of expansion 
and conversion values (xi,m , yi,j,m). It means that the link 
weight (cost) is the function of used capacity: lower 
amount of used capacity (capacity utilization) gives lo- 
wer weight. If the link expansion cost corresponds to the 
amount of used capacity, the objective is to find the opt- 
imal expansion policy that minimizes the total cost on 
the path. Definition of the single-constrained problem is 
to find a path P from ingress to egress node such that: 

),,(min)( ,,,,

1

1 1
, mjimimi

M

m

N

i
mi yxIwPw 



 

     (4) 

where:     Ii,m   Li,m              (5) 
satisfying condition of max. Delay for P: 

 
2

1

,

m

m
imi DELdel           (6) 

for  i = 1, …, N  ;  m = 1,…, M 
A path obeying the above conditions is said to be fea-

sible. Note that there may be multiple feasible paths be-
tween ingress and egress node. Generalizing the concept 
of the capacity states for each quality level of transmis-
sion link m between LSRs in which the capacity states 
for each service class (QoS level) are known within defi- 
ned limits we define a capacity point - m.  

m = (I1,m, I2,m, ... , IN,m)    (7) 

1 = M+1 = (0, 0, ... , 0)    (8) 

In formulation (3.7) m denotes the vector of capaci-
ties Ii,m for each service class on link m, and we call it 
capacity point. On the flow diagrams (Figure 2) each 
column represents a capacity point of the node, consist-
ing of N capacity state values (for i-th QoS level). Link 
capacity is capable to serve different service classes. Ca- 
pacity amount labeled with i is primarily used to serve 
traffic demands of that service class but it can be used to 
satisfy traffic of lower QoS Level j (j > i).  

Formulation (3.8) implies that idle capacities or capac-
ity shortages are not allowed on the beginning and on the 
end of the path. It means that process is starting with new 
SLA flow that must be fully satisfied through the net-
work (from ingress to egress node).  

The objective function for CEP problem can be formu- 
lated as follows: 
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so that we have:    
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N
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mjimimimi ryxII ,

1
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

    (10) 

01,1,  Mii II     (11) 

for m = 1, 2, ..., M+1;  i = 1, 2, ... , N;  j = i + 1, ... , N. 
In the objective function (3.9) the total cost (weight) 

includes some different costs. Expansion cost (adding 
capacity) is denoted with ci,m (xi,m). For the link expan-
sion in allowed limits we can set the expansion cost to 
zero. We can differentiate expansion cost for each ser-
vice class. We can take in account the idle capacity cost 
hi,m (Ii,m+1), but only as a penalty cost to force the usage 
of the minimum link capacity (prevention of unused/idle 
capacity). Also we can introduce facility conversion cost 
gi,j,m (yi,j,m) that can control non-effective usage of link 
capacity (e.g. usage of higher service class capacity in-
stead). Costs are often represented by the fix-charge cost 
or with constant value. We assume that all cost functions 
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y

first step we are calculating the minimal expansion weight 
du,v for capacity expansion between two capacity points 
of neighbor links. It has to be done for all capacity points 
and for all pairs of neighbor routers (interconnected). 

are concave and non-decreasing (reflecting economies of 
scale) and they differ from link to link. The objective 
function is necessarily non-linear cost. With different 
cost parameters we can influence on the optimization 
process, looking for benefits of the most appropriate ex-
pansion solution.  

u,v = the order number of capacity points in the 
sub-problem for appropriate link, 1  u, ..., v  M+1. 

 The calculation of weight value between two capacity 
points we call: capacity expansion sub-problem (CES); 
see (4.1). The expansion sub-problem for N facilities i = 
1, 2, … , N on the path between routers u and v is as: 

4.  Algorithm Development 
 
The network optimization can be divided in two steps. At 

, , , , , 1 , , , ,
1 1

min ( ) ( ) ( )
v N N

u v i m i m i m i m i j m i j m
m u i j m

d c x h I g
   

       
   
                         (12) 
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Figure 4. The CEP problem can be seen as the shortest path problem for an acyclic network in which the nodes represent all 
possible values of capacity points and the links represent CES values. 

 

where:   
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mii rvuR ,),(                 (14) In the CEP we have to find many cost values du,v(u, 

v) that emanate two capacity points, from each node (u, 
u) to node (v, v) for v  u. The total number of CES 
can be pretty large:  Di (u,v)= ;   i j  (15)  
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for m = 1, 2, ... , M+1;  i = 1, 2, ... , N;  j = i + 1, ... , N. 
For every CES the calculation of many different ex-

pansion solutions can be derived from Di value. Many 
combinations exist from expansion and conversion 
amount.  

Let Cm be the number of the capacity point values for 
link m between two neighbor core routers. Only one ca-
pacity point for the link that connects the edge router: C1 
= CM+1 = 1.  The most of the computational effort is spent on com-

puting of the sub-problem values. The number of all pos-The total number of capacity points is: 
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sible du,v values depends on the total number of capacity 
points; see Figure 4.  

Suppose that all links (sub-problems) are calculated, 
the optimal solution for CEP can be found by searching 
for the optimal sequence of capacity points and their as-
sociated link state values. On that level the CEP problem 
can be seen as a shortest path problem for an acyclic 
network in which the nodes represent all capacity point 
values, and branches represent CES values; see Figure 4, 
Then Dijkstra’s algorithm or any similar algorithm can 
be applied.  

The number of all possible du,v(u, v) values depends 
on the total number of capacity points. It is very impor-
tant to reduce that number (Cp) and that can be done 
through imposing of appropriate capacity bounds or by 
introduction of adding constraints (e.g. max. delay). 
Through numerical test-examples we’ll see that many 
expansion solutions cannot be a part of the optimal ex-
pansion sequence.  
 
4.1.  Single Location Expansion Problem 
 
Approach described in chapter above requires solving 
repeatedly a certain single location expansion problem 
(SLEP) in all possible modifications, looking for the best 
result. Let SLEPi,j (m, Di, ... Dj) be a Single Location Ex-
pansion Problem associated with link m for facility (ca-
pacity) type i, i+1, ... , j and corresponding values of ca-
pacity change intention Di, Di+1, ... , Dj .                                      

The excessive expansion means that the expansion 
amount xi,m is used to partially expand facility i and to 
satisfy demands for lower capacity type j, with conver-
sion amount yi,j,m.  

For example, in solving SLEP1,3 for three different 
capacity types (bandwidth sub-pools) we have many ex-
pansion solutions divided into three different scenarios 
(expansion strategies):  

a). capacity changes of one capacity type are not cor-
related with changes of others;  

b). capacity changes of two capacity types depend on 
each other, but change of the third is independent; 

c). capacity changes for all of three capacity types de-
pend on each other. 

From three expansion scenarios (expansion strategy) 
many different expansion solutions can be derived, de-
pending on Di polarity. A lot of them are not acceptable 
and are not part of optimal sequence. For this problem an 
acceptable expansion solution has to satisfy some basic 
properties: 

xi,m  Di,m  0              (18) 

yi,j,m  Di,m  0             (19) 

yi,j,m Dj,m  0              (20) 

Property (4.1.1) implies that the expansion (increase) 
of capacity type i cannot be acceptable if that facility has 
intention to be reduced on location (link) m (Di,m < 0). 
Similar stays for negative values. 

Expansion (capacity increase) is also possible through 
conversion, so (18) and (19) imply the similar restriction 
as (20). Zero value of any capacity type means that any 
change of capacity is allowed. In scenario A. we have 
only one possible expansion solution. In scenario B. we 
can combine all three capacity types in couples. In sce-
nario C. we can see that only one expansion solution 
exists. Totally, we have five different expansion soluti- 
ons with many variations. 

In scenarios B. and C. we have expansion solutions 
with conversions of capacity from one type to another. It 
can be done as stand-alone expansion or together with 
expansion. That means that the conversion is just compl- 
ementary with the expansion in satisfying of traffic de-
mands. 

Conversions can be applied only when idle capacities 
are noticed or negative demand increments are present. 
Special case is occurred when conversion yi,j,m eliminates 
both: eliminating  idle capacity of type i plus satisfying 
traffic demands of capacity type j. Also we can make 
distinction between two options: the partial expansion 
and the excessive expansion. The partial expansion xj,m 
means that demands are satisfied by expansion of appr- 
opriate capacity type j plus by conversion yi,j,m of capac-
ity type i with higher quality level, but only if shortage of 
facility i is not occurred.  

 
4.2.  Adding Properties (the Improvement of  

CEP Algorithm) 
 
The most of the computational effort is spent on com-
puting of the sub-problem values. But a lot of expansion 
solutions are not acceptable and they cannot be a part of 
the optimal expansion sequence. The key for this very 
effective approach is in fact that extreme flow theory 
enables separation of these extreme flows which can be 
included in optimal expansion solution from those which 
cannot be. Any of du,v value, if it cannot be a part of the 
optimal sequence, is set to infinity. It can be shown that a 
feasible flow in the network given in Figure 3 corre-
sponds to an extreme point solution of CEP if and only if 
it is not the part of any cycle (loop) with positive flows, 
in which all flows satisfy given properties; see 18. One 
may observe that the absence of cycles with positive 
flows implies that each node has at most one incoming 
flow from the source node (positive or negative). This 
result holds for all single source networks. That means 
that optimal solution of du,v has at most one expansion 
(or reduction) for each facility.  
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Using a network flow theory approach, adding proper-
ties of extreme point solution are identified. These prop-
erties are used to develop an efficient search for the link 
costs du,v. Absence of such cycles with positive flows 
implies that extreme point solutions for CEP satisfy the 
following properties:  

Ii,m  xi,m  0      (21) 

Ii,m  yi,j,m  0        (22) 

Ij,m  yi,j,m  0           (23) 

Ij,m  xi,m yi,j,m = 0  if xi,m  yi,j,m  0      (24) 

Ii,m  Ij,m  yi,k,m  yj,k,m = 0  if  yi,k,m  yj,k,m  0     (25) 

for:  i, j , k = 1, 2 , 3 i  k  j ;  m = 1, … , M+1 
Properties (21) to (25) imply that the capacity of any 

capacity type is changed through an expansion, reduction 
or by conversion only if it doesn’t make cycles with 
positive flows. 

(21) and (22) imply that the capacity of any capacity 
type can be increased by an expansion or by a conversion 
only if there is no idle capacity. Similar rule exists for 
reduction of idle capacity.  

(23) implies that capacity can be reduced only if there 
is no capacity shortage. 

(24) implies that incoming flow of facility, going to be 
converted (reduced) in partially or excessive expansion 
solution, has to be zero. If not, cycles with positive flows 
can be occurred; see Figure 5, on that diagram we have 
idle capacity from previous link (for first and second cla- 
ss). The third class is satisfied with capacity conversions 

D1 = -30

D2 = -10 

D3 = 40

m

I3,m+1 = 20

Y1,3,m = 10 ; (- D2 )

Y1,3,m = 30 ; (- D3 )

I3,m =?0

I2,m =20

I1,m = 10

r1,m = -20

r2,m = 10

r3,m = 20

 m + 1    

I2,m+1 = 0

I1,m+1 = 0

S

m - 1

Priority traffic

The best effort

 
Figure 5. An example of single location expansion solution 
that cannot be a part of the extreme solution. 

 

of higher classes. On that diagram dotted lines mark a  
cycle with positive flows from the common source. It 

means that such solution cannot be a part of extreme solu-
tion and has to be avoided from further calculation. One 
of the capacity values (I2,m or I3,m) must be zero. 

Property (25) is used for simultaneous multiconver-
sion solution from scenario C. Only one incoming flow 
of converted (reduced) facility can exist. It means that 
two incoming flows are not allowed in the same time. In 
the case of simultaneous conversions, incoming flows 
have to be zero. 

We can say that any acceptable SLEP1,3 expansion so-
lution for any CES have to satisfy properties (18)-(20) 
and (21)-(25). So many expansion solutions are not a 
part of optimal sequence and could be eliminated from 
further computation; see 19.  It means that any of sub- 
problem value if it cannot be a part of the optimal se-
quence is set to infinity.   
 
5.  Testing Results and Comparison of  

Different Algorithm Options 
 
The proposed algorithm is tested on many numerical 
test-examples, looking for optimal expansion sequence 
on the path.  Between edge routers there are maximum 
M core routers (LSR) and the path consists of maximum 
M+1links. Traffic demands (former contracted SLAs) are 
given in relative amount for each interior router on the 
path. Demands are overlapping in time and are defined 
for each capacity type (service class). Results obtained 
by improved algorithm (reduction of unacceptable ex-
pansion solutions) are compared with results obtained by 
referent algorithm that is calculating all possible expan-
sion solutions for each CES.  

For each test-example we know the total number of 

 

 

Figure 6. Trends of algorithm complexity and comparison 
f results (minimal cost). o 

 



S. KRILE  ET  AL. 
 

Copyright © 2009 SciRes.                                          Int. J. Communications, Network and System Sciences 

430 

Table 1. Results of numerical test-example. 

Traffic demands (increment) 

Routers 
on the 
path 

r1,m r2,m r3,m 

Algorithm 
option 

The best  
result  

(minimal cost)

Number 
of capacity 

points 

Number of 
sub-problems 

satisfying  
properties 

Computational 
savings 

in perc. (%) 

1 
2 
3 
4 
5 
6 

-10 
10 
0 

10 
-10 
10 

0 
10 
0 

-10 
0 

10 

10 
0 
0 

10 
0 
0 

Full approach
Basic_A 

M_H 
A_H 
R_H 
P_H 
T_H 

9 487,58
9 487,58
9 487,58
9 487,58
9 487,58
9 487,58
9 487,58

839 
839 
590 
424 
394 
91 
7 

30 133 
17 869 
12 249 
11 146 
5 324 

963 
6 

- 
40,70 (59,30) 
59,35 (40,65) 
63,01 (36,99) 
82,31 (17,69) 
96,80  (3,20) 
99,99  (0,01) 

ci,m(xi,m) = fi 
m-1(Ai+Bi xi,m

ai), A1=3000, B1=25, a1 = 0.9, A2=1000, B2=20, a2=0.85, A3=2000, B3=30, a3=0.95 
For negative expansions (xi,m <  0) ci,m(xi,m) = - fi 

m-1(Bi abs(xi,m)ai). 
hi,m(Ii,m+1) = f  m-1Hi Ii,m+1 , Hi = 400 (Ii,m > 0) for  i = 1, 2, 3. Shortages (Ii,m < 0) are not allowed;  i

gi,t(yi,j,m) = fi 
m-1Gi  yi,j,m , Gi  =100  for yi,j,m > 0 , i < j. Conversions in opposite direction (yi j,,m < 0) are not allowed;  

For all positions and for all quality levels it is the same value fi = 0.9. All cost values are the same no matter of the link position 
on the path. In this test-example expansion limits Li,m are satisfied. 

Optimal usage of the capacity (expansion sequence):  
y1,3,1 = 10, x1,2 = 10, x2,2 = 10, x1,4 = 20, y1,3,4 = 10, x2,4 = -10, x1,5 =-10, x1,6 = 10, x2,6= 10 

Minimal cost: 9 487,58 

 
b) Total sum of the link capacity values (for all quality 

levels) is positive A_H (Acceptable Heuristic option); 
capacity points. The number of possible CES is wellkn- 
own, so it is the measure of the complexity for the CEP- 
problem. Also, for each test-example we can see the nu- 
mber of acceptable sub-problems, satisfying basic and 
additional properties of optimal flow; see example from 
table 1. For all numerical test-examples the best possible 
result (near-optimal expansion sequence) can be obtained 
with improved algorithm (denoted with Basic_A), same 
as with referent algorithm (without reduction of unac-
ceptable expansion solutions). For N=3 and M=6 algo-
rithm complexity savings in percents are on average 
more that 40 % that is proportionally reflected on com-
putation time savings; see Figure 6.  

The number of all possible CES values depends on the 
total number of capacity points. So CEP requires the 
computation effort of O(NMNd) with linear influence of 
N. In real application we normally apply definite granu-
larity of capacity values through discrete values (integer) 
of traffic demands Ri . It reduces the number of the ca-
pacity points significantly. Because of that the minimal 
step of capacity change (step_Ii) has strong influence on 
the algorithm complexity.  

In real situation we can introduce some limitations on 
the capacity state value, talking about heuristic algorithm 
options: 

c) Total sum is positive but only one value can be 
negative. Such option is denoted with R_H (Real Heuris-
tic option); 

d) Algorithm option that allows only non-negative ca-
pacity state values is denoted with P_H (Positive Heuris-
tic option); 

e) Only null capacity values are allowed. A trivial 
heuristic option (denoted with T_H) allows only zero 
values in capacity point (only one capacity point).  

 

 
a) Only one negative capacity value in the capacity 

point. Such option is denoted with M_H (Mini-
mal-shortage Heuristic option);  Figure 7. The complexity savings increase with value M. 
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We compared the efficiency of algorithm in above 

mentioned options. In Figure 6 we can see the average 
values of results for N=3 and M=6. Only for few 
test-examples (see table 1.) we can find the best expan-
sion sequence, providing the minimal cost, no matter of 
algorithm option we use. For the most examples algo-
rithm option M_H can obtain the best result with average 
saving more than 60 %. For other algorithm options the 
significant reduction of complexity is obvious but dete-
rioration of result appears. In the most cases the trivial 
algorithm option (T_H) shows the significant deteriora-
tion of final result. A good fact for all algorithm options 
is that efficiency rises with increase of value M; see  
Figure 7.  
 
6.  Conclusions 
 
Inappropriate bandwidth reservation or wrong traffic 
load could result in congestion possibilities. In this paper 
we propose an efficient algorithm for congestion control 
and load balancing purpose during SLA negotiation 
process.  

We can check congestion probabilities on the path 
with algorithm of very low complexity first (e.g. P_H 
algorithm option). It means that only if congestion ap-
pears we need optimization with more complex algo-
rithm (e.g. A_H). With the most complex algorithm op-
tion (Basic_A) we can get the best possible result, so we 
can be sure if congestion on the path could appear or not. 
In the case of congestion appearance new SLA cannot be 
accepted or adding capacity arrangement should be done. 
It means that SLA re-negotiation has to be done and 
customer has to change the service parameters: e.g. 
bandwidth (data speed), period of service utilization etc.  

The proposed algorithm for load control (with differ-
ent options) can be efficiently incorporated in SLA nego-
tiation process. It may improve end-to-end provisioning, 
especially for overloaded and poorly connected networks 
where over-provisioning is not acceptable.  
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ABSTRACT 
 
We present an incremental network programming mechanism which reprograms wireless sensors quickly by 
transmitting the incremental changes using the Rsync algorithm; we generate the difference of the two pro-
gram images allowing us to distribute only the key changes. Unlike previous approaches, our design does not 
assume any prior knowledge of the program code structure and can be applied to any hardware platform. To 
meet the resource constraints of wireless sensors, we tuned the Rsync algorithm which was originally made 
for updating binary files among powerful host machines. The sensor node processes the delivery and the de-
coding of the difference script separately making it easy to extend for multi-hop network programming. We 
are able to get a speed-up of 9.1 for changing a constant and 2.1 to 2.5 for changing a few lines in the source 
code. 
 
Keywords: Network Programming, Incremental, Wireless Sensor Networks, Difference Generation,  

Rsync Algorithm 

 

1.  Introduction 
 
Typically, wireless sensors are designed for low power 
consumption and small size and don’t have enough 
computing power and storage to support a rich pro-
gramming development environment. Thus, the program 
code is developed on a more powerful host machine and 
is loaded onto a sensor node afterwards. The program 
code is usually loaded onto a sensor node through the 
parallel or serial port of the host machine; this is called 
in-system programming. In-system programming (ISP) is 
the most common way of programming sensor nodes 
because most microcontrollers support program loading 
through the parallel or serial port. However, ISP can only 
load the program code to one sensor node at a time. The 
programming time increases proportional to the number 
of wireless sensors to be deployed. During the develop-
ment cycle of wireless sensor software, the source code 
can be modified for bug fixes or to add additional func-
tionalities. With ISP, the cost of a software update is 
high; it involves all the efforts of collecting the sensor 
nodes placed at different locations and possibly disas-
sembling and reassembling the enclosures. Network pro-
gramming reduces these efforts by delivering the pro-

gram code to each of the sensor nodes through the wire-
less links. 

Network programming has been used since the intro-
duction of TinyOS 1.1 release [1,2]. This implementation, 
XNP (Crossbow Network Programming), provides the 
basic capability of network programming; it delivers the 
program code to the sensor nodes remotely. However, it 
has some limitations: First, XNP does not scale to a large 
sensor network. XNP disseminates the program code 
only to the nodes that can be reached directly by the host 
machine. Therefore, the nodes outside the single hop 
boundary cannot be programmed. Second, XNP has a 
lower bandwidth compared than ISP. An experiment in 
[1] shows the programming time of XNP and ISP. In the 
experiment, we used a simple test application ‘Xnp- 
Count’ which has basic functionalities: network progr- 
amming, counting numbers using LEDs and transmitting 
the number in radio packets. The version of ‘XnpCount’ 
we used was 37,000 bytes in size and required 841 XNP 
packets to transfer the entire program. The programming 
time of XNP was more than 4 times longer than that of 
ISP (Figure 1). When XNP updates the program code 
with another version, it sends the entire program code 
rather than the difference. This incurs the same program- 
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Figure 1. Programming time of crossbow network progra- 
mming (XNP) and in-system programming (ISP). 
 
ming time even when the difference is small. If the sen-
sor nodes could build the program code image incre-
mentally using the previous code image, the overall pro-
gramming time can be reduced. 

We present an incremental network programming 
mechanism which sends the new version of the program 
by transmitting the difference of the two program images. 
Unlike previous approaches, we generate the program 
code difference by comparing the program code in block 
level without any prior knowledge of the program code 
structure. This gives a general solution that can be ap-
plied to any hardware platform. We used the Rsync algo-
rithm [3] to generate the difference. The Rsync algorithm 
finds the shared code blocks between the two program 
images and allows us to distribute only the key changes 
of the program. Originally, the Rsync algorithm was 
made for computationally powerful machines exchang-
ing the update of binary files over a low-bandwidth 
communication link. We tuned the Rsync algorithm for 
wireless sensor network programming. First, we made 
the host program process expensive operations like 
building the hash table in favor of the sensor node. In 
order to rebuild the program image the sensor node sim-
ply reads or writes code blocks to flash memory. 

Second, we structured the difference to avoid unnec-
essary flash memory accesses. In rebuilding the program 
image, the sensor node processes the script dissemination 
and the decoding in separate steps. This makes it easy to 
use dissemination protocols and to extend for multi-hop 
network programming. We are able to get a speed-up of 
9.1 for changing a constant and 2.1 to 2.5 for changing a 
few lines in the source code over the non-incremental 
delivery. 

The rest of the paper is organized as follows. Section 2 
describes the in-system programming and the network 
programming as a background. Section 3 discusses the 
related work on wireless sensor network programming. 
Section 4 outlines incremental network programming 
and explains our first implementation. In Section 5, we 
use the Rsync algorithm to generate the program and 

Section 6, we discuss the extension to the script delivery 
which makes program delivery more reliable and faster. 
Finally, we conclude this thesis with Section 7. 
 

show how this implementation improves performance. In 

.  Background 

.1.  In-System Programming 

he program development for wireless sensors starts 

rmat) is loaded 
on

2
 
2
 
T
with writing the source code. For the Berkeley sensor 
platform, the source code is written in the nesC pro-
gramming language. Once the source code is success-
fully compiled, the binary code is generated (main.exe). 
The binary code is further converted to the Motorola 
SREC format (main.srec) and is then available for load-
ing. The Motorola SREC format is an ASCII representa-
tion of binary code and each line of an SREC file con-
tains the data bytes of the binary code with additional 
house keeping information (Figure 2).  

With ISP, the binary code (SREC fo
to a sensor node through the direct connection (e.g. 

parallel port) from the host machine. The host program-
ming tool (uisp) sends a special sequence of bytes that 
places the microcontroller of the sensor node in pro-
gramming mode. While the microcontroller is in pro-
gramming mode, the data bytes sent by the host pro-
gramming tool are written directly to the program mem-
ory of the microcontroller (Figure 3(a)). 

 

S01800006275696C642F6D696361322F6D61696E2E737265632D
S11300000C9426020C9443020C9443020C941C039B
S11300100C9443020C9443020C9443020C94430248
S11300200C9443020C9443020C9443020C94430238

.

.

.

S11348A0802D9DB30895E199FECF9FBB8EBB6DBB58
S10F48B00FB6F894E29AE19A0FBE089546
S10B48BC01007D012DCF4340F2
S9030000FC

SREC file example

S Type

Start Record

Offset CheksumLength Data

Data Record 1

Data Record 2

Data Record n

End Record

SREC record format SREC file format

1Byte Size 1 2 4 2n 2

n = Length - 3

 
Figure 2. Format of SREC file and its records with an ex-
ample. 
 

 
(a) Process of in-system programming 
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(b) Process of network programming 

Figure 3.  network 

.2.  Network Programming 

etwork programming takes a different approach to 

k programming module 
st

cond step, the boot loader copies the program 
co

at the sensor 
no

elated Work 

.1.  Wireless Sensor Network Programming 

NP [1,2] is the network programming implementation 

multihop network programming 
m

 a multihop network programming pro-
to

rs, et al. [8] developed an algorithm that updates 
bi

, et al. [9,10] implemented a version of incre-
m

Steps for in-system programming and
programming. 
 
2
 
N
loading the program code. Rather than writing the pro-
gram code directly to program memory, network pro-
gramming loads the program code in two steps. First, it 
delivers the program code to the sensor nodes. Second, it 
makes the sensor nodes move the downloaded code to 
program memory (Figure 3(b)). 

In the first step, the networ
ores the program code in external storage. Since the 

network programming module runs in user level as a part 
of the main application code, it does not have the privi-
lege to write the program code into program memory. In 
the case of XNP, the network programming module 
writes the program code to the external flash memory 
outside program memory. The external flash memory of 
a MICA2/MICA2DOT mote is 512KB in size and is big 
enough for any application code (the maximum size of 
128KB). During program delivery, part of the code may 
be missing due to the packet loss. The network pro-
gramming module requests for any missing records of 
the program code to make sure that there are no missing 
records.  

In the se
de from external flash memory to program memory. 

The boot loader is a program that resides in the high 
memory area (which we call the boot loader section) of 
an ATmega128 microcontroller and has the privileges to 
write data bytes to the user application section of pro-
gram memory [4]. The boot loader starts execution when 
it is called by the network programming module. After it 
copies the program code from the external flash memory 
to program memory, it restarts the system. 

In the paragraphs above, we assumed th
des can update the current program image through 

network programming. However, a sensor node cannot 
be network programmed until it has the network pro-
gramming module and the boot loader. Thus, we need to 
load the initial program code and the boot loader with 
ISP. 

3.  R
 
3
 
X
for TinyOS that was introduced with 1.1 releases version. 
XNP supports basic network programming broadcasting 
the program code to multiple nodes in a single hop. 
However, it doesn’t consider a large sensor network and 
incremental update.  

MOAP [5] is a 
echanism and their main contributions are its code dis-

semination and buffer management. For code dissemina-
tion, they used the Ripple dissemination protocol which 
disseminates the program code packets to a selective 
number of nodes without flooding the network with 
packets. For buffer management, they used a sliding 
window scheme which maintains a window of program 
code and allows lost packets within the window to be 
retransmitted. The sliding window uses a small footprint 
so that packets can be processed efficiently in on-chip 
RAM. MOAP was tested on the EmStar simulator and 
MICA2 motes. 

Deluge [6] is
col that disseminates program code in an epidemic 

fashion to propagate program code while regulating the 
excess traffic. In order to increase the transmission rate, 
Deluge used optimization techniques like adjusting the 
packet transmit rate and spatial multiplexing. Unlike 
MOAP, Deluge uses a fixed sized page as a unit of 
buffer management and retransmission. Deluge was 
tested with the TOSSIM simulator [7] and MICA2 
motes. 

Reije
nary images incrementally. With the algorithm, the 

host program generates an edit script to describe the dif-
ference between the two program code images. The sen-
sor nodes build the program image after interpreting the 
edit script. The edit script consists of not only simple 
operations like copy and insert but also more complex 
operations (address repair and address patch) that modify 
the program code at the instruction level. This helps 
minimizing the edit script size. As an evaluation, this 
paper considers only the reduced script size on the host 
side. Since operations like address repair and address 
patch incur memory intensive EEPROM scanning, the 
experiments should have demonstrated the overall pro-
gramming time in a sensor simulator or in a real sensor 
node.  

Kapur
ental network programming based on the algorithm of 

Reijers, et al [8]. Their implementation is composed of 
two parts: the diff encoder on the host side and the diff 
decoder on the sensor node side. The diff encoder gener-
ates the difference for the two versions of code at the 
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ogram-
m

xamples above disseminated the program 
co

até. In Maté, 
ea

.2.  Remote Code Update outside Wireless  

 
utside the sensor network community, there have been 

neral form of unstruc-
tu

two 
fil

echanism patented by Metricom Inc. [15] dis-
se

.  Design and Implementation 

o design an incremental network programming mecha-

instruction level using copy, insert and repair operations. 
The difference script is delivered to the sensor node us-
ing MOAP [5] which was developed for reliable code 
dissemination. Then, the sensor node rebuilds the pro-
gram code after decoding the downloaded script. 

These two works on incremental network pr
ing minimized the script transmission at the cost of 

program modification at the instruction level. In contrast, 
the implementation in this paper put less computational 
complexity on the sensor nodes. The difference genera-
tion, which is costly, is handled by the host program. The 
sensor nodes simply write the data blocks based on the 
script commands and this can be applied to less powerful 
sensor nodes. 

While the e
de in native binary code, Maté [11] distributes the 

program code in virtual machine instructions which are 
packed in radio packets. While XNP transmits the binary 
code that contains both the network programming mod-
ule and the application, Maté only transmits the applica-
tion code. This allows Maté to distribute the code 
quickly. One drawback of Maté is that it runs the pro-
gram code only in virtual machine instructions and a 
regular sensor application needs to be converted to vir-
tual machine instructions before execution. 

Trickle [12] is an improvement over M
ch sensor node floods the network with packets to dis-

tribute the code and this can lead to network congestion 
but the algorithm can be used for a large sensor network. 
Trickle addresses this problem by using a “polite gossip” 
policy. Each sensor node periodically broadcasts a code 
summary to its local neighbors and stays quiet if it has 
recently heard a summary identical to its own summary. 
The sensor node broadcasts an update only when it hears 
from an older summary than its own. 
 
3

Sensor Community 

O
efforts to update program code incrementally. Emmerich 
et al. [13] demonstrated updating XML code in an in-
cremental fashion. Specifying the update in XML is eas-
ier than a binary image because XML is a structured 
markup language and it allows specifying the update 
without changing the structure of the rest of the code. In 
contrast, inserting or replacing code blocks in binary 
code affects the rest of the code. 

The cases of synchronizing ge
red files can be found with Rsync and LBFS. Rsync [3] 

is a mechanism to efficiently synchronize two files con-
nected over a low-bandwidth, bidirectional link. To find 
matching blocks between the two files, we can divide the 
first file into fixed sized blocks of B bytes and calculate 

the hash for each block. Then, we scan the second file 
and form a B byte window at each byte. After that we 
compare the hash for the window with hash values of all 
the blocks in the first file. This does not work that well. 
If the hash is expensive to calculate, finding the match-
ing blocks will take long time. If the hash can be com-
puted cheaply but with possible false matches, we may 
not find the correct block. The key idea of Rsync is to 
use two levels of hashes, rolling checksum (fast hash) 
and hash (strong hash) to make the computation over-
head manageable while finding the matching blocks with 
high probability. Rsync calculates the rolling checksum 
of the B byte window of the second file at each byte and 
computes the hash only when the rolling checksums of 
the two blocks match. Since the hash is computed only 
for the possible matches, the cost of calculating the hash 
is manageable and we can filter out the false match. 

LBFS [14], another mechanism to synchronize 
es in a low-bandwidth, bidirectional link, takes a 

slightly different approach. Rather than divides a file into 
fixed blocks, LBFS divides each file into a number of 
variable sized blocks and computes the hash over each 
block. To find matching blocks between the two files, 
LBFS just compares these hashes (SHA-1 hash). The key 
idea of LBFS is in dividing a file into variable sized 
blocks. LBFS scans a file and forms a 48-byte window at 
each byte and calculates a 13-bit fingerprint. If the fin-
gerprint matches a specific pattern, that position becomes 
the breakpoint of the block. This scheme has a property 
that modifying a block in a file does not change the hash 
values of the other blocks. When we are going to send a 
new version, we can just compare the hash values of 
each variable block and send only the non-matching 
blocks. 

The m
minates the program code over multihop networks in 

an efficient way using an epidemic protocol. When a 
node V has a new version of code, it tells its neighbors 
that a new version of code is available. On hearing the 
advertisement from V, one of V’s neighbor, P, checks 
whether it has the newly advertised version. If it doesn’t 
have the version, P requests V transmit the version of 
code. After that, V starts sending program code and fin-
ishes when it doesn’t hear any requests. With this 
scheme, a sensor node can distribute the program code 
without causing much network traffic. 
 
4
 
T
nism, we need to consider some factors that affect per-
formance. Compared to other sensor applications, net-
work programming keeps a large amount of data in the 
sensor nodes contributing to long programming time. 
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 much functionality is to 
be

hat it can be 
un

Since programming time is proportional to data size, 
reducing the amount of transmission data will improve 
programming time. External flash memory which is used 
for program storage also limits performance. The 
downloaded code is stored in the external flash memory 
because there is not enough space in on-chip memory. 
However, this external flash memory is much slower 
than the on-chip SRAM. For better performance, access 
to external memory should be made only when it is ne- 
cessary. Caching frequently accessed data can help re-
ducing flash memory accesses. 

Another consideration is how
 processed in the sensor nodes. More sophisticated 

algorithms could reduce overall programming time by 
reducing network traffic, but at the cost of higher com-
plexity computation and memory accesses. 

Finally, the design should be simple so t
derstood and diagnosed without difficulty. 

 

 
(a) Generating difference 

 

 
(b) Memory allocation 

 

 
(c) Program image rebuild 

Figure 4. Step ogrammin

4.

s a starting point, we can design a version of incre-

.1.1.  Difference Generation  
, the host program 

idea is that we can reduce the number of message 
tra

.1.2.  Operations  
essage types used for incremental 

START_DOWNLOAD_IN 

load: Two operations CMD_DOWNLOADING 

he formats of query, reply and 

_LINE 

s for incremental network pr g. 

and CMD_GET_PREV_LINE messages request the 
SREC record at the specified line. In response, the sensor 
node sends CMD_REPLY_LINE message.  

1.  Design: Fixed Block Comparison 
 
A
mental network programming by extending XNP. This 
consists of two main parts: 1) difference generation and 
code delivery, 2) storage organization and image rebuild. 
 
4
To generate the program difference
compares each fixed sized block of the new program 
image with the corresponding block of the previous im-
age. We set the block size as the page size of the external 
flash memory (256 bytes). The host program sends the 
difference as messages while it compares the two pro-
gram versions. If the two corresponding blocks match, 
the host program sends a CMD_COPY_BLOCK me- 
ssage. The message makes the network programming 
module in the sensor node copy the block of the previous 
image to the current image. When the two blocks don’t 
match, the host program falls back to the normal 
download; it sends a number of CMD_DOWNLOAD-
ING messages for the SREC records of the block (Figure 
4(a)). 

The 
nsmissions by sending a CMD_COPY_BLOCK me- 

ssage instead of multiple CMD_DOWNLOADING me- 
ssages when most of the blocks are the same between the 
two program images. 
 
4
Table 1 shows the m
network programming. Based on XNP messages, we 
made the following extensions for incremental network 
programming as in Figure 5. 
 Start Download: CMD_

CR message notifies the beginning of network program- 
ming in incremental mode. This message specifies not 
just the program ID of the current program but also the 
program ID of the previous program to ensure that the 
sensor node has the same program image as the host 
program. 
 Down

and CMD_COPY_BLOCK are used to transmit the pro-
gram image difference.  
 Query and Reboot: T

reboot messages are the same as XNP messages. 
 Debugging Messages: CMD_GET_CURRENT
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Table 1. Message types for incremental network programming. 

Message

    

 ID Description 

CMD_START D Start network programming in   _DOWNLOA  normal mode

CMD_DOWNLOADING Deposit an SREC record  

CMD_QUERY_COMPLETE he capsules  

 

E 

ATUS 

 ssage from the host  

   

_INCR 

nt  

_LINE 

Signals that it received all t

CMD_DOWNLOAD_STATUS Request/response with download status  

CMD_DOWNLOAD_COMPLET End of SREC record download  

CMD_ISP_EXEC Execute the boot loader  

CMD_GET_PIDST Get Program ID  

CMD_GET_CIDMISSING Retransmission me

CMD_REQ_CIDMISSING Request retransmission for a missing cap

CMD_START_DOWNLOAD Start network programming incrementally 

CMD_COPY_BLOCK Copy SREC records from previous to curre

CMD_GET_CURRENT Read the current SREC record  

CMD_GET_PREV_LINE Read the previous SREC record 

CMD_REPLY_LINE Reply to SREC record request 

 
4.1.3.  Storage Organization 

th

n advantage that it 

m

4.1.4.  Image Rebuild 
rd way. The XNP stores the program image in a contiguous memory 

chunk in the external flash memory. Fixed Block Com-
parison scheme extends this by allocating two memory 
chunks, one for the previous program image and the 
other for the scratch space where the current image will 
be built (Figure 4(b)). 

The two memory chunks have the same structure and 
ey are swapped once the newly built program is loaded 

onto program memory. The current program image is 
now considered the previous image and the space for the 
previous image is available for the next version of pro-
gram image. For the two memory chunks, two base ad-
dress variables are maintained in the flash memory. By 
changing the address values in these variables, the two 
memory chunks can be swapped. 

This memory organization has a
provides the same view of the memory as XNP and 
minimizes the effort of rewriting the boot loader code.  
The boot loader code of XNP reads the program code 
assuming that it is located at a fixed location in external 
flash memory. We modified the boot loader so that it 
reads the program code from the base address passed by 
an inter-process call argument. Thus, the boot loader can 
read the program code from any memory chunk depend-
ing on the base address value passed by the network pro-
gram module. 

However, this scheme does not use the external flash 
emory space economically. It allocates 256 KB of 

space regardless of the program code size (128 KB of 
space both for the current and the previous image). This 
accounts for 50% of the flash memory space of a MICA2 
mote and leaves less space for data logging. 

The program image is built in a straightforwa
 

 

Figure 5. Message format for incremental network
prgramming. 
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mage by writing the SREC records based

ines 
of

plementation 

tion and Code Delivery 
age 

 image, generates the dif-
nctions 

ansmissions 

he serial for-

 user selects the download command after load-
in

.2.2.  Handling the Message  
le for a sensor node is 

network programming module of the sensor node builds 
the program i  
on a list of download and copy messages (Figure 4(c)). 

The download message makes the sensor node deposit 
the data bytes from the message into the program image. warder 

If theThe format of a download message is the same as an 
XNP download message. The capsule ID field specifies 
the location (line number) in the current program image 
and the data represents the data bytes to be written. 

The copy message is for incremental network pro-
gramming making the sensor node copy the SREC l

 a block in the previous program image to the current 
program image. The capsule ID field specifies the loca-
tion of the first SREC record to be copied and the block 
size field specifies the number of SREC records to be 
copied. 
 
4.2.  Im
 
4.2.1.  Difference Genera
The host program, which is in charge of program im
loading, difference generation and code delivery, is com- 
posed of the following classes: 
 xnp: GUI, main module 
 xnpUtil: loads the program

ference and provides utility fu

 xnpQry: processes queries and retr

 

 xnpXmitCode: processes code delivery 
 xnpMsg: defines the message structure 
 MoteMsgIF: abstracts the interface to t

g the current and the previous program images, the xnp 
class spawns the xnpXmitCode class. xnpXmitCode co- 
mpares each pair of blocks in the current and previous 
images by calling xnpUtil.CompareBlocks. Depending 
on the result, it either sends a copy message (CMD_ 
COPY_BLOCK) or sends a download message (CMD_ 
DOWNLOADING) for each line of the current block. 
Figure 6 illustrates this process. 
 
4
The network programming modu
composed of the following components: XnpM.nc (im-
plementation), XnpC.nc (configuration), Xnp.nc (inter-
face), Xnp.h, XnpConst.h (constant definition). The im-
plementation module has an event driven structure (Fig-
ure 7). When a XNP message arrives, ReceiveMsg. re-
ceive() sets the next state variable (cNextState) as the 
appropriate value and posts the NPX_STATEMACH- 
INE() task. This message loop structure readily processes 

 

Figure 6. Host program for incremental network programming. 

 

Set cNextState based on
message command.

ReceiveMsg.receive()
Arriving
XNP message

Based on cNextState
execute functions.

Set cNextState to
the next value.

NPX_STATEMACHINE()

post NPX_STATEMACHINE()

 

Figure 7. Network programming module message handling.  
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n incoming message without interrupting the message 

age based on the pre-

nt Setup 

e of this design choice, we 

task void NPX_ISP() { 
... 

nverted prog id 

r21");

 
a
currently being processed. 

One of the difficult parts was handling split phase op-
erations like external flash reads and writes. To read an 
SREC record from external flash, EEPROMRead.read() 
is called. But this function returns before actually reading 
the record. The event handler EEPROMRead.readDone() 
is called when the record is actually read. And we spec-
ify the next state in the event handler. This makes us use 
multiple intermediate states to process an incoming 
message. Table 11 and 12 in the Appendix show which 
states were used to handle each message type. 

To estimate the cost of message handling, we counted 
the source code lines for the two most important mes-
sages, CMD_DOWNLOADING, and CMD_COPY_BL- 
OCK. The number of lines are 136 and 153 respectively. 
Table 13 shows the cost at each step of the message loop. 
 

.2.3.  Calling the Boot Loader 4
XnpM builds the new program im
vious version and the difference. In order to transfer the 
new image to program memory, we modified the XnpM 
module and the boot loader. The part of the XnpM code 
that executes the boot loader is shown in Figure 8. 
wEEProgStart is passed as the starting address of the 
new program image in the external flash memory. Here, 
0x1F800 is the starting address of the boot loader in the 
Atmega128 microcontroller memory map. The boot 
loader uses the address passed as a parameter to access 
the new image. 
 

.3.  Experime4
 

o evaluate the performancT
will count the number of block or packet transmissions 
of the test set. We considered the following five cases as 
a test scenario: 

 

wPID = ˜wProgramID; //i
__ __volatile__ __asm

("movw r20,%0" "\n\t"::"r" (wPID):"r20","
wPID = wEEProgStart; 
__asm__ __volatile__ 

"r" (wPID):"r22","r23");("movw r22,%0" "\n\t"::
wPID = wProgramID; //the prog id 
__asm__ __volatile__ 

r24","r25");("movw r24,%0" "\n\t"::"r" (wPID):"
//call bootloader - it may never return... 
__asm__ __volatile__ 

00("call 0x1F800" "\n\t"::);//bootloader at 0xFC
... 
} 

Figure 8. Passing the starting address of the new program 
image to the boot loader. 

4.3.1.  Case 1 (Changing Constants)  
This is the case with the minimum amount of change. 

 is an application 

 lines of code to the XnpCount program. 
lication. 

r-
but these two ap-

We modified the constant in XnpBlink that represents 
the blinking rate of the LED. XnpBlink
written for demonstrating network programming. It ac-
cepts network programming and blinks the red LED. The 
following code segment shows the modification to this 
program. 
 
4.3.2.  Case 2 (Modifying Implementation File)  
This is a more general case of program modification. We 
added a few
XnpCount is a simple network programmable app
It counts a number, displays the number in its LEDs and 
broadcasts the number in radio packets. The following 
code segment shows the modification to this program. 
 
4.3.3.  Case 3 (Major Change)  
In this case, we used two programs, XnpCount and 
XnpBlink as input to generate the difference. The diffe
ence is larger than the first two cases, 
plications still share a large portion of the source level 
code (Table 2). 
 

Table 2. Code size of test applications. 

 XnpBlink XnpCount

# of source code lines for net-
work pro

2049 
gramming modules 

2049 

# of source code lines for ap-
plication specific modules 

157 198 

# SREC lines 1139 1166 

 
ontrol.start() { 

epeating timer that fires every 

// This period can be changed with different 
value. 

command result_t StdC
// Start a r
1000ms. 

return call Timer.start(TIMER_REPEAT, 1000);
} 

(a) Case 1: Changing constants. 

 
event result_t Xnp.NPX_DOWNLOAD_DONE( 
uint16_t wProgramID, 
uint8_t bR
if (bRet == TRUE) 
  call CntControl.start(); 
else // can be deleted 
  call CntControl.stop(); // can be deleted 
return SUCCESS; 
} 

et,uint16_t wEENofP){ 

(b) Case 2: Modifying implementation file. 
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 /* IntToLeds,*/ 
tM, XnpC; 

 

configuration XnpCount { 
} 
implementation { 
  components Main, Counter,
  IntToRfm, TimerC, XnpCoun
  ... 
  // Main.StdControl -> IntToLeds.StdControl;

 Counter.IntOutput;  // IntToLeds <-
... 
 
  
}

(c ion file (commenting out 
IntToLe
 

pC; 

// Main.StdControl -> IntToRfm.StdControl;

) Case 4: Modifying configurat
ds). 

configuration XnpCount { 
} 
implementation { 

   components Main, Counter, IntToLeds,
ntToRfm,*/ TimerC, XnpCountM, Xn  /* I

...   
  
  // Counter.IntOutput -> IntToRfm; 
  ... 
} 

(d ion file (commenting out 
IntToRfm). 

 
4. - 

W nt program 
so at we do not use the IntToLeds module. IntToLeds 

 sho his program. 

o- 

down

nd tcopy to send a copy message, then the trans- 
r Fixed Block Comparison, T, can be 

llows: 

) Case 5: Modifying configurat

Figure 9. Test scenarios. 

3.4.  Case 4 (Modifying Configuration Filecom
menting out IntToLeds) 

ented out a few lines in the XnpCoue comm
 th

is a simple module that takes an integer input and dis-
plays it on the LEDs of the sensor node. The following 
code segment ws the modification to t
 
4.3.5.  Case 5 (Modifying Configuration Filecom- 

menting out IntToRfm) 
We commented out a few lines in XnpCount program so 
that we do not use the IntToRfm module. IntToRfm 
takes an integer input and transmits it over radio. Since 
commenting out IntToRfm forces the radio stack com-
ponents not to be used, we expect a larger change in the 

rogram image than commenting out the IntToLeds mp
dule. 
 
4.4.  Results 
 
To evaluate the performance of Fixed Block Comparison, 
we estimated the transmission time for each scenario. 
The host program calculates the estimated transmission 
time by counting how many download and copy mes-
sages it has sent. If it takes t  to send a download 

essage am
mission time fo
alculated as foc

copycopydowndown tNtLT   

where Ldown is the number of SREC lines sent by 
download messages and Ncopy is the number of copy 
messages. As a baseline for comparison, we can also 
calculate the transmission time for non-incremental de-
livery as follows: 

downcopydowndownxnp tLtLT   

where Lcopy is the number of SREC lines to e copied by 
ess

values. Table 4 shows the estimation 
and measurement data. 

 

 b
a copy m age. We found values for tdown and tcopy after 
a number of trials. We set them as 120 ms and 300 ms 
respectively. Table 3 shows the parameters used for es-
timating the performance. 

Next, we measured the transmission time by reading 
the system clock 

Table 3. Parameters for performance evaluation. 

Parameter Description 

tdown Time to send a download message 

t  Time to send copy a copy message 

Ldown 
Number of SREC lines sent by download 
message 

Number o
Lcopy 

f SREC lines transferred by copy 

N

T 
Transmission time of Fixed Block Compari-

message 

Number of copy copy messages 

son 
Transmission time of non-incremental deliv-

Txnp ery 

 
Table ission time for each case. 

Case

 4. Transm

  1 Case 2 Case 3 Case 4 Case 5

By 8.9K 9.7KB 49.6KBtes 4 B 50.1KB 50.1KB 4

#-SR
ECs

1139 1167 1167 1156 1155 

Ldo 19 

Lcopy 1120 256 32 32 32 

Ncopy 2 

wn 911 1135 1124 1123 

70 16 2 2 

Esti ation

s

m  

T 23.3 114.1s 136.8s 135.5s 135.4s 

Txnp 136.7s 138.7s 140.0s 138.7s 138.6s 
Speed
Txnp / T

-up
 

7  5.8 1.22 1.02 1.02 1.02 

M

T .1s .4s 1 .0s 147.1s 146.8s

easurement 

25 124 49

Txnp 149.9s 153.0s 153.0s 150.5s 150.5s

Speed-up
Tx T np / 

5.97 1.23 1.03 1.02 1.02 
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ev ode ing in blocks,  and  

Case 1 Case 2 Case 3 

Table 5. L

 

el of c  shar  lines  bytes.

Blocks 97.2% 21.9% 2.7% 

SREC lines 98.3% 40.8% 12.0% 

ytes 1 0.B  00.0% 98.3% 9 5% 

 
1, the re betw  tw rogram - 

ages is small. Most SREC es (1120 out of 1139) are 
tr
is about 5

In Ca where ed a es t urce 
code at le  a qu f the lines 
are y co ssage out o d 
the spe s 1.2. 

In Case 3, only 32 out of 1167 lines are transferred by 
o

 

he binary code with the help of the compiler. 
W

d does not match the previous program 

generate 
e difference and rebuild the program image. The Rsync 

5.

2) Rsync reads the current program image and calcu-
sum for the B byte block at each byte. If it 

nds a matching checksum in the lookup table, Rsync 
d compares it with the 

ock. 

nd needs to be sent 
explicitly for rebuilding. 

In Case diffe nce een the o p  im
lin

ansferred by copy messages and the speed-up (Txnp / T ) 
.9. 

se 2, 
we find 

 we add  few lin o the so
, th

transferred b
ss than arter o SREC 
py me s (256 f 1167) an

ed-up i

c py messages and the speed-up is about 1.03. Although 
XnpBlink and XnpCount share much at the source code 
level, they share little at the binary code level. The main 
reason is that XnpCount uses the radio stack components 
while XnpBlink does not. The radio stack is one of the 
most important modules in TinyOS, and it takes a large 
number of source code lines. 

In Case 4 and 5, where we commented out the Int-
ToLeds and the IntToRfm components in the configura-
tion file XnpCount.nc, we find that only a small number 
of lines are transferred by copy messages and the 
speed-up is very small (1.02 for each case). 

Fixed block comparison was not so effective for in-
cremental network programming. It works well when the 
program structure doesn’t change (Case 1). But, the level 
of sharing was low when we added a few lines of code 
(Case 2), which we think is a more general case of pro-
gram modification. 

We want to see why we have such a small level of bi-
nary code sharing. Does the program code completely 
change after the source modification, or does the pro-
gram code still have much similarity at the byte level?
To investigate further, we compared the program code at 
different levels: blocks (Fixed Block Comparison), 
SREC lines and bytes. 

To compare the program code in SREC lines, we used 
the UNIX diff command. diff takes two ASCII files and 
describes how one file can be transformed to the other. 
To compare the program code at the byte level, we ex-
tracted the data bytes from an SREC file and stored each 
data byte in a line of the temporary file. We then used the 
UNIX diff to find the difference between the two byte 
list files. 

Table 5 shows that Case 2 and Case 3 have a much 
higher level of sharing at the byte level than at the block 
level. For Case 2, most of the binary code was similar at 
the byte level (98.3%) while a small number of blocks 
were shared at the block level (21.9%). This implies that 

modifying the source code shifts the binary program 
code, but the program code bytes are still preserved. We 
can think of two ways to address this problem. 

One approach is to place the shared code at a fixed lo-
cation in t

e can insert compiler directives and inline function 
calls. Then, the compiler recognizes the network pro-
gramming module and determines its location in topo-
logical order. 

Another approach is to utilize code sharing without 
modifying the code. As Table 5 suggests, much of the 
binary code is shared at byte level.  By comparing the 
two binary images with a variable size boundary like 
Rsync [3] and LBFS [14], we can find more chances of 
code sharing. 
 
5.  Optimizing Difference Generation 
 
Fixed Block Comparison, our first design choice for in-
cremental network programming, was not effective in 
reducing data transmission traffic. It worked well only 
when the modified program image had the same struc-
ture as the previous program image. When additional 
lines are inserted into the source code, the program im-

e is shifted anag
image at the fixed sized block boundary. 

In this section, we use the Rsync algorithm to 
th
algorithm was originally made for efficient binary data 
update in a low bandwidth computer network. We expect 
the Rsync algorithm to find more matching blocks than 
the fixed block comparison because it compares the pro-
gram image block at an arbitrary position. 
 
5.1.  Design 
 

1.1.  Difference Generation 
The host program generates the difference using the 
Rsync algorithm as in Figure 10(a). 

1) The Rsync algorithm calculates a checksum pair 
(checksum, hash) for each fixed sized block (e.g. B 
bytes) of the previous program image. And the checksum 
pair is inserted into a lookup table. 

lates the check
fi
calculates the hash for the block an
corresponding entry in the table. If the hash also matches, 
the block is considered a matching bl

3) Rsync moves to the next byte for comparison if the 
block doesn’t have a matching checksum or hash. A re-
gion of bytes that doesn’t have any matching blocks is 
tagged as a non-matching block a
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to the current image. The block 
C line and 

Figure 10(a) illustrates how the Rsync algorithm cap-
tures a matching block. Suppose there is a shift by a 
modification operation in the middle of the program im-
age. Rsync forms a B byte window and calculates the 
hash for it. If the modified bytes are different from any 
blocks in the previous program image, there is a high 
probability that the hash of the modified bytes won’t 
match any hash table entry. Rsync moves the window 
one byte at a time and calculates the checksum for any 
possible match. It doesn’t match until Rsync starts to 
read unmodified blocks. At this moment, Rsync has 
found a matching block. 
 
5.1.2.  Program Code Storage and Rebuild 
As with the case of fixed block comparison, we maintain 
two memory chunks in a sensor node to build the pro-
gram image from the previous program image and the 
difference. The difference consists of a list of matching 
and non-matching blocks. 

The host program sends a CMD_COPY_BLOCK me- 
ssage for each matching block in the difference. After 
hearing the message, the sensor node copies the block 
from the previous image 
size of a copy message is a multiple of a SRE
the sensor node copies each SREC line iteratively. Since 
the block from the previous image can be mapped to any 
location in the current image, the offset address field of 
the SREC record needs be modified (Figure 10(b)). 

For each non-matching block in the difference, the 
host program sends one or more download (CMD_ 
DOWNLOADING) messages. When a non-matching 
block is bigger than a single SREC record (16 bytes), the 
block is divided into multiple fragments and each frag-
ment is sent in a download message. The data bytes of a 
download message can be shorter than a full SREC re-
cord if the non-matching block is not a multiple of 16 
bytes. The host program does not fill the remaining bytes. 
This is to avoid extra flash memory accesses although 
the resulting program image can have a different layout 
from the original program image (Figure 10(c)). 

Unlike fixed block comparison, we use the base and 
current program version to generate the program code 
incrementally. If we rebuild the current program image 
by comparing the last version and the current version, the 
host program and the sensor node may have different 
code leading to an incorrect program build. Instead, we 
compare the base and the current program version. This 
ensures that the sensor node reads the same data bytes as 
the host program. 
 
5.1.3.  Operations 
We modified the format of CMD_COPY_BLOCK to 
specify the starting byte address of each copy block  

(Figure 11). When the Rsync algorithm generates the 
difference, the starting byte address of each block may 
not be a multiple of the SREC record size. We need to 
specify the starting byte address as well as the CID to 
correctly copy SREC records. 

 

 
(a) Generating a difference. 

 
(b) Copying a matching block 

 

 
(c) Downloading a non-matching block. 

Figure 10. Steps for incremental network programming wi- 
th Rsync difference generation.  
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Figure 11. Message format for incremental ne ork programming with Rsync difference generation. 

 

tw

 

Figure 12. Host program for Rsync difference generation. 

 
5.2.  Implementation 
 
5.2.1.  Difference Generation 
We used Jarsync [16] for the Rsync algorithm imple-
mentation. The host program calls the following methods 
to generate the difference: Rdiff.makeSignatures() and 
Rdiff.makeDeltas(). makeSignatures() calculates the 
checksum pair for each block in the image file and re-
turns a list of checksum pairs. makeDeltas() compares 
the two image files and returns t
matching blocks and unmatched blocks. Since these Jar-

flat data file as input, the host 
rogram extracts only the data bytes from the SREC 

em in a temporary file 

blocks at consecutive locations are merged into a bigger 
block and this reduces the number of message transmis-
sions. 
 
5.2.2.  Program Code Storage and Rebuild 
The rebuilt program can be different from the original 
file due to the missing packets. If the host program sends 
a query for the missing record (CMD_GET_ CIDMISS-

 the cu  program section 
 Each record contains program 

ID (PID) and the capsule ID (CID, sequence number) 

 

he difference as a list of 
ING), the sensor node scans
of external flash memory.

rrent

sync methods assume a 
p
program image file and stores th
before it calls the Jarsync module. 

The difference returned by makeDeltas() needs post-
processing. The data bytes of an unmatched block can be 
an arbitrary size, but a download message can contain 
only up to 16 bytes. The host program divides an un-
matched block into multiple blocks so that the data bytes 
of each block can fit in an SREC record. List entries for 
matching blocks are also postprocessed. Two matching 

fields. The PID should match the PID advertised at the 
start of incremental network programming (CMD_ 
START_DOWNLOAD_INCR). The CID field should 
match the line number where the record is written to. If
either PID or CID does not match, the sensor node consi- 
ders this a missing record and requests the retransmission 
of the SREC record. The host finds the missing record 
and sends it back. Then, the sensor node can fill the hole. 

When the sensor node requests the retransmission of a 
missing SREC record, it specifies the missing record by 
CID field. Since the rebuilt program image can have a 
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ork Programming MAC Operation 

Table 6. Complexity of incremental network programming. 

Incremental 
Netw

Radio Stack ADC 

Download 
Copy 

(Rsync) 
Send Receive 

D
Get and 
ataReady

136 153 112 88 35 

 
different layout from the original program file, just read-
ing the specified record from the original program file 
does not return the correct data. To address this issue, the 
host program rebuilds the new program with the same 
layout as the program image to be built in a sensor node. 
The host program reads the SREC records of this image 
for retransmission requests. 
 
5.2.3.  Code Complexity 
To estimate the complexity of our implementation, we 
counted the source code lines in the the XnpM.nc file. A 
CMD_DOWNLOADING message costs 136 lines and a 
CMD_COPY_BLOCK message (for Rsync) costs 153 
lines. The details are shown in Table 13. These numbers 

 are comparable to those of other TinyOS modules.
Sending and receiving radio packets are handled in sev-
eral 0R is a co le. 
A 12 lin  a recei on 
tak  i mo A r e we 
anal A  m e w n d-
ing o  from C nel. It es 35 li to get 
a byte of data with ADCM.nc. Table 6 summarizes this. 

orming XnpBlink to Xnp- 
results. 

 

nly a small number of blocks and are not so helpful in 
mming time.  

14 lines out of 1140 lines were transferred 

– 1.06 (measurement). 
Bo

 mo C100
send operation takes 1

dules and C adioIntM.nc re modu
ve operaties and

es 88 lines
yzed the 

n this dule. 
odul

s anothe
hich ha

xample, 
DCM.nc dles the rea

f data an AD chan  tak nes 

 
5.3.  Results 
 
To evaluate the performance of incremental network pro- 
gramming with the Rsync algorithm, we estimated and 
measured the transmission time for three cases: 1) 
changing a constant in XnpBlink, 2) adding a few lines 
n XnpCount and 3) transfi

Count. Table 7 shows the 
In Case 1, most SREC records (1116 lines out of 

1120) were transferred and the speed-up over non-incre-
mental delivery was 6.25 (measurement). This is almost 
the same as the speed-up for Fixed Block Comparison 
(Case 1 in Figure 13). 

In Case 2, 954 lines out of 1154 lines were transferred 
by copy messages and the speed-up over non-incre-
mental delivery was 2.44 (measurement). Whereas Fixed 
Block Comparison has a speed-up of 1.2 (Case 2 in Fig-
ure 13). The improved speed-up was caused by the effi-
cient difference generation of the Rsync algorithm. 

In Case 3, the level of sharing was much smaller and 
the speed-up was 1.04 (measurement). We have some 
number of copy messages (85 messages), but they cover

o
reducing progra

In Case 4, 8
by copy messages and the speed-up over non-incre-
mental delivery was 1.92 (measurement). In contrast, the 
speed-up with Fixed Block Comparison was almost neg-
ligible (1.02). 

In Case 5, 276 lines out of 1140 lines were transferred 
by copy messages and the speed-up over non-incre-
mental delivery was quite small 

th Case 4 and Case 5 commented out a few lines in 
the configuration file. But, in Case 5, commenting out 
the IntToRfm component caused the radio stack to not be 
used and this changed the layout of the program image 
file a great deal. 

 
Table 7. Transmission time with the Rsync algorithm. 

 Case 1 Case 2 Case 3 Case 4 Case 5

Bytes 48.2KB 49.4KB 49.4KB 48.9KB 48.9KB

#-SRECs 1120 1154 1156 1140 1147 

Ldown 4 200 888 326 871 

Lcopy 1116 954 278 814 276 

Ncopy 72 104 85 107 83 

Estimation 

T 22.1s 55.2s 132.1s 71.2s 129.4s

Txnp 134.4s 138.5s 139.9s 136.8s 137.6s

Speed-up
Txnp / T 

6.09 2.51 1.06 1.92 1.06 

Measurement 

T 23.8s 61.0s 142.6s 77.1s 140.3s

Txnp 148.8s 148.9s 148.9s 148.2s 148.0s

Speed-up
Txnp / T 

6.25 2.44 1.04 1.92 1.05 

 

Case 1 Case 2 Case 3 Case 4 Case 5
0

2

4

6

Speed−up over non−incremental delivery
8  

S
pe

ed
−

up

 

Estimate upd speed−  (Fixed)
Measured speed−up (Fixed)
Estimat uped speed−  (Rsync)
Measured up  speed− (Rsync)

 

Figu  Spe n cr l 
netw rogramming d t d e 
generation. 

re 13.
ork p

ed-up i  program
with an

ming tim
 withou

e for in
Rsync 

ementa
ifferenc
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ary ng t syn  
sp f 6 ang e c nt a 4 fo

rce code lines. These numbers are larger 
 Fixed Block Comparison, but using the 

Rsync orith ot f it aj  
change. 

results in Table 7, we have some comments. 
First, we can as y 4 C li ere it s 
dow essages in Case 1 when we changed only a 
onstant in the source file. One of the reason is that the 

network programming module includes a timestamp 
value that is given at compile time. This ensures that 
each program image is different each time we compile 
the program. Another reason is that the previous SREC 
file was not aligned in the SREC record boundary at the 
end of the file. When we convert the SREC file to a flat 
file for Rsync, the layout changes.  

Another question is why we sent 72 copy messages 
even though we could send fewer messages. In our de-
sign, the sensor node copies the program image blocks 
after hearing a copy message. To bound the execution
time, we made each copy message handle up to 16 SREC

 request before it receives another re-
uest. 

nterprets a 
est without 

ule 
do

Si
e modified CMD_DOWNLOAD-

IN
s an advantage that we can reuse most of the code 

fo
 

sage so that the network programming module finishes 
processing a copy

In summ , usi
for ch

he R
ing th

c algorithm
onsta

 achieves a
nd 2.eed-up o r add-

qing a few sou
than those of Second, the network programming module i

py request right after it receives the requco alg m is n still ef ective w h a m or code

As for the 
k wh  SRE nes w  transm ted a

nload m

saving the request. In case there is a missing command, 
the network programming module has to check the re-
built program image because it hasn’t stored the script 
commands. Since the network programming mod

es not know whether a missing hole was caused by a 
missing copy message or a number of download mess- 
ages, it sends a retransmission requests for each missing 
record from the current program image. This will take 

c

more time than retransmitting only the missing com-
mand. 

Thus, we propose extending the implementation of 
Section 5 as follows: 

1) The sensor node receives all the commands for the 
script. 

2) The sensor node checks for any missing records in 
the script. 

3) The sensor node starts to decode script records in 
response to the script decode message. 
 
6.1.  Design 
 
6.1.1.  Oper

 
 

lines (256 bytes). 
 
6.  Optimizing Difference Delivery 
 
Compared to Fixed Block Comparison, the Rsync algo-
rithm achieves shorter programming time by efficiently 
finding the shared blocks between the two binary code 
files. However, we can find some things to improve: 

ations 
nce the script commands are stored in the storage space 

of the sensor node, w
G message to send script messages as in Figure 14. 

This haFirst, the network programming module transfers only 
a limited number of SREC records for each copy mes-
sage. This is to bound the running time of a copy mes-
 

r handling normal data records to process the script 
commands.

 

Figure 14. Message format for incremental network programming with Rsync difference generation and decode script. 
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(a) Receiving script commands. 

 

 
(b) Decoding script commands. 

Figure 15. Steps for incremental network programming with Rsync difference generation and decode script. 

 
Message CMD_DOWNLOADING (data) has almost 

the same format as a normal data record download mes-
sage except for the script CID and new CID fields. The 
script CID field is the sequence number of t

ithin the script and the new CID field is the location 
where the data record embedded in the command will be 
copied for building the program image. 

Message CMD_DOWNLOADING (copy) is also sto- 
red in a similar way as a normal data record. A copy 
command has the SREC type field. This is for the Mo-
torola SREC type and only several values are allowed by 
the specification (0,1,2,3,5,7,8 and 9). We extended the 
meaning of this field so that the value 10 represents a 
copy record. This allows us to store a copy command in 
the same manner as other data records, but can still in-
terpret the copy command correctly. Finally, message 
CMD_DECODE_SCRIPT makes the network program-
ming module start decoding the downlo
comman

.1.

the worst case. Since the largest program size is 128 KB, 
it may not fit into RAM (4 KB) or the internal flash 
memory (4 KB) when the prog m size is large. Thus, 

ld be stored in the external flash memory. 
We divided the external flash memory into three sec-

tions: the previous program image, the current program 
image and the script sections. 

At first, the host program sends the script as CMD_ 
DOWNLOADING messages. The sensor node stores 
these messages in the script section if it is in the incre-
mental network programming state. This is shown in 
Figure 15(a). When the host program queries any miss-
ing script commands, the sensor node scans the script 
section. When the difference between the two program 
versions is small, the traversal of the script section can 
finish quickly. If the sensor node finds any missing re-
cord, it requests the retransmissi  of the record. Then, 

am sends the record again. 
e host 

rogram 

he command the script shou
w

aded script the host progr
ds. After receiving the decode command from th

program, the sensor node starts rebuilding the p 
6 2.  Storage Organization and Program Rebuild 
As for the storage space for the script commands, we 
need to choose among RAM, internal flash memory and 
external flash memory. RAM would be better than the 
others for its fast access time. However, the size of a 
script can be as large as a list of download messages in 

code. This is shown in Figure 15(b). A download com-
mand is copied from the script section to the current pro-
gram image section after the CID field i

ra

on

s modified to the 
new CID value. As for a copy command, the sensor node 
starts copying SREC records from the previous program 
image to the current program image. A SREC record 
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e evaluation. We measured the transmission 

from the previous section is copied to the current pro-
gram section after the CID and the byte offset fields are 
modified for the new values. 
 
6.2.  Results 
 
Since a sensor node does not rebuild the program image 
until it receives all the script commands, we modified the 
metrics for th
time and the decode time for the three cases. The host 
program saves the time stamp value when it sends a de-
code command and gets the next time stamp value when 
it receives the reply from the sensor node. The decode 
time is calculated as the difference of the two time stamp 
values. Table 8 shows the results. 
 
Table 8. Transmission time for incremental network pro-
gramming with Rsync difference generation and decode 
script. 

 Case 1 Case 2 Case 3 Case 4 Case 5

Bytes 48.9KB 50.1KB 50.1KB 49.7KB 49.7KB

#-SRECs 1139 1167 1167 1156 1156 

#-cmds 7 337 996 419 964 

Estimation 

T 0.9s 45.8s 130.7s 54.5s 125.6s 

Tdecode 16.0s 16.7s 16.9s 16.8s 16.8s 

Txnp 154.0s 158.5s 158.5s 150.7s 150.5s 

Speed-up 
T  / T 

9.10 2.53 1.07 2.11 1.06 
xnp

 

Table 9. Speed-up in programming time for three versions 
of incremental network programming. 

Fixed block comparison 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Bytes 48.9KB 50.1KB 50.1KB 49.7KB 49.6KB

#-SRECs 1139 1167 1167 1156 1155 

L  19 911 1135 1124 1123 

20 256 32 32 32 

down

Lcopy 11

Ncopy 70 16 2 2 2 

T 23.3s 114.1s 136.8s 135.5s 135.4s 

Txnp 136.7s 138.7s 140.0s 138.7s 138.6s 

Speed-up 
Txnp / T 

5.87 1.22 1.02 1.02 1.02 

Rsync 

 Case 1 Case 2 Case 3 Case 4 Case 5

Bytes 48.2KB 49.4KB 49.4KB 48.9KB 48.9KB

#-SRECs 1120 1154 1156 1140 1147 

downL 4 200 888 326 871 

Lcopy 1116 954 278 814 276 

Ncopy 72 104 85 107 83 

T 22.1s  7 1

134.4s 138.5s 139.9s 136.8s 137.6s

Sp -up
T

9  

55.2s 132.1s 1.2s 29.4s

Txnp 

eed
xnp / T

6.0 2.51 1.06 1.92 1.06 

R ith eco

 

sync w  split d de 

Case 1 Case 2 Case 3 Case 4 Case 5

Bytes 48.9KB 50.1KB 50.1KB 49.7KB 49.7KB

#-SRECs 1139  

#-cmds 7 337 996 419 964 

T 0.9s 45.8s 130.7s 54.5s 125.6s

.5s 158.5s 150.7s 150.5s

Speed-up
Txnp

1167 1167 1156 1156 

Tdecode 16.0s 16.7s 16.9s 16.8s 16.8s 

Txnp 154.0s 158

 / T
9.10 2.53 1.07 2.11 1.06 
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S
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16. Speed-up in programming time for three ver-
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spe  of r  2 re s ine re 
tran  (3 crip age r the  lin ro-
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liver as 2. r Case 3, w n rg -
ber rip ge  m   1 e 
program code) and the speed-up was 1.07. When we 

Figure 
mental twork p ogramm g. 

For Ca  1, only 7 script messages were tr nsmitted
nd this m e the t smissi  time v  smal he sum

 ti nd th code e is 1 s whi
in

ed-up
tal d
9.10. Fo

ery 
 Case

 15
, mo

ives 
s wecript l

smitted 37 s t mess s fo  1167 e p
 code
y w
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53. Fo
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of sc t messa s (996 essages for the 167 lin
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m e co ration file, ad a similar resu
Se  Fo e 4 i ssa r th 6 

a speed-up of 2.11 over nonin-
ase 5, most of the SREC re-

cords were it do  o s 
(9 of e s

 1 b -
c ne  pr min em ion d 
B mparison, R and c w lit d e. 
We can  that splittin e scrip n e 
prog  rebu pr e mi e. 
W o od odified at m m, the im-
ple R nd d -
gra  s e ri ag n 
t ha dec he e s. W  
sm ber of source c de li re ad , th o-

ramming time was a little better than the implementa-
on that just uses the Rsync algorithm. For the major 

program change, it didn’t achieve the speed-up, but it 
was still as good as non-incremental delivery. 

We can comment on Case 3. Even though we used the 
Rsync algorithm and split decode, the speed-up over 
non-incremental delivery was negligible. This is because 
the difference between the two program images cannot 
be described with a small number of insert, copy and 
skip operations. 
 
7.  Conclusions 
 

de over radio 
ackets. By sending program code packets to multiple 

se

 Then, the 
se

r way is to 
us

ments 

003. 

er 2003. 

odified th nfigu
r Cas

we h
pt me

lt as 
e 115ction 5. , 419 scr ges fo

line program code had 
cremental delivery. For C

 transm ted as wnload script c mmand
64 out 
Figure

 1156) an
6 and Ta

d the spe
le 9 show

d-up wa
 the resu

 1.06. 
lts of the three in

remental twork ogram g impl entat s: Fixe
lock Co

 find
sync  Rsyn ith sp ecod

g th
oves th

t tran
overall pr
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 and th
ng timram ild im

hen the s urce c e is m inimu
mentatio
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sync a
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 split 
wer sc

ecode sav
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es eve

hough it s to ode t
o

script m
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ssage
ded

hen a
e prall num

g
ti

Network programming is a way of programming wireless 
sensor nodes by sending the program co
p

nsor nodes with a single transfer, network program-
ming saves the programming efforts for a large sensor 
network. The network programming implementation in 
TinyOS releases 1.1 or later provides the basic capability 
of network programming – delivering the program code 
to the sensor nodes remotely. However, the network pro-
gramming implementation is not optimized when part of 
the program code has changed. It transmits all the code 
bytes even though the new version of program code is 
only slightly different. 

We extended the network programming implementa-
tion so that it reduces programming time by transmitting 
an incremental update rather than the entire program 
code. The host program generates the difference of the 
two program images using the Rsync algorithm and 
transmits the difference to the sensor nodes.

nsor nodes decode the difference script and build the 
program image based on the previous program version 
and the difference script. We tested our incremental 
network programming implementation with some test 
applications. We have a speed-up of 9.1 for changing a 
constant and 2.1 to 2.5 for changing a few lines of code 
in the source code. 

For future work, we plan to extend our incremental 
network programming for multihop delivery. One way is 
to use an existing multihop network programming mech- 
anism such as Deluge [6] or MOAP [5]. In this case, we 
need to modify the underlying multihop delivery mecha-
nism to be compatible with an incremental program im-
age as well as non-incremental image. Anothe

e a generic multihop routing protocol. Since a generic 
routing protocol just delivers packets without storing the 
program image, our incremental network programmig 
mechanism can be easily extended for multihop delivery 
by replacing a single-hop send command with a multihop 
version. 
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ndix 

 

eiving the incoming message. 

 

ACHINE() state transision. 

Message Command Next State Action 

CMD_START_DOWNLOAD SYS_DL_START post NPX_STATEMACHINE() 
CMD_DOWNLOADING SYS_DL_SRECWRITE post NPX_STATEMACHINE() 
CMD_DOWNLOAD_COMPLETE SYS_DL_END post NPX_STATEMACHINE() 
CMD_ISP_EXEC SYS_ISP_REQ post NPX_STATEMACHINE() 
CMD_GET_CIDMISSING SYS_REQ_CIDMISSING post NPX_STATEMACHINE() 
CMD_START_DOWNLOAD_INCR SYS_DL_START_INCR post NPX_STATEMACHINE() 
CMD_COPY_BLOCK SYS_COPY_BLOCK_PREP post NPX_STATEMACHINE() 
CMD_GET_CURRENT_LINE SYS_GET_CURRENT_LINE_PREP post NPX_STATEMACHINE() 
CMD_GET_PREV_LINE SYS_GET_PREV_LINE_PREP post NPX_STATEMACHINE() 

Table 11. NPX_STATEM

Start Download 

Current State Next State Action 
fNPXStartDownload() signal 
Xnp.NPX_DOW

SYS_DL_START  
NLOAD_REQ() 

Call from main application 
Xnp.NPX_DOWNLOAD_ACK() 

SYS_DL_START1 Post NPX_STATE_MACHINE() 

Call EEPROMWrite.endWrite() 
SYS_DL_START1 SYS_DL_START2 

SYS_DL_START2 

Post NPX_STATEMACHINE() 

Post NPX_STATEMACHINE() SYS_ACK 

Download End 

Current State Next State Action 

SYS_DL_END SYS_DL_END_SIGNAL 
Call EEPROMWrite.endWrite() 
Post NPX_STATEMACHINE() 

SYS_DL_END_SIGNAL SYS_ACK Post NPX_STATEMACHINE() 
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Download 

nt State Next State Action Curre
SYS_DL_SR SYS_EEFLASH_WRI SYS_ACK post NPX_STAT INE() ECWRITE TEPREP or EMACH
SYS_EEFLASH_W  SYS_EEFLASH_WRITE ) 

RITE SYS_E FLASH_WRITEDONE 

NE SYS_A

RITEPREP post NPX_STATEMACHINE(
post NPX_STATEMACHINE() 
Call EEPROMWrite.endWrite() 

SYS_EEFLASH_W E

SYS_EEFLASH_WRITEDO CK 
Post NPX_STATEMACHINE() 

Id

Current State Next State 

le 

Action 
SYS_ACK SYS_IDLE post NPX_STATEMACHINE() 
SYS_IDLE SYS_IDLE post NPX_STATEMACHINE() 

Retransmission 

Current State Next State Action 

SYS_REQ_CIDMISSING SYS_GET_CIDMISSING 
Call EEPROMWrite.endWrite() 
Post NPX_STATEMACHINE() 

SYS_GET_CIDMISSING SY TCID 

SYS_GETNEXTCID SYS_GETNEXTCID or SYS_GETDONE post NPX_STATEMACHINE() 

SYS_GETDONE SYS_IDLE post NPX_STATEMACHINE() 

S_GETNEX post NPX_STATEMACHINE() 

Reprogram 

Current State Next State Action 

SYS_ISP_REQ SYS_ISP_RE post NPX_STAT INE() Q1 EMACH

SYS_ISP_REQ1 SYS_ACK post NPX_ISP() 

SYS_DL_START_INCR  
fNPXStartDownloadIncr() 
signal Xnp.NPX_DOWNLOAD_REQ() 

 

 state transition (added for incremen

wnload 
Table 12. NPX_STATEMACHINE() tal network programming).  

Start Do

Current State Next State Action 

SYS_DL_STA  
f
S EQ() 

RT_INCR 
NPXStartDownloadIncr()  
ignal Xnp.NPX_DOWNLOAD_R

Copy Command 

Current State Next State Action 

SYS_COPY_BLOCK_PREP K_READ 
() 
() 

SYS_COPY_BLOC
Call EEPROMWrite.endWrite
post NPX_STATEMACHINE

SYS_COPY_BLOCK_READ LASH_COPYWRITE 

SYS_EEFLA ITE SYS_EEFLA RITEDONE 
Post NPX_wEE_LineWrite() 
Post NPX_ST CHINE() 

WRITEDONE LOCK_PREP or SYS_ACK () 

SYS_EEF
Call EEPROMRead.read() 
fNPXCopyBlk() 
post NPX_STATEMACHINE() 

SH_COPYWR SH_COPYW
ATEMA

SYS_EEFLASH_COPY SYS_COPY_B Post NPX_STATEMACHINE

D nds 

 Next State 

ebugging Comma

Current State Action 

SYS_GET_P
Call EEPROMRead.read() 

post NPX_STATEMACHINE() 
REV_LINE_PREP SYS_ACK fNPXGetLine() 

SYS_GET_C E_PREP SYS_ACK 
Call EEPROMRead.read() 
fNPXGetLinURRENT_LIN e() 
post NPX_STATEMACHINE() 
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Table 13. Cost  handling. 

CMD_DOWNL

of message

OADING 

Step Source Lines Description 
CMD_DOWNLOADING 29  
SYS_DL_SRECWRITE 
SYS_EEFLASH_WRITEPREP

41 
22 

 
 

SYS_EEFLASH_WRITE 31 
 
 

SYS_EEFLASH_WRITEDONE 
Total 

13 
136 

 
 

C mp

Source Lines Description 

MD_COPY_BLOCK (Fixed Block Co arison) 

Step 

CMD_COPY 46 _BLOCK  
SYS_COPY_BL 16 SREC 

Repeated for each SREC 
Repeated for each SREC 

SYS_EEFLASH_COPYWRITEDONE 22 Repeated for each SREC 
 

OCK_PREP Repeated for each line 
SYS_COPY_BLOCK_READ 
SYS_EEFLASH_COPYWRITE 

40 
29 

line 
line 
line 

Total 153 

CMD_COPY_BLOCK (Rsync) 

Step Source Lines Description 

CMD_COPY_BLOCK 46  
SYS_COPY_BLOCK_PREP line 

AD 44 Repeated for each SREC line 
RITE 29 Repeated for each SREC 

SYS_EEFLASH_COPYWRITEDONE Repeated for each SREC 

  

16 Repeated for each SREC 
SYS_COPY_BLOCK_RE
SYS_EEFLASH_COPYW line 

line 22 

Total 157
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ABSTRACT 
 
Image segmentation method based on level set model has wide potential application for its excellent seg-
mentation result. However its complex computing restricts its application in video segmentation. In order to 
improve the speed of image segmentation, this paper presents a new level set initialization method based on 
Chan-Vese level set model. After a simple iterative, we can separate out the outline of objects. Experiments 
show that the method is simple and efficient, with good separation effects. The improved Chan-Vese method 
can be applied in video segmentation. 
 
Keywords: Image Segmentation, Level Set, C-V Model, Video Segmentation 

 

1.  Introduction 
 

Image segmentation is intended to separate objects 
from the image, and the corresponding border is gained 
at the same time. In recent years, Researchers in the the-
ory and technology of image segmentation has achieved 
fruitful research results, and active contours extraction is 
one of the important research results. The research of 
active contour can be divided into two groups: param-
eterized active contour based on Snake model which was 
proposed by Kass [1]; geometric active contour based on 
Level set methods which were first introduced by Osher 
and Sethian [2] for capturing moving fronts. Level set 
methods overcome the weaknesses of other algorithms. 
Its segmentation results are not sensitive to the initial 
position and the topology adaptability is strong. Level set 
method is a powerful tool of curve evolution, which can 
effectively deal with cusp and has a strong ability to 
separate complex structure of objects. 

Chan-Vese level set model (C-V model) proposed by 
Chan and Vese [3] was integrated with the ideal of level 
set and Mumford-Shah model [4]. Being different from 
the traditional model based on the deformation parame-
ters and geometry active contour model, this model does 
not rely on the gradient of image when extracting the 
boundary of objects, so the images with gradient edge 

meaningless and ambiguous verge can get a good seg-
mentation. However, it has a weakness like general level 
set model, amount of computation. At this stage, works 
on C-V model mainly concentrate on revising its model, 
such as J. Li [5], etc, through improved C-V model, up-
graded the capture of outline from local to the whole 
image; Y. Y. Gong [6], etc, by amending the C-V mo- 
del, multi-objects can be extracted based on single level 
set, and so on. In this paper, we propose a improved C-V 
model, which can greatly improve the efficiency of seg-
mentation, and can be applied to real-time video image 
segmentation. 
 
2.  Description of C-V Model 
 
C-V model, which is integrated with the thinking of level 
set and Mumford-Shah model, does not take advantage 
of gradient information, but minimizes the energy func-
tion to evolve curve [3]. Assume that image  yxI ,  is 

formed by two regions: objects (Co) and background (Cb), 
which is separated by the evolving curve C in . The 
constants , depending on C, are the averages of 

image I inside C (Co) and outside C (Cb) respectively. 
bo cc ,

),, bo cc
Chan and Vese introduced the energy -
tio , defined by 

func
n (CE
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  dxdycIdxdycICSCLccCE

bo C

bb

C

oobo

2
 

2
)(),,(                   (1) 

where is the length of the cure C, and 



)(CL   CS is the 

area of , ,0,  Co   0, bo   are fixed pa eters. 

Therefore the energy function  minimized if the curve 
is on the boundary of the object. Optimization (1), we 
can get the ultimate location of segmentation line C, as 
well as the unknown bo cc , . 
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Partial differential equations, gotten by Chan and Vese 
using Euler-Lagrange method, are as follows: (4)-(7) 
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In the numerical calculations, regularizing Function (8) 

is used to replace )(),( zzH   respectively. So that the 

gradient flow Equatio les in all of the level set, 

and we can automatically monitor the empty goal with 

the internal region, and make the overall energy function 

to the minimum. 

Let’s disperse 

n (6) ro

the equation in , use a finite differ-

ences implicit scheme. Recall first the usual notations: let 

h  be the space step, t  be the time step, and 

   jhihy ji ,,x  be the grid oints, where Mji p  ,1 . 

Let  ji yx ,  be an approximation on
ji tn ,,   f  yxt ,, . 

Know get anding n , we can    n
b

n
o cc  ,  using  

(5). The finite differences are 
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From the Equation (6), can be seen, the definition of 

a
3.  Improved C-V Model 

know that C-V method has 
 effectively reduce the 

ount of computation, C-V method can be more widely 

p rtial differential equations involving image function 
 yxI ,  is domain-wide map data, and the definition of 

o unknown bo cc ,  is also image definition of the 

region, with the overall characteristics. Hence, updating 
level set function is in the entire defined region, the 
computation is large [3].  

 
From the above analysis, we 

other tw a grate calculation. If we can
am
applied. In traditional level set methods, it is necessary to 
initialize the level set function   as a signed distance 
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se del. troduce this idea into C-V 
m

function 0 . Curve C divides the plane into internal and 

external regions.   ddyx ,,   is the distance from 

point (x, y) to curve C. Generally, the distance of internal 
and external points are negative and positive respectively 
and signed distanc ds to be re-initialized. 
C-V method generally defines the symbol distance func-
tion (SDF) as a cone, with particularly complex calcula-
tion. 

 Lie [8] demonstrates that the presence of signed dis-
tance function is not inevitable. Lie imposed a binary 
level 

e function nee

We will int mo
ethod. Define radius of the closed curve C as infinite, 

C represents a straight line in plane  , which will be 
divided into upper regional u  and lower regional 

d . Initialization function 0  is defined as: 
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So fi  curve of the i
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gions, t are very simple, The 
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wer re-

bo

calculation of difference operator is very simple too, as 
only points on the boundary of upper and lower region 
are non-zero constant, and t maining places are zero 
value; The initialization level set function is fixed con-
stants, as well as  z . In a linear mesh C at the point, 

follow the Reference [7] approach, iterative Formula (9) 
can be transformed as follows: 
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Obviously, compared with the traditional C-V method, 
the calculation of our method is much smaller in the first 
level set iterative.  

In order to ensure the level set method not departure 
from SDF, the time step must be very small, usually 0.1 s, 
which increasing the evolution of time. Since the exis-
tence of SDF is not inevitable, we appropriately increase 
the time step. Using larger time step can speed up the 
evolution, but may cause error in the boundary location 
if the time step is chosen too large. There is a tradeoff 
between choosing larger time step and accuracy in 
boundary location. Usually, we use  ≤ 10.0 for the 
most images. 

t

We list out some of the experimental results in the 
following paper. In our numerical experiments, we gen-
erally choose the parameters as follows: 1 bo  , 

 =0, 1h  (the space step), =2 (the time step), t
1 . 

In the first experiment, we chose the test image cavern. 
Jpg (Figure 1(a)), whose size is 200 × 200. The region of 

 

          
(a). orig  (b). Initialized as CV.        (c). 15 iterations of CV.       (d). Local enlarge of (c).   

 

     

The inal image.       

               
(e). Initialized as ICV.              (f). 1 iteration of ICV.            (g). Local enlarge of (f). 

 The binary image. Figure 1.
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(a). The original image.    (b). Initialized as CV.      (c). 20 iteration of CV.     (d). 200 iteration of CV. 

 

          
(e). Local enlarge of (c).     (f). Initialized as ICV.    (g). 20 iteration of ICV.    (h). Local enlarge of (g). 

Figure 2. T image. 

 
interest is specified by the white box. It need

ve to achieve the ideal state of division when the level 

he noisy 

s 15 itera-
ti
set function is  initialized as    67,0 yx    22 100100  yx , 

and time-consuming is 1.578 s. Figures 1(b),1(c) show 
the traditional method of in  
the final result of division. With our improved method 
(ICV method), 1,1  du

itialization(CV method) and

 , we can get the desired effect 

of split after one iterative and the time-consuming is 
0.016s (Figures To compare the segmentation 
results of the two methods in more detail, we show a 
zoomed version of the results in Figure (d) and Figure (g) 
for a region delineated by the white box in Figure (a). 
It’s clear to see that we can get a smoother curve split 
with our approach. 

In Figure 2, we show how our arithmetic and tradi-
tional C-V methods work on a noisy synthetic image. 
Th

 1(e),1(f)). 

e region of interest is specified by the white box (Fig-
ure 2(a)). Bose of the two methods can automatically 
detect the objects. If we use traditional C-V model ini-

tialization method,      22
0 505033,  yxyx , the 

outline of objectives are separated after 20 times of itera-
tive, but the rig sepa-
rated(Figures 2(c), 2(e)). After 200 iterative, the situation 
is improved. However, it spends 20 times iteration to 
achieve a perfect result with our method. The rectangular 
region is also divided perfect (Figures 2(g), 2(h)). 

The test results of cameraman.tif are showed in Figure 
3. Size of the picture is 256×256. In Figure 3(a), the level 
se

ht-angle region isn’t well 

t function was initialized as signed distance function: 

      85128128, 22
0  yxyx . Figure 3(b) and 

Figure 3(c) are results of 10 iterations and 400 iterations 

 gradually reduce 
after multiple iterations. Figure 3(e) is the result of 10 
iterations. After 150 iterations, we get a stable state. We 
can see that the noise has been significantly reduced, but 
not completely filtered out. 
 
4.  Video Image Segmentation Based on ICV 
 
C-V model is the key to resolve the two issues separate, 
nd categories of backgro

respectively. In Figure 5(d) level set function was initial-
ized as a linear curve. We can get the photographer’s out-
line after only one time of iteration. But there is a lot of 
noise divisions on the lake, noises would

unds and objectives in the 
ideo images are unknown. C-V model can not be di-

 
ea by analyzing the characteristics of H.264 codec first 

acro 
bl

a
v
rectly applied to the whole map. So we get the movement
ar
of all, and then the improved C-V model is applied to the 
movement region which was detected. This article fo-
cuses on the moving target in the same scene, the video 
image processing and experimental data are based on a 
single static camera, so the background image is static. 
According the principles of H.264 video codec, motion 
vector of macro block as a background is usually zero 
value, and only motion vector of macro block in the 
movement region is non-zero, so we can get the moving 
region through the distribution of motion vector.  

When inter coding being chosen, the coding frame 
need to use the frame before (reference frame) for 
movement searching, and then motion vector of each 
block is get. We illustrate in Figure 4 the above remarks. 
In Figure 4(a), the large box represents 16 × 16 m

ock, and the small box represents 16 × 8 or 8 × 16 
block, black line is motion vector. By the vector distribu-  
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(a). Initialized as CV.    (b). 10 iteration of CV.    (c). 400 iteration of CV. 

 

         
(d). Initialized as ICV.    (e). 10 iteration of ICV.   (f). 150 iteration of ICV. 

Figur he complex background image. 

 

e 3. T

         
(a). Distribution of vector.       (b). Regional campaign.         (c). Separated results. 

 
tion map, we can frame the regional camp

 Figure 4(b). 

of the system and tracking algo-
rit

Figu ted. re 4. Moving target separa

aign, as shown 
in

Figure 4(c) is a real-time video segmentation results 
map, target detection 

hm and real-time are tested respectively. We choose 
the parameters as follows: 0 , 1 bo  ,  01.0  

255255 ,  1， t =2， h 1， 1,1  du  . The 
regional campaign is extrac nd the ng  

ry Figure ), ho an see 
that the outline of some of the goal in frame is not very 
ideal, sometimes the background is also included. It is 
because the delimitation of regional campaign is mainly 
based on motion estimation which processed by video 
coding. If light is changed, or other factors, the reference 
block selecting is inaccurate in motion estimation, re-
sulting in the coding block is mistakenly believed as 
campaign block, so the error division is produced. The 
brightness weight of hands is very close to the brightness 
weight of the wall. As target tracking algorithm uses the 
brightness information of pixel, when the goal and back-
ground have similar brightness information, the algo-
rithm will get the wrong track.  

formation of decoder is an important factor of computing 
time, which affect the moving
tracking module. Larger the regional campaign is, more 
time the target detection and tracking module need. We 
have real-time measured the running time of the module, 
which is in 15-19 ms range. When the ICV model is 
evolved in the whole frame, the time-consuming is not 
more than 20 ms, fully meet the real-time requirements. 
 
5.  Conclusions 
 
In this paper, we have improved the image segmentation

ted, a  movi  target is
tracked ve  well. In  4(c wever, we c

e rate of 25 fps. The size of 
the regional movement we get by the motion vector in-

 target detection and 

 
ficiency based on the C-V model from initialization 

lifying. The improved C-V model 
uarantees the division in effect while greatly improves 

  H.264 codec set the fram

ef
and algorithms simp
g
the efficiency of the division. We apply it to the real-time 
H.264 video codec system. The experimental results 
show that, for the image of simple background, it can 
partition the outline of objects with dramatic speed and 
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contour models [J],” International Journal of Computer
No. 4, pp. 321-331, 1987. 

] S. Osher and J. A. Sethian, “Fronts propagating with

munication of Pure Applied Mathe-

. 11, pp. 1175 

Journal of Computers, Vol. 30, No. 1, pp. 

uhan University, Natural Sciences Edi-

age Processing, 

high efficiency segmentation, using the methods pro-
posed in this paper. However, for the complex back-
ground image, the outline of objects can be accurately 
divided, but there will be some regional background 
mistakenly separated. How to filter this noise fast is the 
next step that we need to improve. This article improves 
the C-V method to separate video images, which can be 
used to real-time detect and track the moving targets. 
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