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ABSTRACT 

The two sides of children positive development, that is physical and psychological health, have been most often investi-
gated separately. We explored the relationships between not being overweight, respecting relational rules, regularity of 
eating behavior (eating breakfast) and involvement in active (e.g. playing in team sport) or sedentary (e.g. playing at 
videogames) leisure activities shared with friends. The study was conducted among 272 Italian children (52% female; 
M age = 6.85 yrs) using a multi-informant design (children, parents and teachers of physical activity). Hierarchical 
regression analyses revealed that regularity of eating breakfast (informed by parents) was associated to lower levels of 
Body Mass Index (BMI) values (objectively measured) in girls. Involvement in sedentary leisure activity with friends 
(informed by children) was negatively associated with respecting relational rules (evaluated by teachers of physical 
activity) in boys. Thus, more or less active leisure activity and more or less healthy eating behaviour have some poten-
tial relevance for present and future general adjustment of boys and girls, and not only for their physical condition. 
Implications for educational interventions are discussed. 
 
Keywords: Children, Life-Style, Overweight, Leisure Activities 

1. Introduction 

There are at least two distinct sides to positive develop-
ment [1-3]. The first side of positive development refers 
to physical health. In absence of other relevant patholo-
gies, we know that an individual’s body weight is a good 
indicator of their present and future physical health con-
dition. We know that the problem of childhood obesity is 
rapidly increasing in all Western societies [4]. The mani-
festation of childhood obesity is a very strong risk factor 
for subsequent involvement in Type II Diabetes and for 
various other pathologies, such as cardio-vascular dis-
eases [5]. 

The second side of positive development refers to 
psychological health. Plenty of research has shown that a 
good indicator of present and future psychological health 
is an individual’s capacity to respect social rules, espe-
cially those related to relational aspects during childhood. 
For instance, breaking the basic relational rule of not 
being aggressive towards peers has been seen to result in 
future maladjustment. 

Nowadays adults often complain about having diffi-
culty in getting their children to respect social rules. The 
lack of respect of social rules may assume various con-
figurations, from disobedience to aggressiveness and 
victimization of peers. We note that public opinion and 
the media are currently paying great attention to the latter 
given the great negative, physical and psychological 
consequences for the victims. 

Although the two phenomena of obesity and trans-
gression of rules are usually investigated separately, we 
would like to investigate them in the same study. We 
know that there have been very few previous attempts to 
investigate both phenomena concurrently. To our 
knowledge one of the few studies that have analyzed 
both variables in a single study is the very recent re-
search by Giletta et al. [6] that found a relationship be-
tween being overweight and bullying peers in a sample 
of Dutch adolescents. 

We know that the phenomena of obesity and of rules 
transgression usually increases sharply after puberty and 
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during early adolescence. However we are more inter-
ested in investigating these phenomena during childhood, 
when they are probably at their inception. 

In this study we are curious to investigate whether or 
not there are similarities between the predictors of the 
two phenomena. Specifically, we think that in both cases 
a crucial role is fulfilled by sedentary activity. We have 
good theoretical reasons for anticipating the risk role of 
sedentary activity, although the theories we would like to 
employ have seldom been used before to explain behav-
iour in children. At first we will refer to the problem be-
haviour theory of Jessor et al.’s [7,8]. Secondly we will 
refer to the constructs of organized activity and of initia-
tive of Larson [9]. 

1.1 The Precursors of Healthy Life Styles in  
Childhood according to the Problem  
Behavior Theory by Jessor  

Although the theory by Jessor et al. is very well-known 
in the field of adolescent psychology, we will summarize 
it very briefly in order to individuate the aspects that can 
be adapted to earlier developmental phases, and espe-
cially to individuate some precursors of more or less 
healthy life-styles in childhood. Jessor and colleagues [7] 
theoretical framework consists of three main notions. 
The first notion, which is conceptually similar to the idea 
of development as action in context [10], concerns the 
fact that risk behavior, and especially that by adolescents, 
is not a pathological answer to internal drives or external 
stimulus. Rather, risk behavior depends upon the com-
plex balance across time among the system of the person, 
which includes self-perception, attitudes, expectations, 
and values; the system of the perceived environment, 
which considers the relationships of the individual with 
the three main developmental contexts of family, peers, 
and school; and the system of behavior, which considers 
both risk behavior and conventional behavior. Also in the 
case of the children we can reasonably suppose that be-
havior depends upon the complex balance across time 
among physical and psychological individual character-
istics, relationships with the developmental contexts of 
family, peers, and school and behavior themselves, for 
instance more active and/or more sedentary activity. 

The second notion has to do with the fact that in each 
one of the personality, perceived environment or behav-
ior systems some aspects are expected to fulfill the role 
of protective factors, while other factors are expected to 
work as risk factors. For instance respecting relational 
rules and good quality of the relationships with the peers, 
are expected to fulfill the role of protective factors, while 
other factors, as sedentary activity, are expected to work 
as risk factors. Generally speaking, risk factors may 
weaken individuals resolve not to engage in different 
kinds of risk behaviors. The three protective factors in 

the model by Jessor et al. [11] are models protection, 
controls protection, and support protection. Models pro-
tection encompasses parents’ and friends’ models for 
health behavior. Health behaviors include diet and exer-
cise, which can be relevant for children too. Conven-
tional behaviors also include participation in sports. Con-
trols protection also includes the parental controls over 
children behavior, such s promoting regularity of eating 
and the respect of relational rules during childhood. 
Support protection includes support from family, friends, 
and other important adults in the children’ lives. Jessor et 
al.’s [7,8] theoretical model emphasizes that the balance 
among risk and protective factors contributes to the like-
lihood that the individual will engage in more health or 
risky behavior, thus to his/her adjustment. The third no-
tion of the theoretical model by Jessor et al. [7] concerns 
the presence of a constellation or a syndrome of risk be-
havior, that is to say that risk behaviors are likely to 
co-occur: an individual who is engaged in one risk be-
havior (e.g., disturbed or irregular eating), also is likely 
to be engaged in other risk behaviors (e.g., transgres-
sion). 

1.2 Leisure and the Development of Initiative 

We also refer to some theoretical cues drawn from the 
literature about the potential role of organized leisure 
activity, and among them especially sport, in developing 
the individual capacity of initiative and in contributing to 
the positive development of people. 

Larson [12] has defined the time of leisure as the 
fourth developmental context, together with the family, 
the school and the peer group, for children and adoles-
cents. Leisure activity can be distinguished in organized 
or structured and in not organized and un-structured. The 
structured activities, which are generally leaded by adults, 
are carefully organized for realizing specific tasks and 
for acquiring capabilities and competences (such as in 
sport). The not organized and un-structured activity are 
all those kinds of situations that do not pursue the reali-
zation of specific tasks, the supervision of adults may 
lack and they happen outside any institutional context of 
meeting [13]. However both kinds of activity can be 
more active (for instance playing at team sport) or more 
sedentary (for instance playing at videogames). All chil-
dren and adolescents are more involved at different ex-
tent in these four kinds of activities. Participation at or-
ganized and active activity has been generally found as-
sociated with a more positive development of the indi-
viduals. In particular, various studies underlined that the 
adolescents who participate at organized activity are less 
involved in risk behavior and have higher levels of 
self-efficacy [14,15]. 

Among all these activities, we are particularly inter-
ested in the kind of activity that can promote in children 
and adolescents the personal capacity of initiative. Ac-
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cording to Larson [9] the capacity of initiative is essential 
for developing as full members of our complex society 
and it will become even more important in the near fu-
ture. However, despite its importance, children and ado-
lescents have very few chances of learning and exercis-
ing this capability. In fact the normal experience of chil-
dren and adolescents at school and also during the leisure 
time usually does not include all the necessary conditions 
for learning it. In our opinion, this is particularly true 
when they are involved in sedentary leisure activity. The 
context that is more adequate for developing the capabil-
ity of initiative is that of volunteer but structured activity, 
such as that of sport, in which children and adolescents 
can experiment the rare combination between intrinsic 
motivation and concentration. 

In agreement with Larson and also with other scholars 
[16] we believe that leisure activity, and particularly 
sport activity, that are organized accordingly with the 
above mentioned principles could represent a context 
particularly favorable at the positive development of 
children and youths. However, we also think that the 
combination of positive psychological conditions, intrin-
sic motivation and concentration could be individuated, 
at least partially, in more spontaneous kind of leisure 
activity. For instance when children meet in the courts of 
their houses during their free time and they organize 
spontaneously and by themselves for playing team sport 
with their peers. On the contrary we think that especially 
during childhood participation at un-structured and sed-
entary kinds of leisure activity could have negative con-
sequences not only for the future development of the 
capability of initiative but also for the present and future 
physical health, that is in term of overweight, and for the 
psychosocial adjustment, especially in term of dimin-
ished possibility of developing social competence in-
cluding that of respecting relational rules. A sedentary 
and passive type of leisure activity is unlikely to repre-
sent the adequate context for promoting social compe-
tence [17]. 

1.3 The Present Study 

On the basis of the above mentioned theories, we ex-
pected that regularity of eating, and spontaneous leisure 
activity, active or sedentary, would emerge as possible 
precursors of more or less healthy life-styles during 
childhood. More specifically, we expected to find that 
regularity of eating (in terms of breakfast) and active 
spontaneous leisure activity would work as protective 
factors and thus would be associated to a more positive 
development of children in terms of both being not 
overweight and being able to respect relational rules in a 
social context, which we considered as two possible in-
dicators of adjustment. Conversely, we expected to find 
that sedentary spontaneous leisure activity would work as 
a risk factor and that it would be associated with a less 

positive child development, in terms of being overweight 
and not respecting relational rules, which we considered 
lack of children adjustment. 

However, considering that we were unaware of previ-
ous research about similar relationships between poten-
tial precursors of healthy life-style and positive devel-
opment or adjustment in childhood, our study was mainly 
exploratory, especially with respect to the possibility of 
observing gender differences. In summary we asked two 
key questions in this study: 

1) Were there mean level differences between boys 
and girls on measures of physical and psychosocial posi-
tive development, and precursors of protective factors 
and risk factors? As anticipated this is mainly an ex-
ploratory study, however we would expect to find few 
differences. More specifically, and on the bases of stud-
ies on adolescents, we anticipated that girls would be 
more likely to respect relational rules [18] and that boys 
would be more likely to be involved in both sedentary 
and active kinds of leisure activity [19,20]. 

2) Did the same precursors of risk and protective fac-
tors account for variation in indicators of positive devel-
opment in children in both the subsamples of boys and 
girls? We expected to find similar relationships with re-
spect to both indicators of childhood adjustment in boys 
and girls. However, considering that the emergence of 
eating problems at later stages of development are gener-
ally more common in girls and conversely that transgres-
sion is more diffuse among boys, we expected to find 
some gender differences with respect to the patterns of 
relationships between indicators of adjustment and pre-
cursors of protective and risk factors. 

2. Method 

2.1 Participants 

Participants were 272 children aged 6 to 8 (M = 6.85, SD 
= 0.71; 53% females) attending six primary schools in 
Cuneo, Italy. The majority of the children’s parents (43% 
of fathers and 57% of mothers) had a high school di-
ploma. 24% of fathers and 17% of mothers had a univer-
sity degree. Most parents (99% of fathers, 78% of moth-
ers) were employed. Regarding family structure, 92% of 
the parents lived together, and 8% were separated or di-
vorced. These figures of socio-demographic information 
are similar to those found in the general population from 
the same Italian province, which is one among those at 
lower level of un-employment in Italy [21]. 

2.2 Procedure 

As previously stated, the study was conducted in six 
primary schools in Cuneo, Italy. A random sample of 
public primary schools was invited to participate in the 
study and all schools contacted agreed to do so. Classes 
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within the schools were then randomly selected and all 
classes contacted accepted to take part in the study. Fi-
nally, all the parents contacted provided consent for chil-
dren to participate, and children themselves assented to 
participate in accordance with Italian law and the ethical 
code of the Professional Psychologists Association in 
Italy. In addition, the children took the questionnaire 
home to their parents. 96% of the parents completed the 
questionnaire about socio-demographic information and 
children’s behavior and returned it back the following 
week; the questionnaire was completed 57% by mothers, 
13% by fathers and 26% by both parents. We did not find 
any relevant differences between the children of the par-
ents who filled in the questionnaire and those who did 
not with respect to the other information under study. 

Finally, the teachers of physical activity, who were 6 
and who were all graduated in physical activity and spe-
cially trained for coaching children, observed and regis-
tered the children’s behavior about respecting relational 
rules as regard to teachers, and classmates. This was ac-
complished by way of a check-list and they measured the 
children’s Body Mass Index by way of an electronic 
balance during the initial session of an experimental 
study which will ultimately evaluate the effectiveness of 
the introduction of a special program of physical activity 
which we will consider in a future paper. 

Both the children’s and parents’ questionnaires took 
approximately 30 minutes to complete. The observation 
of children’ behavior took approximately 60 minutes to 
complete. Both children and parents were assured of 
confidentiality and anonymity. Teachers were not present 
in the classroom during the questionnaire administration 
for the children. No incentives were offered for partici-
pation; however 100% of the children completed the 
questionnaires. 

2.3 Measures 

Leisure activity. Sedentary and active leisure activity 
were assessed using two simplified items (selected be-
cause of children’s young age) that asked children to 
answer whether or not they usually spend time with their 
friends, 1) doing active things such as playing in the 
court or at team sport; 2) doing sedentary things such as 
playing at videogames or watching TV. 

Regularity of breakfast. The regularity of children’ 
breakfast was assessed using one item that asked parents 
whether their children usually eat breakfast and ranging 
from 1 - Never to 4 - Always. 

Respect of relational rules by children. This item was 
assessed on the basis of the evaluation of the teachers of 
physical activity using a simple check-list. The check-list 
contains the names of the children on the rows and three 
columns with the space for the information about respect 
of relational rules. During one hour of physical activity 

and working in couples, scored each child was with 3 if 
he/she always respected some relational rules, with 2 if 
he/she respected them only partially and with 1 if he/she 
never respected them. The relational rules considered in 
the check-list were about: a) respecting the turn of the 
others; b) giving the other children enough space to move 
for doing their exercises. The score attributed by each 
teacher to each child were summed up. 

Body Mass Index. This item was assessed by the 
teachers of physical activity by way of an electronic bal-
ance, which measured height and weight and calculated 
the Body Mass Index automatically. 

3. Results 

3.1 Descriptive Analyses 

Table 1 presents descriptive information of the sample and 
correlations among the variables by gender. To assess for 
gender differences on the study variables, we used t-tests 
for independent samples. There were no gender differ-
ences in mean levels of Body Mass Index, regularity of 
breakfast, and active leisure activity. However, girls (M = 
5.75, SD = 0.61) reported more respect of relational rules 
than boys (M = 4.86, SD = 1.04), t(262) = 8.56, p < 0.001. 
Boys, relative to girls, reported higher levels of sedentary 
leisure activity (M = 0.76, SD = 0.43 for boys; M = 0.66, 
SD = 0.48, for girls; t(270) = 1.97, p < 0.05).  

Furthermore girls and boys showed a different pattern 
of inter-correlations among indicators of adjustment and 
precursors of healthy life-style. In girls Body Mass Index 
was negatively associated with regularity of breakfast 
and positively associated with sedentary leisure activity. 
In boys Body Mass Index and respect of relational rules 
were negatively associated between each other, and re-
spect of relational rules was negatively associated with 
sedentary leisure activity. Also on the basis of these dif-
ferent patterns of relationships, we decided to perform 
the following analyses separately for boys and girls. 

3.2 Relationships among Body Mass Index,  
Respect of Relational Rules, Eating  
Behavior and Leisure Activity 

To test the relationships among Body Mass Index and 
respect of relational rules, and among regularity of 
breakfast, and active and sedentary leisure activity, we 
used Hierarchical Linear Regression Models.  

In the regression models (one for each outcome and 
separately for boys and girls), we entered regularity of 
breakfast in Step 1, active leisure activity in Step 2, and 
finally sedentary leisure activity in Step 3. 

3.3 Children’ Body Mass Index and Precursors 
of Life-Style 

Only the model with girls achieved a significant propor-
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tion of explained variance: R2 = 0.11, F(3, 140) = 5.67, p 
< 0.0001 with the coefficient of regularity of breakfast 
significant (see Table 2). This means that in the female 
sample, children who were more regular in doing their 
breakfast also had lower Body Mass Index that is they 
were less likely to be overweight. 

In the male sample, we found a positive relationship 
between Body Mass Index and sedentary leisure activity. 
However, this relationship did not reach significance. 

3.4 Children’s Respect of Relational Rules and 
Precursors of Life-Style 

Only the model with boys achieved a significant propor-
tion of explained variance: R2 = 0.08, F (3, 116) = 3.35, p 
< 0.02 with the coefficient of involvement in sedentary 
leisure activity proving significant (see Table 3). This 
means that in the male sample, children who were more 
involved in sedentary leisure activity also had lower  
 
Table 1. Intercorrelations among and descriptive informa-
tion of body mass index (BMI), respect of rules, regularity 
of breakfast, active and sedentary leisure activity (males are 
below the diagonal) 

 1 2 3 4 5 

1. BMI –– 0.03 –0.21** 0.01 0.14*

2. Respect of rules –0.22** –– –0.07 0.13 –0.03

3. Regularity breakfast –0.04 0.01 –– –0.05 –0.07

4. Active Leisure  
Activity 

0.06 –0.14 0.04 –– 0.01

5. Sedentary Leisure 
Activity 

0.06 –0.26** –0.04 0.05 –– 

M (males) 16.65 4.86 3.64 0.77 0.76 

SD (males) 2.04 1.04 0.82 0.42 0.43 

M (females) 16.64 5.75 3.73 0.74 0.66 

SD (females) 2.65 0.61 0.61 0.44 0.48 

Notes: *p < 0.05, ** p < 0.01 

 
Table 2. Hierarchical regression results predicting body 
mass index (BMI) 

 BMI 

 Females  Males 

Predictors Β ΔR²  β ΔR² 

Step 1 
Regularity breakfast 

–0.31** 0.10**  –0.01 0.00 

Step 2  
Active Leisure  
Activity 

–0.05 0.00  0.02 0.00 

Step 3 
Sedentary Leisure Activ-
ity 

0.09 0.01  0.11 0.01 

Note: *p < 0.05, **p < 0.01 

Table 3. Hierarchical regression results predicting respect 
of rules 

 BMI 

 Females  Males 

Predictors Β ΔR²  β ΔR² 

Step 1 
Regularity breakfast 

–0.01 0.00  –0.09 0.01

Step 2  
Active Leisure Activity 

0.11 0.01  –0.14 0.01

Step 3 
Sedentary Leisure Activity

–0.04 0.00  –0.23* 0.06*

Note: *p < 0.05, **p < 0.01 
 
levels of respect of relational rules that is they were less 
likely to respect these rules. 

No other relationship reached significance neither in 
the female sample, nor in the male sample. 

4. Discussion 

The present study investigated whether regularity of eat-
ing (in terms of breakfast) and spontaneous active leisure 
activity functioned as protective factors; that is, if they 
were associated to a more positive development of chil-
dren in terms of both not being overweight and of being 
able to respect relational rules in a social context. Be-
sides, we investigated whether sedentary spontaneous 
leisure activity worked as risk factor; that is if it was as-
sociated with less positive child development. Finally we 
explored the presence of gender differences in both the 
mean levels and patterns of relationships among indica-
tors of children’s adjustment and precursors of more or 
less healthy life-styles. 

Although this was mainly an exploratory study, we 
expected that girls were more likely to respect relational 
rules and that boys were more involved in both kinds of 
leisure activity. Our findings confirmed the majority of 
these expectations: girls respected relational rules more 
than boys and boys were more involved in sedentary lei-
sure activity with their friends. Nonetheless, we note that 
these findings must be considered with caution for the 
reasons we will list in the limitations section. However, 
we also think that these descriptive results deserve some 
reflection especially considering that we are unaware of 
previous studies on similar subjects. Firstly, we think that 
is interesting to observe that some gender differences that 
are generally found in adolescence, such as a greater 
tendency of boys to transgress, may seem to have quite 
early origins in childhood. This phenomenon probably 
starts within the socialization processes, which may still 
be likely to promote different kinds of behavior in male 
and female children [22]. Nevertheless, it is necessary to 
admit that this finding could also be related to the fact 
that the kinds of relational rules transgressions that the 
teachers of physical activity can register in their check- 
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list are by definition overt behaviors. Previous research 
has shown that boys are generally more likely than girls 
to be involved in this kind of transgression behavior and 
that conversely girls are usually more likely than boys to 
be involved in covert (or relational) types of transgres-
sion of relational rules [22,23], which are difficult to 
register with a check-list addressed at highlighting be-
havioral facets of relationships. 

Furthermore, we found that females and males were 
much more similar than expected with respect to the kind 
of spontaneous leisure activity they were involved in: in 
fact boys were more involved than girls in sedentary ac-
tivities, such as playing at videogames and watching TV. 
This finding resembles what has been already shown for 
the use of the new media: boys usually will use it more 
often than girls [20]. We think that is again possible to 
interpret this finding as a result of socialization process, 
which could be more likely to promote the use and the 
experimentation of new technologies among males. 

We also hypothesized to find similar relationships 
among the precursors of risk and protective factors re-
garding regularity of eating and active and sedentary 
leisure activities, and with the two indicators of child-
hood positive development (not being overweight and 
being able to respect relational rules) among both gen-
ders. Indeed, we found some similarities but also some 
differences. 

Firstly the inter-correlations showed that the two indi-
cators of adjustment were almost independent in girls; 
that is to say that a girl who was overweight was not 
more likely to also transgress relational rules. On the 
contrary being overweight and transgressing relational 
rules were strongly related in boys. Therefore our find-
ings seems to confirm a pattern in childhood similar to 
what other authors have previously highlighted in ado-
lescence between bullying and being overweight [6]. In 
parallel to these authors, we also think that there are al-
ternative explanations for this phenomenon. On one hand, 
perceived asymmetry of power could lead more heavy 
male children to use their apparent strength instead of 
social competence in order to try to emerge from their 
peers [24]. On the other hand, perceived isolation from 
the peer group due to being overweight could stimulate 
the need to find alternative ways for improving one’s 
own social acceptance in the peer group: in this case, 
transgressing rules could represents an attempt of be-
coming more interesting at the eyes of peers [25]. How-
ever, further longitudinal research is certainly needed for 
individuating the direction of this relationship. 

Secondly, we were able to predict being overweight 
only in girls and being more likely to transgress rela-
tional rules only in boys. As anticipated, this may be in-
terpreted as an indication of the differential importance 
of these two indicators of adjustment in boys and girls at 

later stages of development, such as during adolescence 
[18]. However, again longitudinal studies are needed for 
disentangling the direction of these relationships. At the 
present stage of this research we cannot state whether 
being overweight in girls is a result of irregularity of eat-
ing habits or on the contrary whether eating behavior 
becomes irregular as a reaction of having become previ-
ously overweight and thus an unsuccessful attempt of 
reducing weight. At the same extent we do not know 
whether transgressing relational rules in boys is the result 
of lack of experimentation of social competence due to 
abundance of sedentary behavior or on the contrary 
whether sedentary behavior becomes more likely a way 
to answer perceived discomfort in peer relationships and 
thus as an attempt at constructing one’s own social repu-
tation. In this latter case we would need both a longitu-
dinal design and also different measures in order to in-
vestigate the direction of the relationships and also to 
evaluate the occurrence of social isolation and aggres-
siveness towards peers. 

Thirdly, while regularity of eating was found to be re-
lated only with Body Mass Index, involvement in seden-
tary activity was found to be related especially with 
transgression of relational rules. Thus, we found almost 
two separate syndromes instead of the expected one, the 
former more concerned with the so-called internalizing 
problems and that seems more relevant for girls, and the 
latter more concerned with externalizing problems and 
that seems more important for boys. Although, there is 
some indication that internalizing problems may develop 
in an almost independent pattern with respect to that of 
externalizing problems [26], we would like to know more 
about their developmental paths. 

5. Strengths and Limitations 

Two key limitations of the present study are the cross- 
sectional design and the relative weakness of some of the 
measures employed, although the young age of the par-
ticipants forced us to use longer series of items. These 
two limitations precluded us from investigating the di-
rection of the relationships we found and also to use 
more complex strategies of analyses which could have 
shed more light on the phenomenon under study. The 
next step in this line of research is to investigate these 
associations over time and also to introduce some meas-
ures of social isolation and aggressiveness. For instance, 
it might be useful to know whether being overweight or 
being more likely to transgress relational rules in child-
hood might contribute to the chance of bullying other 
people or being victimized in early adolescence for boys, 
and whether being overweight in childhood contributes 
to the further development of eating problems or other 
kinds of internalizing symptoms later on for girls. 

The relatively small sample size and the fact that all 
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participants resided in one region of Italy also makes it 
difficult to generalize results to different populations. 

In spite of its limitations, this study has also some 
merits.  

First, it has highlighted the importance of investigating 
the precursors of more or less healthy life-styles in 
childhood although they can assume different figures in 
subsequent phases of development. Second, it has under-
lined the importance of collocating children and not only 
adolescent adjustment in the complex web of relation-
ships between personal characteristics, life contexts and 
behaviour. Third, it has shown that parents can do some-
thing very simple to prevent their children being over-
weight which is to promote regularity of their eating be-
haviour. 

Finally, it has highlighted the potential relevance for 
present and future adjustment of more sedentary or more 
active leisure activity and not only with respect to physi-
cal condition. We are really convinced that introducing 
special kinds of physical activity curricular programs to 
children, structured in the ways suggested by Larson [9] 
and Fraser-Thomas, Cŏté, Deakin [16], can be really 
helpful to promote more positive development in chil-
dren and that it can have positive consequences for their 
future adjustment in terms of both physical and psycho-
logical health. To implement this kind of intervention 
and to evaluate its effectiveness is one of our next steps. 
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ABSTRACT 

This study explores the psychologically neglected concept of fun, a concept that contributes strongly to many people’s 
perceptions of quality in life, and looks both at the different types of behaviour that people regard as fun and the atti-
tudes that people have towards fun. Through focus groups and interviews, a 40-item attitude questionnaire was devel-
oped and completed by 1100 people. Factor analysis identified five attitudinal factors, which were labelled as “Fun 
involving risk-taking”; “Fun dependent on fun people”; “Fun causing happiness”; “Money needed to have fun”; and 
“Spontaneity as fun”. These different factors showed different patterns of correlation with demographic and personality 
measures. The different types of situation that people described as fun were assessed by asking participants to use an 
adjective check-list to describe a situation they had found to be fun. Factor analysis identified five types of fun (“Socia-
bility”, “Contentment”, “Achievement”, “Sensual” and “Ecstatic”), the different types correlating systematically with 
participants’ demography, personality and attitudes to fun. Although often used as if it were a single concept, “fun” is 
actually a complex phenomenon that has different meanings for different types of people. 
 
Keywords: Fun, Big Five, Personality, Demography, Leisure Activities 

1. Introduction 

If searching for an epithet for the Zeitgeist of the 
opening years of the twenty-first century, then the word 
“fun” might well be suitable. Typing “fun” into the 
search engine Google in finds no less than 662,000,000 
websites (and in comparison, “sex” achieved only 
655,000,000 hits; all search engine figures at August 
2009). Likewise, Amazon.com finds 607,923 results 
for books containing the word (and Amazon.co.uk 
found 30,659 titles), with the best-seller for adults be-
ing 301 ways to have fun at work, which perhaps typi-
fies the genre.. The all- pervasive nature of fun in ad-
vanced modern societies such as the United States has 
been eloquently summarised by Bryant and Forsyth 
[1]: 

“The United States is a society that has become al-
most pathologically obsessed with fun. Fun is a source 
of enjoyment, pleasure, amusement, and even excite-
ment. ... Today the pursuit of happiness (and fun) is, in 
effect, the national quest, and this goal permeates our 
lives. ... The pursuit of fun has a place of dominant 

centrality in our daily lives, but fun seeking is not a 
compartmentalized area of our cultural fabric. Rather, 
it is constituent to almost every aspect of our daily 
lives. Fun seeking is very much integrated into our 
entire culture and in our daily cycle of life - home, 
work, rest, maintenance, and even sleep. Our hedonis-
tic quest has become a deified entity of its own — the 
Fun God, as it were.” 

Bryant and Forsyth’s phrase “the Fun God” is remi-
niscent of Psychology and “the great god fun”, by AE 
(“Tajar”) Hamilton [2], a book whose title makes one 
aware of the near total absence of serious interest of 
psychologists in the nature of fun (although the book 
itself has little serious analysis of the concept). A 
search of PsycINFO found only 246 pieces with “fun” in 
the title, of which the vast majority were mostly con-
cerned with using fun as an intervening or outcome 
variable in education, health education or other activi-
ties (e.g. [3-8] or with topics such as helping academics 
to write for a general audience [9] or carry out struc-
tural equation modelling [10]. 
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Conceptualising fun is not straightforward, in part 
because of the number of synonyms for fun such as 
amusement, enjoyment and entertainment. and in addi-
tion every generation seems to produce its own syno-
nyms for fun, such as “far out” or “cool”. Fun is there-
fore a complex word with multiple meanings referring 
to affective and motivational properties, People seek 
out fun activities but respond to situations with a sense 
of fun, so that fun can be an activity, a state, or a trait. 
Fun can be used both as a motivational concept: “to 
want to have fun” or a trait concept, “They are a 
fun-loving sort of person”, but it is most often de-
scribed as the property of a behavioural repertoire or 
social situation: “The dinner party was fun”. The op-
posite of fun is usually thought of as tedious, boring, 
dull, or other synonyms. The fact that psychologists 
almost never use the word makes it difficult to offer a 
definition that clearly distinguishes it from other posi-
tive emotional elicitors, triggers or states. A principle 
aim of this study is therefore to try to understand how 
lay people understand the term. 

The psychological literature on fun is very limited, 
and occasionally psychologists have noted that certain 
concepts never seem to appear within psychological 
studies. Argyle [11] kept a list of such words which 
indeed included “fun”. Furnham [12] pointed out that 
fortitude was such a word, and until recently this was 
also true of stoicism [13]. As far as we know, no psy-
chology text book has fun in its index. Perhaps other 
synonyms are used in its place? There seems two lit-
eratures which contain concepts near to that of the fun 
concept. The first is from the work on motivation. The 
concept of intrinsic motivation captures some of the 
theme of fun [14], with the idea that some people are 
motivated to do something (usually work) because of 
the sheer enjoyment or fun of the activity itself. The 
activity or task is its own reward requiring no other 
reward such as approval, money or social contact. 
Words used in this regard for intrinsic motivation in-
clude hedonistically satisfying, optimally arousing and 
deliciously complex [15]. 

The second area of research where the concept of fun 
might appear is the research on positive psychology 
and happiness [16,17]. Early studies on the components 
of happiness mentioned various concepts like joy, hope, 
and flow, which were often considered to be the emo-
tional side of happiness. For some joy was the opposite 
of depression [18]. Equally those working on the emo-
tions have suggested a two orthogonal factor model, for 
which the first dimension is happy-sad and the other 
excited-relaxed [19]. Various writers have specified 
different types of happiness, some more akin to fun 
than others. Seligman [20] distinguished between a 
pleasant, engaged, good and meaningful life, while 
Morris [21] distinguished between seventeen types of 

happiness, including cerebral, tranquil and chemical 
happiness. Fun appears to be close to Seligman’s 
pleasant-happiness and Morris’ sensual, fantasy or 
comic happiness [22]. 

Only in a very occasional set of studies is there a di-
rect confrontation with the nature of fun and its defini-
tion. As can be seen the concept is rarely well defined, 
and often a priori theoretical assumptions are made 
about its nature. In an extensive qualitative study enti-
tled “How rural low-income families have fun” [23], 
the authors consistently use the word “fun” in quotes, 
thereby emphasising its theoretical difficulty, while 
acknowledging that in their study it is hard to differen-
tiate from leisure, such that “the mothers” definitions 
and connotations of the word “fun” might not be con-
gruent with research-based definitions”, after which no 
further definition is either provided or emerges from 
the grounded theory analysis. Likewise the opening 
line of the analysis by Garn and Cothran [24], entitled 
“The fun factor in physical education”, also puts fun in 
quote marks, saying how “both students and teachers 
rate “fun” at or near the top of their lists of goals for 
physical education”. After reviewing several studies in 
physical education they eventually conclude only that, 
“the fun construct is a complex one consisting of a va-
riety of factors ... without a solid conceptual frame-
work”. Similarly, Jackson [25], in an article entitled, 
“Joy, fun and flow state in sport”, comparing various 
positive experiences associated with sport, comments, 
“Fun at first seems a more straightforward concept than 
joy, especially in sport, where the term is used so often. 
Everyone knows what fun is, right? But getting beyond 
‘sport is fun’ is not easy.” The remainder of that paper 
then concentrates almost entirely on flow states, con-
cluding eventually only that, “flow is key to under-
standing the joy, happiness, fun and enjoyment in 
sport... Not [though] that flow is the only path to these 
experiences”. Finally, Middleton, who has published 
on the role of the importance of “academic fun” for 
gifted children [26], somewhat begs all the theoretical 
questions about the nature of fun when in a later paper 
he states at the very beginning that, “throughout this 
paper, I use the terms ‘intrinsic motivation’ and ‘fun’ 
interchangeably. The colloquial term ‘fun’ is better 
understood by students and teachers (and researchers), 
and carries connotations of positive affect that ‘intrin-
sic motivation’ may not” [27]. This forces fun into the 
conceptual mould of intrinsic motivation, while ac-
cepting that that may not be how participants them-
selves understand it. Together these four papers show 
the lack of conceptual clarity in the literature concern-
ing the nature of fun, and yet show both the central 
relevance of the concept to lay thought and motivation, 
and the need to address the concept directly, rather than 
by assuming that it necessarily relates to some other 
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single theoretical concept already described within 
psychology such as leisure, flow or intrinsic motiva-
tion. 

The only (unpublished) study we have been able to 
find that asks directly about what experiences are actu-
ally included under the heading of fun, is that of 
Slaughter [28] who asks directly about a range of ac-
tivities and makes conclusions both about fun people 
and fun experiences, suggesting that a high fun person 
is, “is a hedonist—an active, aggressive, impulsive 
adventurer who does not require intellect or sensitivity 
to himself or those around him”, whereas a fun experi-
ence, “is likely to be an Affective or Sensori-Motor 
experience and less likely a Cognitive experience. It is 
about equally likely to be Cooperative or Solitary in 
nature and less likely to be a Competitive activity”. 
The present study takes the nature of fun and its poten-
tial variability between individuals, as the central ques-
tion that needs to be asked, acknowledging the poten-
tially multi-faceted nature of the term. 

In this paper we wish to describe an exploratory 
study of what a large group of adults think of fun and 
its nature. The study had multiple objectives, and in the 
paper we will describe them in the following order. 
Firstly, we provide a taxonomy of the types of activi-
ties or experiences that people include under the head-
ing of fun, and secondly we examine how the various 
types of fun experience chosen are related to demo-
graphic factors such as age, sex and social class; to 
personality; and to education and particularly to sci-
ence education (and in previous studies we have found 
that studying science is associated with different cul-
tural and aesthetic activities and hence it seems at least 
possible that they are will also be related to fun [29]). 
Thirdly, we assessed how attitudes to fun differ, where 
attitudes refers to people’s beliefs about how best to 
achieve fun and the extent they seek it our under dif-
ferent conditions, and we then looked at how such atti-
tudes relate to the various background factors. Finally, 
we asked how the types of fun and also attitudes to-
wards fun related to participation in a range of cultural 
and aesthetic activities that we have studied exten-
sively before, and which are often described as being 
done for fun [30]. This is inevitably an exploratory 
study, but it is in the research tradition on lay theories 
of happiness [31-33], but this time looking at fun. 

2. Method 

The data in this study were collected as part of a large 
undergraduate laboratory class at University College 
London (UCL). The class in its present format has now 
been running for several years, and studies from pre-
vious years, on other topics, have been published 
elsewhere [25,30,34]. 

2.1 The Lab Class 

The class runs for three successive weeks, and intro-
duces students to different research methods for study-
ing attitudes. The topic is purposely only vaguely de-
fined, and often is one with little formal research in the 
psychological literature, encouraging students to ex-
plore the richness of the question, and to follow their 
own directions. For the January 2008 class the topic 
was simply, “Fun”. 

The class was split into ten groups of about ten stu-
dents who worked together for three full days over 
successive weeks, in conjunction with a demonstrator. 
In week 1 students ran small focus groups to explore 
the issues and attitudes, and the groups then chose two 
interviewees who were likely to be informative about 
the issues. The semi-structured interviews were tran-
scribed it in a standard fashion, and students had access 
to all interviews carried out by all groups, and they 
used those interviews as a resource for writing ques-
tions for the quantitative questionnaire study. 

The main part of the questionnaire consisted of a 
folded sheet of A3 paper (i.e. 4 A4 sheets), the middle 
two pages of which contained 40 attitude questions 
written by the students to a pre-defined rubric, each 
group providing four questions. The questionnaire was 
assembled at the end of Week 2, and each student col-
lected 12 copies which they distributed to participants 
(see below). The data were entered into an SPSS data 
file which was analysed during week 3. For the present 
analysis, only the quantitative data will be considered 
although it is important to remember that the breadth 
and quality of the attitude questions derives in large 
part from the in-depth qualitative research carried out 
beforehand. 

2.2 The Questionnaire 

This consisted of four printed pages. Page 1 contained 
eleven standard questions on demographics, education 
and social background. Pages 2 and 3 contained the 
forty attitude questions written by the students, and 
Page 4 contained a specially written question on a fun 
situation (see below), a set of twenty questions on par-
ticipation in a range of cultural and aesthetic activities, 
which were extended from a set used in our previous 
study [30], and a brief measure of the Big Five person-
ality dimensions which we have used in previous stud-
ies [30,34,35], and has three items on each of the five 
factors (see http://www.ucl.ac.uk/medical-education/re- 
sources/questionnaires for details). Alpha reliabilities 
for neuroticism, extraversion, openness to experience, 
agreeableness and conscientiousness were 0.561, 0.590, 
0.611, 0.505 and 0.541, which are comparable to pre-
vious values, and, as we have argued elsewhere, are 
more than adequate for surveys with large samples such 
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as the present one [30,36], where the interest is primar-
ily correlational. Means (SDs) were 8.40 (2.37), 10.73 
(2.16), 10.44 (2.56), 12.08 (1.98) and 10.45 (2.35) re-
spectively. 

2.3 Question on a Fun Situation 

This question was written specially for the study, and 
began by asking participants to, “Think of a typical 
situation when you were having fun. Please describe it 
in three or four words”. The question then continued, 
“Now, ring any of the [forty-two] words below that 
describe your feelings in that situation”, after which 
followed the alphabeticised list of adjectives shown in 
Table 1. Although original, the questionnaire was in-
spired by previous adjective checklists in other situa-
tions [37-39], and in particular the study of Dubé and 
Le Bel [40] on the nature of pleasure. 

2.4 Participants 

Each undergraduate in the class was asked to find 12 
participants who would complete the questionnaire, 
and it was said that these should broadly be “students”, 
with the term not being rigorously defined, the only 
requirement being that respondents were aged 18 or 
over, and in some sense were or had been students. A 
stratified sampling scheme was used, each undergradu-
ate obtaining completed questionnaires from 3 male 
participants who broadly could be regarded as scien-
tists, 3 female participants who were scientists, 3 male 
participants who were not scientists, and 3 female par-
ticipants who were not scientists. Apart from the strati-
fication, students in the class were asked to be as 
wide-ranging as possible in finding the participants, 
with it being emphasised that participants need not just 
be from UCL, but could include friends, relations and 
colleagues, and they specifically should not be psy-
chology undergraduates at UCL. The intention was 
therefore to obtain a large convenience sample for the 
purposes of data exploration. There was no expectation 
that the sample should be representative of the popula-
tion as a whole, and the present paper should be inter-
preted with that limitation in mind. The data however 
are probably adequate for exploring the inter-relation- 
ships and correlations between measures, but care 
should be taken in the interpretation of absolute per-
centages and means. Although it might be a concern 
with our sampling method that some data may have 
been fabricated, or that some subjects may inadver-
tently have been included twice, a previous analysis 
[30] has shown that not to be the case, and there was no 
reason to believe either could be the case in the present 
study. 

2.5 Statistical Analysis 

Statistical analyses used SPSS v13.0. 

Table 1. The first column shows the descriptors used for 
the fun situation, and the last column shows the overall 
percentage of respondents including the descriptor. The 
middle five columns show the loadings on the five vari-
max-rotated factors, sorted by size and with loadings less 
than 0.2 set as blank. Loadings greater than .4 are in bold. 
Descriptors in the questionnaire itself were in alphabetical 
order 

1 2 3 4 5  
Factor:
 

 

Descriptor 
Socia-
bility

Con-
tentment

Achieve-
ment 

Sensual Ecstatic % 

joking 0.678 - - - - 43.8%

laughing 0.602 - - - - 62.2%

talking 0.568 0.231 - - - 40.3%

entertained 0.514 - - - - 51.6%

witty 0.489 - - - - 25.0%

spontaneous 0.455 - - - 0.218 37.8%

playful 0.455 - - - 0.258 43.2%

happy 0.349 0.272 - - - 71.8%
self- 

confident 
0.338 - 0.227 - - 34.0%

public 0.249 - 0.202 - - 12.1%

peaceful - 0.569 - - - 17.4%

warm 0.235 0.499 - - - 26.5%

relaxed 0.283 0.476 - - - 46.6%

loving 0.256 0.463 - 0.256 - 26.3%

caring 0.220 0.459 - - - 16.0%

contented 0.200 0.445 - - - 36.4%

blissful - 0.409 - - 0.212 15.4%

fulfilled - 0.380 0.354 - - 28.6%

stress free 0.298 0.363 - - - 47.9%

private - 0.336 - 0.269 - 8.6% 

joyful 0.247 0.331 - - 0.278 44.0%

lazy - 0.246 - - - 8.2% 

focused - - 0.638 - - 18.8%

challenged - - 0.616 - - 22.6%

accomplished - - 0.458 - - 12.0%

absorbed - - 0.448 - - 28.7%

engrossed - - 0.414 - - 17.5%

inspired - 0.296 0.403 - - 21.1%

proud - - 0.380 - - 13.8%

nervous - - 0.369 - - 6.9% 

fearful - - 0.293 - - 4.9% 

amazement - - 0.293 - 0.200 15.5%

surprised - - 0.228 - - 9.5% 

sensual - - - 0.661 - 9.3% 

lustful - - - 0.502 - 8.7% 

intimate - 0.318 - 0.501 - 13.4%

romantic - 0.243 - 0.480 - 10.7%

vulnerable - - 0.231 0.306 - 4.4% 

ecstatic - - - - 0.560 20.6%

crazy 0.205 - - - 0.487 27.1%

excited 0.234 - 0.312 - 0.486 47.7%

energetic 0.282 - - - 0.439 47.6%
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3. Results 

Questionnaires were completed by 1100 respondents, 
of whom 1088 gave their sex (males n = 534, 49.1%; 
female n = 554, 50.9%), with an age range of 18 to 78 
(mean = 25.5, median = 21, SD = 10.71, quartiles 20 - 
25), with 142 (12.9%) of the respondents being aged 
over 40. 964 subjects indicated that they were studying 
for or had obtained a degree, and the subjects self- 
classified subjects according to the 13 categories used 
by UCAS, and arbitrarily, but in a similar way to pre-
vious studies [29;30], we classified Medical Science, 
Biological science, Physical science, Mathematics and 
Engineering as science subjects. On that basis, 38.9% 
of respondents (375/964) were studying science. 

Social class was assessed on the occupations of each 
parent, based on the five-point Registrar-General’s 
scale, with class overall defined as the higher of the 
two parents’ occupations, scored I = 5, II = 4, III = 3, 
IV = 2 and V = 1, so that high scores correlated with 
higher social class. Overall, of 1031 respondents, 515 
(50.0%) were from social class I, 306 (29.7%) from 
class II, 153 (14.8%) from class III, 35 (3.4%) from 
class IV, and 22 (2.1%) from class V. 

3.1 The Fun Situation and Types of Fun 

All but 48 subjects described a situation in which they 
had recently been having fun, Of the 42 adjectives de-
scribing the situation, 40 subjects ticked none of them, 
and one ticked all 42, and these 41 subjects were re-
moved from further analysis. Table 1 shows the overall 
proportion of respondents ticking each of the adjectives. 
Factor analysis was carried out using principal axis fac-
toring with varimax rotation. A scree-slope analysis sug-
gested that there were five factors (the first ten eigenval-
ues being 6.22, 3.33, 2.55, 1.88, 1.37, 1.27, 1.22, 1.17, 
1.05 and 1.01), with reliabilities of 0.745, 0.773, 0.800, 
0.701 and 0.764 respectively. The factor structure shown 
in Table 1 is very clear. Scores were extracted for each 
factor. To aid in describing the factors, participants were 
identified who had a loading of below zero on four of the 
five factors, and the descriptions then examined for those 
with the highest loadings on the remaining fifth factor. 
 Fun type 1 can be described as Sociability, with 

large loadings on joking, laughing, talking, and 
entertainment, with high scorers describing the 
situation as “socializing with friends”, “hanging 
out with friends”, “enjoy, relaxed, excited”, “Be-
ing with friends”, “out with friends”, “socialising 
with friends”, “when I’m with the girls”, “board 
game with friends “, “drunken sports night with 
friends”, and “out with friends”. 

 Fun type 2 can be labelled as Contentment, with 

its loadings on peaceful, warm, relaxed, loving, 
caring, and contentment. High scoring situations 
were “gardening”, “just being at home”, “went to 
Southampton beach”, “being with people I like”, 
“swimming”, “with friend, in fave cafe, study”, 
“chatting with mates”, “smiley laughing content”, 
“swimming in the sea” and “listening to music”. 

 Fun type 3 can be labelled as Achievement, with 
high loadings on focussed, challenged, accom-
plished, absorbed and engrossed, and contains 
some sense of a flow state. High scoring situations 
included, “acting in a play “, “playing football 
with friends”, “working on my GPS tracer pro-
ject”, “winning in a game”, “horse riding”, 
“computer games with friends”, “jamming with 
friends”, “when I was creating something “, 
“when learning something interesting”, “achiev-
ing a goal”, and “racing, mountain, skis, speed”. 

 Fun type 4 is labelled Sensual, but might also be 
labelled romantic or sexual with its loadings on 
sensual. lustful, intimate and romantic. Relatively 
few participants scored highly on this factor but 
amongst those who did the descriptions were 
“having sex” (reported by three participants), 
“food and good company”, and “spending time 
with my boyfriend”. 

 Finally, fun type 5 is readily described as Ecstatic, 
with loadings on ecstatic, crazy, excited and en-
ergetic. Typical situations were “amusement 
parks”, “Exhilarating, exciting, unpredictable, 
amusing”, “partying, drinking, watching films”, 
“going clubbing”, “clubbing with friends”, “ela-
tion euphoria enjoy”, “clubbing”, “pub/clubbing”, 
“visiting night clubs”, and “at a rave”. 

3.2 Correlates of Fun Types 

Table 2 shows correlations of scores on the five fun 
types in relation to demographic factors (age, sex, sci-
ence education and father’s social class), and to the big 
five personality factors. Overall women reported more 
fun situations involving sociability, and contentment, 
and less with achievement, and older respondents re-
ported more fun involving contentment and achieve-
ment, and less sociability, sensual or ecstatic fun. Nei-
ther social class nor a science education related to the 
type of run reported. Personality showed several very 
significant associations, and considering only those 
with p < 0.001, extraversion was associated with so-
ciability and ecstatic fun, agreeableness with more fun 
involving sociability and less that was sensual, and 
openness to experience with more fun involving achieve- 
ment. Neither neuroticism nor conscientiousness show- 
ed correlations at the p < 0.001 level with the types of 
fun. 
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Table 2. Correlates of scores on the five fun types in rela-
tion to background variables and personality. Ns vary from 
964 to 1059. Key: * p < 0.05; ** p < 0.01; *** p < 0.001. 
Correlations greater than 0.1 are in bold 
  

1 2 3 4 5 

Fun type 
Sociability 

Content-
ment 

Achieve-
ment 

Sensual Ecstatic

Female 0.067* 0.084** –0.115*** –0.033 –0.001

Age –0.062* 0.083** 0.071* –0.052 –0.159***

Science  
education 

0.016 0.009 0.036 –0.047 0.030 

Social class 0.040 –0.057 0.006 –0.035 0.052 

Neuroticism 0.028 –0.065* –0.014 0.022 0.097**

Extraversion 0.190*** –0.060* –0.028 0.081** 0.253***

Openness 0.053 0.081** 0.148*** 0.014 0.054 

Agreeableness 0.187*** 0.062* 0.016 –0.101*** 0.004 

Conscientious-
ness 

0.040 0.049 0.055 –0.061* 0.000 

 

3.3 Attitudes towards Fun 

The forty attitude questions were factor analysed using 
principal axis factoring, followed by varimax rotation 
and factor score extraction. The scree slope suggested 
five main factors, with first ten eigenvalues being 4.03, 
3.16, 1.95, 1.73, 1.47, 1.39, 1.37, 1.23, 1.12 and 1.09. 
The five factors, which had reliabilities of respectively 
0.800, 0.778, 0.655, 0.700 and 0.725, were identified as 
follows: 
 Fun attitude 1 which was labelled Risk-taking. 

Participants with high scores tended to agree with 
questions asking, “Are you willing to take risks to 
have fun?”, “Would you repeat a certain activity 
that carried a health risk in order to have fun?”, 
“Can you have fun when you are scared?”, 
“Would you consider breaking the law to have 
fun?” and “Is an activity more fun if there is risk 
involved?”. 

 Fun attitude 2 was the most difficult to label. 
High scorers tended to agree with questions ask-
ing, “Is it important to have a similar personality 
as people in order to have fun with them?”, “Is the 
presence of other people essential to have fun?”, 
“Do extraverted people have more fun than intro-
verted people?”, and disagreed with the question, 
“Is it possible to have fun by yourself?”. The main 
thrust seems to be on fun as a sociable activity, 
dependent on particular types of other people, and 
it was therefore labelled Fun people. 

 Fun attitude 3 was characterised by participants 
agreeing with questions that asked, “Is fun one of 
the requirements we ought to fulfil in life?”, “Do 

you think you need to have fun to be happy?”, 
“Does having fun always involve happiness?”, 
“Can fun provide you with happiness in the 
long-term?” and “Does unhappiness restrict your 
ability to have fun?”. Fun and happiness seem 
here to be causally related, and the factor was la-
belled Fun causing happiness. 

 Fun attitude 4 was straightforward, with those 
scoring highly agreeing to questions that asked, 
“Do rich people have more fun?”, “Do you have 
more fun if you spend more money?” and “Do you 
think the amount of money that you have influ-
ences how much fun you have?”. This can be la-
belled as Money. 

 Finally, fun attitude 5 was characterised particu-
larly by answering Yes to the two questions, “Are 
unplanned activities more fun than planned ones?” 
and “Is spontaneous fun more enjoyable than 
planned fun?”. This can be labelled as Spontane-
ity. 

3.4 Correlates of Fun Attitudes 

The five fun attitudes were correlated with the demo-
graphic and personality variables used earlier, and with 
the fun types which had been identified (Table 3). For 
simplicity, only correlations significant with p<.001 
will be considered. Female participants were less likely 
to consider risk-taking as important in having fun, as 
also were older subjects, who also thought that fun 
people were less important. Neither a science education 
nor social class related to the attitudes towards fun.  

Personality showed strong correlations with attitudes 
towards fun. Extraverts saw risk-taking, fun people and 
spontaneity as important, whereas while those with 
greater openness to experience also saw risk-taking as 
important, they also saw both fun people and money as 
unimportant. Agreeable individuals saw fun people and 
money as unimportant in having fun, whereas they did 
see fun as causing happiness. Finally, participants with 
higher neuroticism scores saw fun people as important 
to having fun. 

Attitudes to fun correlated with types of fun in 
straightforward ways. Those describing sociable types 
of fun, saw risk-taking as important to fun, and fun as 
causing happiness. 

Those describing contentment as fun saw risk-taking 
as unimportant, and those describing achievement in 
their fun seeing fun people as unimportant to having 
fun. Sensual types of fun were associated with money 
as being important, and those describing ecstatic fun 
types saw risk-taking as important, and fun as causing 
happiness. 

3.5 Cultural and Aesthetic Correlates 

If attitudes towards fun differ between people, and   
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Table 3. Correlates of scores on the five fun attitudes in relation to background variables and personality. Ns vary from 964 
to 1059. Key: * p < 0.05; ** p < 0.01; *** p < 0.001. Correlations greater than 0.1 are in bold 
 

1 2 3 4 5 
Fun attitude 

Risk taking Fun people Fun causing happiness Money Spontaneity 

Female –0.159*** 0.053 0.011 –0.064* –0.037 

Age –0.254*** –0.131*** –0.049 –0.014 0.036 

Science education 0.021 –0.042 0.030 –0.033 –0.059 

Social class 0.075* 0.032 0.000 –0.050 0.021 

Neuroticism –0.015 0.144*** 0.007 0.080** 0.048 

Extraversion 0.255*** 0.099** 0.247*** 0.005 0.118*** 

Openness 0.193*** –0.175*** –0.039 –0.128*** 0.036 

Agreeableness –0.104** –0.150*** 0.142*** –0.161*** 0.046 

Conscientiousness –0.164*** –0.074* 0.004 0.029 –0.041 

Fun type 1: Sociability 0.129|*** –0.080** 0.164*** –0.045 0.099** 

Fun type 2: Contentment –0.125*** –0.098** –0.059 –0.062* –0.030 

Fun type 3: Achievement 0.101** –0.133*** –0.041 0.040 –0.079** 

Fun type 4: Sensual 0.092** 0.068* 0.019 0.132*** 0.075* 

Fun type 5: Ecstatic 0.202*** 0.072* 0.178*** 0.028 0.083** 

 
people typically derive fun from different activities, 
then it would be expected that there would be correla-
tions with involvement in differing cultural and aes-
thetic activities. Table 4 shows correlation between the 
types of fun and attitudes towards fun, and twenty ac-
tivities. There are 23 correlations which are significant 
with p < 0.001, and without considering all in detail, 
there are several interesting patterns. Only a few cor-
relations are with the fun types although they do make 
sense, dancing being associated with sociability and 
ecstatic types of fun, whereas classical music is associ-
ated with lower sociability and higher fun from 
achievement, whereas pop music is associated with less 
fun from achievement. Amongst the attitudes, risk tak-
ing is associated not only with pop concerts and popu-
lar music and dancing, but also with museums and art 
galleries and with drawing and painting. Attitudes to-
wards fun people are associated with pop concerts and 
discos, dancing, going to cinemas, and browsing the 
internet, and negatively with listening to classical mu-
sic and reading novels. The attitude that fun causes 
happiness has a similar pattern of correlations, being 
positively associated with popular music, concerts, 
discos and dancing, and negatively associated with 
classical music. The importance of money for fun was 
associated positively with browsing the internet and 
negatively with reading novels. Fun in relation to 
spontaneity did not relate to any of the aesthetic activi-
ties. 

4. Discussion 

“Whatever we do, we have to make it fun”, has become 
a modern truism and a modern cliche, applied to eve-
rything from teaching children modern languages, to 

playing sport, or encouraging people to eat more fruit 
and vegetables. Fun however differs for different peo-
ple, as was well seen in an interview with the new 
Registrary (the Senior Administrative Officer) of the 
University of Cambridge, who, when talking about the 
nature of academic work, said, “Fun is a word I use”, 
adding, “not frivolous fun though. We all spend a lot of 
time at work and we should make people feel they have 
achieved something each day and enjoy the compan-
ionship and social interaction” [41]. As Harvey [42] 
has put it, “having fun at work is serious business”. 

However widely used is the word “fun”, and how-
ever superficially attractive it is to invoke it as a uni-
versal panacea for solving problems in life, what rap-
idly becomes obvious is that any statement invoking 
fun will inevitably beg the question of what fun is, and 
how fun will be recognised, and for whom. For psy-
chologists this means attempting to provide an opera-
tional definition. What the present study makes very 
clear is that fun is not a simple concept. If fun is a re-
quirement in education or other activities then some 
answer is required as to whose type of fun it should be. 
The problem is perhaps well seen in the 1994 film Fun 
(directed by Rafael Zielinksi), which is described by 
the website www.imdb.com as “Two misfit girls meet, 
make friends and decide to kill an elderly woman just 
for fun” (our emphasis), and in the section of the web-
site marked, “Fun stuff” [sic], under Quotes, is the dia-
logue, “I told you. Hilary and I killed the old lady just 
for fun. What, you want me to yell it out loud or 
something?” If, as seems clear, different people see fun 
in different ways and in different types of activity (and 
for some people, as a character in Fun puts it, “fun is 
not number one”), then any prescriptive attempt to  
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Table 4. Correlates of scores on the five fun types and the five attitudes to fun, in relation to the amount of time spent on 
various cultural and aesthetic activities. Ns vary from 1051 to 1059. Key: * p < 0.05; ** p < 0.01; *** p < 0.001. Correlations 
greater than 0.1 are in bold 

   Fun Type     Fun Attitude   

 1 2 3 4 5 1 2 3 4 5 

 Sociability 
Content- 

ment 
Achievement Sensual Ecstatic Risk taking Fun people 

Fun causing 
happiness 

Money
Spont-

aneity

Listen to popular music 0.087** –0.076* –0.118*** 0.036 0.029 0.117*** 0.033 0.235*** 0.007 0.037

Listen to classical music –0.040 0.052 0.113*** –0.039 –0.052 0.048 –0.149*** –0.122*** –0.084** –0.031

Go to pop concerts/discos 0.038 –0.080** 0.014 0.096** 0.092** 0.285*** 0.167*** 0.121*** 0.036 0.053

Go to classical music con-
certs/ opera 

–0.118*** 0.044 0.066* 0.015 –0.039 0.032 0.043 –0.109*** 0.038 –0.046

Play a musical instrument –0.034 0.007 0.082** 0.008 –0.015 0.095** –0.029 –0.088** –0.010 –0.065*

Go to museums or art galler-
ies 

0.009 0.022 0.034 0.018 0.022 0.121*** –0.089** –0.004 –0.059 –0.003

Read about art in newspapers, 
magazines or books 

0.005 0.036 0.018 0.048 –0.017 0.097** –0.048 0.005 –0.041 0.016

Draw or paint –0.026 –0.024 0.014 0.058 0.000 0.127*** –0.054 –0.006 –0.057 –0.035

Read a novel 0.056 0.038 0.065 0.008 –0.087** 0.034 –0.171*** –0.010 –0.129*** –0.042

Read non-fiction books (not 
for work or study) 

0.011 0.028 0.063* 0.050 0.018 0.102** –0.086** –0.059 –0.047 –0.004

Read poetry –0.067* 0.068* 0.054 0.089** 0.006 0.073* –0.027 –0.099** –0.088** 0.022

Go to the cinema –0.015 –0.019 –0.057 –0.009 0.042 0.038 0.167*** 0.078* 0.062* –0.002

Go to the theatres (plays/ 
musicals, etc) 

–0.002 0.010 0.014 0.064* 0.049 0.046 0.020 –0.022 0.006 –0.028

Act or otherwise take part in 
theatre 

–0.107** –0.034 –0.030 0.067* 0.004 0.072* 0.089** –0.051 –0.011 –0.020

Go to classical or modern 
ballet / dance 

–0.062* 0.060 –0.015 0.061* –0.013 0.006 0.046 –0.041 –0.016 –0.066*

Go dancing (any form) 0.141*** –0.058 –0.050 0.102** 0.164*** 0.256*** 0.115*** 0.123*** 0.007 0.044

Watch television –0.018 0.015 –0.015 –0.012 –0.010 –0.087** 0.062* 0.058 0.066* –0.005

Listen to radio –0.075* –0.039 0.000 –0.062* –0.066 –0.044 –0.032 0.033 –0.031 –0.007

Listen to podcasts –0.056 –0.075* –0.034 –0.038 0.026 0.027 0.090** –0.024 0.058 –0.016

Browse the internet –0.008 –0.070* –0.064* 0.047 0.078* 0.044 0.135*** 0.019 0.109*** 0.019

 
“make something fun” is as likely as not to mean that it 
will not be fun for some of those taking part. Anyone 
who as a child or an adult has cringed at being asked 
publically to take part in someone else’s idea of fun 
which they find embarrassing or repellent will know 
the problem instantly. The invocation of fun is there-
fore not likely to be the simple panacea that its advo-
cates might suggest, so that as always education any 
other activity has to provide for different people with 
different needs. 

For an extravert a party maybe the essence of fun, 
while for a person high on Openness it maybe to a visit 
a science park, museum or gallery. Thus an agreeable, 
conscientious, female, middle-aged introvert may have 
a very different conception of fun from a young, neu-
rotic, poorly educated, sensation-seeking male. Differ-
ential psychologists have argued that people seek out 
and change social activities that fit with their prefer-

ences and values. Whilst that may not necessarily label 
all those preferred activities as fun, it is probably a 
component of them. In this sense fun activities may be 
defined as those which satisfy various specific psy-
chological needs for the individual. This is why the 
term is both subjective and multifaceted. It may there-
fore be useful to think of types of fun either within the 
Big Five factor space of trait theories or within some 
specific needs hierarchy such as that suggested by 
Murray [43]. 

Fun can be seen as both an attribute of a person 
(“they are jolly good fun”) and the property of an ac-
tivity (“swimming is good fun”). The factor analysis of 
the fun descriptors suggests that they are being both to 
people and activities though some clearly fit the one 
better than the other. The first two factors were labelled 
sociability and contentment. Using personality termi-
nology these could be interpreted in terms of stable 
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extraversion. Indeed, in one of the very earliest books 
in the area Eysenck [44] argued that “happiness is sta-
ble extraversion”. This assertion has been supported in 
many studies [45,46]. It is perhaps no surprise that par-
ticipants’ extraversion scores were strongly positively 
correlated with sociability. 

In this study the sensual and ecstatic factors could 
also be applied to people, though achievement is usu-
ally thought of more as the property of an activity. 
Younger, agreeable, extraverted females associated fun 
most with merry-making sociability, while older, open 
males more with flow-type achievement activities. The 
fun-type factor that showed most correlations with in-
dividual differences was contentment. This form of 
warm relaxed fun was associated with being, female, 
open, agreeable, introverted and stable. 

Participants’ personality was also related in logical 
ways to the types of fun they reported. Thus young 
male extraverts high on openness (curiosity) but low on 
agreeableness and conscientiousness like risk-taking. 
This makes sense both in terms of the literature on 
personality correlates of dangerous sports and acci-
dents [47,48]. Equally extraverts see spontaneity as an 
identifiable component of fun. Fun people it would 
appear are agreeable, open, extraverts. They would 
appear to have the greatest capacity for fun: seek it out, 
create it, enjoy it. 

If one considers fun as primarily a characteristic of 
activities, behaviours or tasks then it appears to have 
various components, namely that it concerns other 
people in a calm, involved focused activity, as well as 
also being associated with physical intimacy and ener-
getic excitement, particularly with respect to younger 
people. Fun thus has a cognitive dimension and an af-
fective dimension. It can be both relaxed and exciting. 
The terms applied equally to both. 

Attitudes towards fun are also multidimensional. Pu-
ritans clearly disapprove of fun. Studies on the Protes-
tant Work Ethic show that they also disapprove of any 
activity labeled “fun” because it may be seen as 
time-wasting and purposeless [49]. Fun still, for many, 
is seen as a temporary and frivolous consolation, the 
business of life being serious and earnest and having 
little room for trivialities like fun. Clearly personality 
and demography predicts attitudes to fun. Young male 
open extraverts are clearly interested in fast, risky ac-
tivities which they label as fun. It is particularly inter-
esting that neurotics associate fun with other people 
while those low on both Openness and Agreeableness 
do not. Thus while “hell is other people” may be true 
for the disagreeable individual with low Openness, less 
stable people may find others a useful source of help 
and support. 

This study represents the beginning of a full explo-
ration of an important and neglected psychological 

concept. For researchers it may even be suggested that 
researching fun can itself be rather a lot of fun. 
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ABSTRACT 

Objective: The purpose of this study was to assess the impact of psychological/psychoeducational assessment in pa-
tients with systemic sclerosis (SSc). Methods: A diagnostic interview was undertaken in order to investigate any tem-
poral connection between an adverse life event and the first appearance of SSc. Following this, the rheumatologist's 
assessment of subsequent changes in the SSc were noted. The psychoeducation we did, as an adjunct to conventional 
thoracic duct lymphatic drainage therapy (TDD), started in Dec. 2002, and the primary end point was an improvement 
in clinical outcome at 1 month after entry. Results: The patients with SSc in the study showed higher percentages of 
lower education (69.2%) and working class (63.5%), and reported that the most common life event in adults was di-
vorce or separation from spouse, while in adolescent was difficult home conditions. A favourable response was noted in 
all patients who participated in the study; Remission was achieved in 35, while 17 showed some improvement. Conclu-
sions: We conclude that life events were causally related to the onset of SSc and psychoeducation combinated with 
conventional TDD led to a remission in the majority of patients. 
 
Keywords: Psychosomatic Medicine, Systemic Sclerosis (SSc), Life Events, Psychoeducation 

1. Introduction 

Systemic sclerosis (SSc) is a systemic connective tissue 
disease and a chronic and potentially life threatening 
condition characterized by vascular abnormalities and 
fibrosis of the skin and multiple organs [1]. Many factors, 
such as environmental factors, can lead to immunologic 
system disturbances and vascular changes. It has been 
reported on our previous research that social and psy-
chological stresses may trigger these disturbances and 
changes [2], and conventional thoracic duct lymphatic 
drainage therapy (TDD) for the SSc patients has been 
proven effective [3]. Few data relating to a precise psy-
chological event or events underlying the onset of SSc 
are available, and this study was set up to determine 
whether life events had been causally related to the onset 
of SSc and to determine whether psychoeducation com-
binated with TDD had led to an improvement in the SSc. 

2. Patients and Methods 

2.1 Patients 

A total of 52 patients with SSc (mean age 53.6 ± 10.2 

years, mean disease duration 3.8 ± 2.3 years), including 
33 with diffuse cutaneous scleroderma and 19 with lim-
ited cutaneous scleroderma, were included in the study. 
Patients were admitted to the Department of Internal 
Medicine in the First Affiliated Hospital, Zhejiang Uni-
versity Medical School, Hangzhou, China, between De-
cember 2002 and October 2009 for a routine follow-up 
evaluation of SSc. Their diagnoses of SSc met the 
American College of Rheumatology criteria [4]. For 
these patients, the following epidemiological data were 
recorded: age, disease duration, previous psychopa-
thology, current treatments, and socioeconomic status. 
Scleroderma was further categorized as diffuse or limited 
scleroderma as defined by LeRoy et al. [5]. Goldthorpe 
and Hope’s [6] occupational classification was used to 
distribute the patients into two categories (middle-upper 
social class and working class), and their education levels 
also were evaluated [7]. The psychoeducation we did, as 
an adjunct to conventional TDD, started in Dec. 2002, 
and all 52 patients who signed informed consent form, 
were on TDD with a satisfactory efficacy. 
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2.2 Investigation of Life Events and  
Psychoeducation 

A brief life-history was obtained in all cases. The em-
phasis was on the previous health of the patient or mem-
bers of the immediate family, death of anyone close to 
the patient, difficulties experienced during different pe-
riods of their life, their relationships with others in the 
family, at school or at work, problems with friends, their 
hopes and ambitions. A mother’s undue concern for her 
child, learning difficulties (due to visual or auditory dis-
ability or dyslexia) and unsatisfactory scholastic achieve- 
ment, stability of marriage, change in job conditions, 
adjustment to retirement, isolation and loneliness may be 
of importance. If a possible connection between an event 
and the onset of the SSc was identified, its importance 
was discussed in detail with the patient. Each patient also 
underwent a psychiatric assessment to look for the pres-
ence / a history of psychiatric illness. The salient features 
of the history were reported to the rheumatologist, who 
saw the patient again and concluded the consultation, in 
order to reassure the patient that their problem was 
rheumatological. 

2.3 Assessment of Outcome 

All assessments as to clinical outcome were carried out 
by the responsible rheumatologist in simple terms of re-
mitted, improved, and not improved or on-going [3]. 
They were based on his previous experience with the 
patient, estimation of the degree of reduction of symp-
toms and disability, the ability to return to normal activi-
ties and the quality of life of the patient. The psychiatrist 
was also involved in the final assessment. 

3. Results 

3.1 Patient Characteristics 

The entire sample in the study was composed of 52 pa-
tients with a mean age of 53.6 ± 10.2 years and a mean 
disease duration of 3.8 ± 2.3 years. The female-to-male 
ratio was about 4:1. Table 1 reports the main clinical and 
laboratory test features and family status. All 52 patients 
were on TDD with a satisfactory efficacy. None of the 
patients was receiving psychiatric care at the time of the 
study. 

3.2 Significant Life Events 

A significant life event was identified in 45 out of the 
total of 52 patients; this was usually associated with a 

good outcome. The most common life events in adults 
and in children and young patients are listed in Box 1. 

3.3 Clinical Outcome 

The outcome was favourable in all 52 patients (Table 2). 
A favourable outcome was classified as remitted (full  
and satisfactory response leading to early discharge), 
 
Box 1. The most common life events in adults and in chil-
dren and young patients 

Significant life events 

In adults:  

·divorce or separation from spouse  

·incapacitating illness in patient or close relative 

·a bereavement seriously affecting the patient  

·moving to new surroundings 

 

In children and young patients: 

·difficult home conditions 

·serious school difficulties, eg, math calculation 

·isolation at home or school 

 
Table 1. Demographic characteristics of the patients with SSc 

 N = 52 

Cutaneous involvement   

Diffuse 33 

Limited 19 

Arthritis 10 

Skin ulcers 8 

Esophageal involvement 14 

Pulmonary fibrosis (computed tomography) 19 

Forced vital capacity < 80% 12 

Antinuclear antibodies 15 

Anti-Scl 70 antibodies  12 

Serum creatinine, mean ± S.D. (μmol/L) 76 ± 10 

Erythrocyte sedimentation rate, mean ± S.D.(mm/h) 28 ± 13 

C-reactive protein, mean ± S.D.(mg/L) 21 ± 8 

  

Family status  

Spouse or living partner  31 

Alone 21 

Children at home 23 

Paid job  29 

13+yr of education 16 

Lower education  36 

Middle-upper social class 11 

Working class 33 
 

 
Table 2. Clinical outcome of SSc patients at 1 month after treatment 

Therapeutic strategy 
No of 

patients 
Sex 

(F:M) 
Age range (years) Remitted Improved Not improved 

TDD combinated therapy  52 40:12 15~69 35 17 0 
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improved (condition improved but discharge without 
supervision not possible), or not improved [3]. These 
patients tended to respond favourably to psychoeducation 
combinated with TDD (35/52 patients), indicating the 
TDD plus psychoeducational intervention being a better 
solution to SSc. 

3.4 Psychological Diagnosis 

Psychological diagnoses [8] (Table 3) showed the usual 
range of disorders seen in a group of patients, with the 
largest number being in the minor depressive and anxiety 
category (17 patients). However, no psychological diag-
nosis was evident in 11 patients. Psychoses were found 
in four patients. Psychological diagnoses were scattered 
among the various subtypes of SSc without any particu-
lar pattern. No relationship was identified between the 
psychological diagnosis and clinical types of SSc. 

4. Discussion 

Although what causes SSc still is not very clear yet, 
many now agree that the disease may occur when the 
immune system becomes disordered, attacking the mye-
lin surrounding nerve fibers. Focusing on biology, re-
searchers suspect these attacks may initially be triggered 
by infection with a virus, perhaps picked up early in life. 
However, social and psychological factors are well- 
documented to play a role in the causation of immune 
disorders, and there might be a connection of stress to 
SSc as well [2]. An adverse life event may be important 
in understanding the mode of onset of SSc. Such an event 
may be one that the individual has construed as being 
threatening, damaging, or even dangerous, and for which 
there appears to be no solution. This experience of an 
adverse life event may result in distress and /or conflict 
leading to mental or physical change or a combination of 
the two. In the latter instance it has become customary to 
speak of a psychosomatic disorder [9]. 

Emotional reactions to the significant life events(box1) 
are inevitable, and they often have serious effects on the 
patient and his family. In many cases they may be re-
sponsible for the onset of SSc in terms of suffering that is 
greater than that caused by the physical effects of SSc 
[10]. Emotional disturbance may be particularly severe 
and prolonged if the patient fails to receive adequate 
counselling and support. The emotional and relationship 
problems associated with SSc have not always been fully 
appreciated by the medical profession, which has tended 
to concentrate on the physical effects of this disease [11]. 
Yet the psychological problems of SSc often cause more 
suffering than the physical effects. We recommend that 
more attention should be paid to this aspect of the disease 
in terms of both clinical care and research [2]. 

In the study, most of the SSc patients tended to re-
spond favourably to our psychoeducational intervention 
(35 patients), which served as an adjunct to conventional 

TDD therapy. In the patients showing a good response, a 
new optimism emerged rapidly and they were both satis-
fied and confident. Inquiry from a relative or friend con-
firmed this impression. The possible factors contributing 
to the improvements are listed in Box 2. By increased 
insight we mean enhanced self-knowledge and a better 
understanding by the patient of circumstances prevailing 
at the time of the onset of the SSc. 

The conclusion that emerges from this study is that an 
adverse life event had continued to affect the emotional 
state of nearly four-fifths of the patients with SSc and 
this in turn played a major role in the progress of the dis-
order and its resistance to treatment. However, no rela-
tionship was identified between the psychological diag-
nosis and clinical types of SSc. Such a psychological 
intervention could usefully be included in the normal SSc 
assessment, as it should both improve patient care and be 
cost effective [12]. To our knowledge this is the first re-
search yet in China from a rheumatology-psychiatry li-
aison team [13]. The procedure described above has a 
simplicity and commonality which may recommend it for 
further consideration and research. 
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Table 3. Psychological diagnosis 

Diagnosis  
n 

Psychosis: 
Major depressive disorder  
3 
Delusional disorder  
1 
Minor depressive or anxiety disorder  
17 
Bereavement  
6 
Psychosocial problems  
9 
Clinical disorder (ie, psychological concern over a medical illness) 
5 
No diagnosis  
11 

 
Box 2. The possible factors contributing to the improvements 

Factors contributing to improvements 

·increased insight 

·opportunity to talk and ask question 

·evidence of emotional reaction during interview 

·attention received 

·the power of suggestion 

·placebo effect 



Life Events and Psychoeducation in Patients with Systemic Sclerosis 

Copyright © 2010 SciRes.                                                                               PSYCH 

172 

We are grateful to Dr. Qie Hong-li for her helpful 
comments on the paper. 

REFERENCES 
[1] V. D. Steen and T. A. Medsger, “Severe Organ Involve-

ment in Systemic Sclerosis with Diffuse Scleroderma,” 
Arthritis & Rheumatism, Vol. 43, No. 11, 2000, pp. 2437- 
2444. 

[2] Y. Chen, J. Z. Huang, Y. Qiang, J. Wang and M. M. Han, 
“Investigation of Stressful Life Events in Patients with 
Systemic Sclerosis,” Journal of Zhejiang University Sci-
ence B, Vol. 9, No. 11, 2008, pp. 853-856. 

[3] J. Z. Huang and J. Zhu, “Thoracic Duct Drainage Ther-
apy,” Chinese Publishing House of International Broad-
cast, Beijing, 1991, pp. 217-223. 

[4] A. T. Masi, G. P. Rodnan and T. A. Medsger, “Prelimi-
nary Criteria for the Classification of Systemic Sclerosis 
(Scleroderma),” Arthritis & Rheumatism, Vol. 23, No. 5, 
1980, pp. 581-590. 

[5] E. C. LeRoy, C. Black and R. Fleischmajer, “Scleroderma 
(Systemic Sclerosis): Classification, Subsets, and Patho-
genesis,” Journal of Rheumatology, Vol. 15, No. 2, 1988, 
pp. 202-205. 

[6] J. H. Goldthorpe and K. Hope, “The Social Grading of 
Occupations,” Oxford University Press, Oxford, 1974, pp. 
235-238. 

[7] B. Archenholtz, E. Nordborg and T. Bremell, “Lower 

Level of Education in Young Adults with Arthritis Start-
ing in the Early Adulthood,” Scandinavian Journal of 
Rheumatology, Vol. 30, No. 6, 2001, pp. 353-355. 

[8] American Psychiatric Association, “Mental Disorders,” 
4th Edition (DSM-IV), APA, Washington, D.C., 1994. 

[9] C. C. Chen, A. S. David and H. Nunnerly, “Adverse Life 
Events and Breast Cancer: Case Control Study,” British 
Medical Journal, Vol. 311, No. 7019, 1995, pp. 1527- 
1530. 

[10] S. R. Dube, D. Fairweather, W. S. Pearson, V. J. Felitti, R. 
F. Anda and J. B. Croft, “Cumulative Childhood Stress 
and Autoimmune Diseases in Adults,” Psychosomatic Med- 
icine, Vol. 71, No. 2, 2009, pp. 243-250. 

[11] U. M. Anderberg, I. Marteinsdottir, T. von Theorell and L. 
Knorring, “The Impact of Life Events in Female Patients 
with Fibromyalgia and in Female Healthy Controls,” Eu-
ropean Psychiatry, Vol. 15, No. 5, 2000, pp. 295-301. 

[12] T. N. Hyphantis, N. Tsifetaki, C. Pappa, P. V. Voulgari, 
V. Siafaka and M. Bai, “Clinical Features and Personality 
Traits Associated with Psychological Distress in Systemic 
Sclerosis Patients,” Journal of Psychosomatic Research, 
Vol. 62, No. 1, 2007, pp. 47-56. 

[13] K. Mulligan and S. Newman, “Psychoeducational Inter-
ventions in Rheumatic Diseases: A Review of Papers 
Published from September 2001 to August 2002,” Cur-
rent Opinion in Rheumatology, Vol. 15, No. 2, 2003, pp. 
156-159.

 



Psychology, 2010, 1, 173-177 
doi:10.4236/psych.2010.13023 Published Online August 2010 (http://www.SciRP.org/journal/psych) 

Copyright © 2010 SciRes.                                                                               PSYCH 

173

Breakup Distress and Loss of Intimacy in 
University Students 

Tiffany Field1,2, Miguel Diego1, Martha Pelaez3, Osvelia Deeds3, Jeannette Delgado1 
 

1Department of Pediatrics, University of Miami Medical School, Miami, USA; 2Fielding Graduate University, Santa Barbara, USA; 
3Department of Psychology, Florida International University, Miami, USA. 
Email: tfield@med.miami.edu 
 
Received May 26th, 2010; revised July 3rd, 2010; accepted July 6th, 2010. 

 
ABSTRACT 

Breakup distress and reasons for breakup including affiliation, intimacy, sexuality and autonomy reasons were studied 
in 119 university students who had experienced a recent breakup of a romantic relationship. The sample was divided 
into high and low breakup distress groups based on a median score on the Breakup Distress Scale. The groups were 
then compared on their responses on the Breakup Reasons Scale. Only the intimacy subscale differentiated the high 
versus low breakup distress groups. These data highlight the importance of intimacy for romantic relationships and the 
loss of intimacy as a reason for breakups. 
 
Keywords: Intimacy, University Students, Breakup Distress 

1. Introduction 

Breakup distress in university students has been related 
to several factors. Breakup distress has been greater for 
those who attributed the breakup to the other person (e.g. 
the partner’s mood or insensitivity) or to environmental 
factors (e.g. work stress or friends being disruptive to the 
relationship) [1]. Breakup distress in university students 
has also been related to global negative beliefs about the 
self and cognitions reflecting self-blame [2]. 

In a study we conducted, university students who had 
high Breakup Distress Scale sores reported: 1) not initi-
ating the breakup; 2) that the breakup was sudden and 
unexpected; 3) that they felt rejected and betrayed; 4) 
that they had less time since the breakup occurred; and 5) 
that they had not yet found a new relationship [3]. In this 
study, university students who had experienced a recent 
breakup of a romantic relationship were divided into high 
versus low score groups based on the Breakup Distress 
Scale. Females had higher Breakup Distress Scale scores. 
Students with high breakup distress scores also scored 
higher on the Intrusive Thoughts Scale, the Difficulty 
Controlling Intrusive Thoughts Scale, the Sleep Distur-
bances Scale and on depression and anxiety scales. In a 
regression analysis, the most important predictors of the 
breakup distress scores were depression, feeling betrayed 
by the breakup, shorter time since the breakup occurred 
and a higher rating of the relationship prior to the brea-
kup. This explained as much as 37% of the variance, 

suggesting that these factors are important contributors to 
relationship breakup distress, but also suggesting that a 
large part of the outcome variance was not yet explained. 
In another study on college students, the closeness and 
the duration of the broken relationship predicted the in-
tensity and the duration of emotional distress following 
the breakup [4]. At least one other investigator reported 
that greater levels of love were associated with a de-
creased probability of recovering from the breakup [5]. 

Fewer studies have been conducted on the reasons for 
romantic breakups. In a longitudinal study, the primary 
reason for breakup among college students was unequal 
involvement in the relationship [6]. This phenomenon 
may be similar to the “romantic disengagement” preced-
ing breakups reported by others [7]. In that study, roman-
tic disengagement, in turn, was negatively related to in-
timacy, suggesting the breakdown of intimacy as a rea-
son for breakups. 

The reasons for breakups and how they relate to brea-
kup distress were the primary focus of the current study. 
One might argue that the reasons for breakup may be the 
loss of important qualities of the relationship. Collins [8] 
suggested that romantic relationships provide a context 
for the maturation of intimacy, affiliation, sexuality and 
autonomy. Breakups are also related to these factors [9]. 
As these authors noted, “the initiation of a romantic rela-
tionship in adolescence is propelled by the combination 
of a young person’s emerging need for sexuality with a 
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heightened need for intimacy with non-familiar others” 
[9]. The intimacy needs involve emotional closeness with 
a partner including having trust, understanding, disclo-
sure and the mutual expression of loving feelings. The 
need for affiliation is thought to include companionship, 
spending time together and sharing activities. And, the 
sexuality needs are thought to include sexual attraction 
and physical affection. Some have suggested that there is 
an age-related decrease in the focus on affiliative and 
sexual dimensions of relationships with a greater focus 
on intimacy [10]. 

In a study on breakup reasons, high school students 
were asked to provide a written response to the question 
“What was the most important reason why your last ro-
mantic relationship ended?” [9]. The adolescents’ expla-
nations for the breakups were then reviewed and coded 
using a categorical-content qualitative analysis method 
[11]. The authors suggested that since the responses were 
brief, they were assigned a code for the hypothesized 
content-categories of intimacy, affiliation, sexuality, 
identity and autonomy. The affiliation category included 
breakup reasons like no time together, boredom, and dis-
interest while the intimacy category included items like 
absence of love, distrust/dishonesty, poor communication 
and poor treatment. Sexuality items included sexual dis-
satisfaction and lack of physical attraction. The authors 
found that problems with affiliation (44%) and intimacy 
(36%) were more prevalent in adolescents’ breakup ac-
counts than were problems with sexuality (20%). One of 
the problems of this study, as was acknowledged by its 
authors, was that the students were only being asked to 
give the most important reason for the breakup when in 
fact the breakup may have occurred for many reasons, 
some big, some small. In addition, the qualitative method 
limits the power of the data analysis. Nonetheless, the 
data are highly suggestive and were used as the founda-
tion for the current study. 

In the present study, a Breakup Reasons Scale was 
created from many of the items from the Connelly and 
McIsaac [9] study and was administered to university 
students. In addition, to determine how breakup reasons 
vary by breakup distress, the Breakup Distress Scale was 
administered, and the sample was divided into high and 
low distress groups based on a median split on that scale. 
The groups were then compared on the Breakup Reasons 
scale total score and the subscale scores labeled affilia-
tion, intimacy, sexuality and autonomy. Other ratings 
were also completed as potential confounding variables 
including ratings on the relationship, the partner and the 
ideal relationship. 

2. Methods 

2.1 Participants 

The initial sample was 156 students (N = 112 females) 

who were recruited at a southeastern university. Of this 
sample, 119 (76%) had experienced a breakup 3.5 mon- 
ths ago on average after a relationship that averaged 
3.3 months duration. The students had experienced 2.9 
breakups on average, 2.0 of them having been with the 
same partner. The breakup sample was divided into high 
and low breakup distress groups based on a median split 
on the Breakup Distress Scale. No differences were noted 
between the two groups on demographic variables (eth-
nicity, age, and grade) except for gender. For the high 
and low distress groups respectively: 1) age averaged 
24.2 and 24.4; 2) grade averaged 13.6 and 13.3; and 3) 
ethnicity was distributed Hispanic (75% and 80%), Cau-
casian (9% and 13%), African-American (6% and 2%) 
and other (10% and 5%) (all ps non-significant). The 
high Breakup Distress Scale score group had more fe-
males than the low distress group (86% vs. 68%, X2 = 
5.67, p < .02), and females had higher scores on the 
Breakup Distress Scale (M = 10.2 vs. 7.1, F = 6.41, p 
= .01). 

2.2 Procedures 

The students were recruited for this anonymous ques-
tionnaire study from psychology classes and given extra 
credit for their participation. During one of their class 
sessions, the students completed a questionnaire that was 
comprised of demographic questions, the Breakup Dis-
tress Scale, the Breakup Reasons Scale, and ratings on 
their relationship before the breakup, how much they 
missed their partner and what they viewed as the ideal 
relationship. 

2.3 Measures 

The Breakup Distress Scale (BDS) [3] was adapted from 
the Inventory of Complicated Grief (ICG) [12]. Based on 
that study, the internal consistency of the 19-item ICG 
was high (Cronbach’s α = 0.94). 

The Breakup Distress Scale was adapted from the ICG 
by referring to the breakup person instead of the de-
ceased person, and only 16 of the 19 ICG items that were 
appropriate to breakups were included. A different rating 
scale was also used, i.e. a Likert scale with responses 
ranging from 1 (not at all) to 4 (very much so) including: 
1) I think about this person so much that it’s hard for me 
to do things I normally do; 2) Memories of the person 
upset me; 3) I feel I cannot accept the breakup I’ve ex-
perienced; 4) I feel drawn to places and things associated 
with the person; 5) I can’t help feeling angry about the 
breakup; 6) I feel distressed about what happened; 7) I 
feel stunned or dazed over what happened; 8) Ever since 
the breakup it is hard for me to trust people; 9) Ever 
since the breakup I feel like I have lost the ability to care 
about other people or I feel distant from people I care 
about; 10) I have been experiencing pain since the brea-
kup; 11) I go out of my way to avoid reminders of the 
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person; 12) I feel that life is empty without the person; 13) 
I feel bitter over this breakup; 14) I feel envious of others 
who have not experienced a breakup like this; 15) I feel 
lonely a great deal of the time since the breakup; and 16) 
I feel like crying when I think about the person. The in-
ternal consistency of this 16-item scale was also high 
(alpha = .91). 

Other ratings were used to address relationship vari-
ables that might confound the breakup distress experi-
ence. These included rating the relationship as it was 
before the breakup, rating what the student missed about 
the partner, and the student’s view of an ideal relation-
ship. 

The Breakup Reasons Scale (BRS) is a 20-item scale 
that was developed for this study based on the qualitative 
study done on high school students’ explanations for 
their romantic breakups [9]. As already mentioned, they 
identified five categories of breakup reasons including 
intimacy, affiliation, sexuality, autonomy and identity. 
The scale used in this study included subscales on 8 in-
timacy items, 7 affiliation items, 3 sexuality items and 2 
autonomy items. Each of these items was rated on a 
4-point Likert scale. These items appear in Table 1. The 
internal consistency for this 20-item scale was high (al-
pha = .93). The alphas for the subscales were moderate to 

high (intimacy = .84, affiliation = .79, sexuality = .71; 
autonomy = .67). 

The Relationship ratings included 5 items rated on a 4 
point Likert scale including rating of the relationship 
from 1 (ok) to 4 (wonderful).The other items were rated 
from 1 (not at all) to 4 (very much so) including: 1) did 
you and your partner share a lot of activities/interests 
together? 2) did you and your partner share a lot of your 
thoughts and feelings together? 3) did you and your 
partner show a lot of affection toward each other? and 4) 
did and your partner have a lot of disagreements? (re-
verse scored). These were then totaled for a summary 
rating. 

The Missing the Partner ratings were also made on a 
Likert scale from 1 (totally disagree) to 4 (totally agree). 
The items read, after the breakup: 1) I missed our daily 
activities/rhythms; 2) I missed our talking/emotional 
closeness; and 3) I missed our touching/physical close-
ness. These were added for a total rating. 

The Ideal Relationship ratings were also made on a 
Likert rating scale from 1 (almost never) to 4 (almost 
always). The 11 items included “behaviors that you look 
for in an ideal relationship” including: 1) Sharing favor-
ite activities; 2) A reciprocal relationship that is fair and 
balanced; 3) A calming influence; 4) Nurturing behavior; 

 
Table 1. Mean subscale and total scores on the Breakup Reasons Scale (standard deviations in parentheses) for low and high 
distress groups and items of each subscale 

 Groups 

 Low Distress High Distress F p 

Intimacy 15.70 (6.18) 20.04(5.73) 14.41 .000 

Poor communication 2.40 (1.23) 2.81 (1.18)   

Distrust 2.13 (1.14) 2.85 (1.24)   

Unreciprocated love 1.70 (0.88) 2.42 (1.18)   

Non-caring behavior 1.85 (0.99) 2.50 (1.14)   

Diminishing empathy 1.82 (1.16) 2.22 (1.05)   

Arguments 2.27 (1.16) 2.71 (1.25)   

Infidelity 1.82 (1.16) 2.24 (1.05)   

Hypersensitivity 1.76 (0.94) 2.24 (1.05)   

Affiliation 14.28 (5.47) 14.81 (5.49)  NS 

Boredom 2.16 (1.10) 2.08 (1.16)   

Lack of time together 1.98 (1.16) 2.32 (1.14)   

Dissimilar interests 2.09 (1.08) 1.92 (1.06)   

Dissimilar traits 1.96 (1.14) 2.17 (1.18)   

Diminishing fun 2.13 (1.10) 2.16 (1.09)   

Diminishing excitement. 2.20 (1.13) 2.17 (1.07)   

Increasing time during other activities 1.93 (1.09) 2.14 (1.05)   

Sexuality 5.71 (2.79) 6.00 (2.76)  NS 

Sexual dissatisfactions 1.82 (1.09) 2.15 (1.16)   

Diminishing physical attraction 1.96 (1.14) 1.88 (1.04)   

Diminishing physical affection 1.93 (1.05) 1.97 (1.08)   

Autonomy 3.96 (1.90) 4.46 (1.98)  NS 

Problem maintaining independent self 1.89 (1.04) 2.19 (1.17)   

Control 2.07 (1.18) 2.27 (1.22)   

Total score 17.28 (12.79) 23.75 (11.97) 7.71 .006  
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5) Allowing for my independence/room to breathe; 6) 
Interesting conversations; 7) Exciting experiences; 8) 
Humorous/fun-loving; 9) Positive/upbeat; 10) Sexually 
satisfying and 11) Physically attractive. These were then 
totaled for a summary rating. 

3. Results 

ANOVAs were conducted on the Breakup Reasons sub-
scales. As can be seen in Table 1, the total score for the 
intimacy subscale significantly differentiated the high 
distress from the low distress groups. This subscale in-
cluded poor communication, distress, unreciprocated 
love, non-caring behavior, diminishing sympathy, argu- 
ments, infidelity and hypersensitivity. Although no group 
differences were noted on the affiliation, sexuality and 
autonomy subscales, the total score for the Breakup 
Reasons Scale was also higher for the high distress group. 
A correlation analysis suggested the following significant 
relationships between the subscales and the total Breakup 
Reasons Scale score: 1) intimacy = 0.79; 2) affiliation = 
0.66; 3) sexuality = 0.53; and 4) autonomy = 0.61 (all ps 
< 0.05). 

As can be seen in Table 2, ANOVAs on the other rat-
ings on potentially confounding variables yielded sig-
nificant differences between groups including n: 1) the 
Relationship Ratings on the relationship prior to the brea-
kup; and 2) Missing the Partner Ratings. The groups did 
not differ on the Ideal Relationship Rating. 

4. Discussion 

The primary finding that decreasing intimacy was a fac-
tor in high breakup distress is perhaps not surprising 
given that intimacy was a primary reason for breakups in 
at least one other sample [9]. In that study, 36% of the 
adolescents’ responses were coded as intimacy-related, 
and romantic intimacy was defined in terms of establish-
ing a high degree of emotional closeness with a partner, 
supported by such processes as trust, understanding, dis-
closure and the mutual expression of loving feelings. 
Others have described intimacy similarly [13,14]. And, 
others have referred to the lack of intimacy as disen-
gagement and have reported that disengagement contri- 
 
Table 2. Mean ratings on other variables differentiating the 
low and high breakup distress groups (standard deviations 
in parentheses) 

 Groups 

Variable Low Distress High Distress F p 

Relationships 
Rating 

7.91 (3.34) 9.61 (3.00) 10.21 .002

Missing the 
Partner 

3.27 (2.72) 5.71 (2.72) 22.88 .000

Ideal Relation-
ship Rating 

25.20 (8.43) 26.38 (5.46) NS NS 

buted to the breakup itself as well as to greater breakup 
distress [7]. In the present study the lacking intimacy 
items included poor communication, distrust, unrecipro-
cated love, non-caring behavior, diminishing empathy, 
arguments, infidelity and hypersensitivity. 

Surprisingly, the affiliation, sexuality and autonomy 
items did not differentiate the high from the low breakup 
distress groups. Affiliation was cited by 44% of the ado-
lescents in the Connelly and McIsaac study [9] as being 
the primary reason for romantic breakups, and sexuality 
was given as the primary reason by 20% of their sample. 
The literature, however, appears to be inconsistent about 
the importance of these reasons for breakup. In another 
study on adolescents, an age-related decline was noted on 
the focus on sexual and affiliative dimensions of rela-
tionships in favor of focusing more on intimacy factors 
[10]. In contrast, at least one other investigator has noted 
that sexual dissatisfaction, boredom with the relationship 
and a lack of reciprocated love were important causes of 
the termination of relationships [15]. In addition, auton-
omy problems including partner dissimilarity and differ-
ent work styles were also explanations in that study [15] 
and in another study [6]. 

Potential confounding variables differentiated the high 
distress from the low distress group including the Rela-
tionship rating and the Missing the Partner rating. These 
findings are consistent with previous research reporting 
greater emotional distress following break-ups of closer 
relationships [4] and relationships with “greater levels of 
love” [5]. 

It was not surprising that the Ideal Relationship Rating 
scale did not differentiate the groups. Whether the stu-
dents had high or low breakup distress scores, their rat-
ings of ideal relationships were similar. 

One of the expected findings was that a significantly 
greater number of women than men were in the high dis-
tress group. This finding is consistent with earlier studies 
[3,16]. Women are notably more reactive to interpersonal 
stress and more likely to become depressed following an 
interpersonal stressor [17]. As those authors suggested, 
women possibly place more importance on harmonious 
relationships [18]. Women are also twice as likely as 
men to be depressed [19]. Those authors noted that this 
difference might be related to different cognitive styles 
and greater chronic stress in women [20]. 

In summary, although this study was focused on repli-
cating a high school student study on romantic breakups 
but with university students and using a scale instead of 
an open-ended questionnaire, and quantitative rather than 
qualitative methods, the only factor on the Breakup Rea-
sons Scale that differentiated high from low breakup dis-
tress groups was the intimacy factor. But, as was seen, 
other variables also differentiated high and low breakup 
distress groups including the relationship ratings and 
missing the person ratings, feelings that may have de-
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rived from the breakup rather than contributing to the 
breakup. 

Larger samples are needed to study multiple variables, 
not just self-report measures, and to conduct regression 
and structural equations analyses to determine the rela-
tive contribution of these variables to breakup reasons 
and breakup distress and their relationships to each other. 
In addition, positive effects such as breakup dis-
tress-related growth [1,21] need further study. Finally, 
research on partners’ interactions prior to the breakup 
could reveal the qualities that were critical to the rela-
tionship, qualities such as intimacy that disappeared and 
led to the breakup and the breakup distress. 
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ABSTRACT 

This investigation examines the sexual health status of individuals and their attitudes toward STDs and STD disclosure 
(and reasons for nondisclosure) and response. In doing so, this study provides insight into young adults’ sexual prac-
tices, attitudes, and behaviors. Two-hundred fifty-three adults of varying relational status participated in an online 
study about sexual health status, sexual health knowledge, sexual behaviors, relational factors, responses to STD dis-
closure, reasons for nondisclosure, and if circumstances under which a STD was acquired affected partners’ reaction 
to the disclosure. Results indicated that, although undergraduate students are knowledgeable about safer sex practices 
and are concerned about STDs and birth control, few “always” practice safer sex. When considering relational status, 
STD status and disclosure of that status becomes complicated. However, findings of this investigation suggest that po-
tential positive responses to a perceived negative disclosure (i.e., a positive STD status) are possible when certain rela-
tional factors exist and the circumstances surrounding the acquisition of the STD involve more external (e.g., didn’t 
know prior partner had STD) versus internal locus (e.g., partner engaged in risk behavior) of control factors. 
 
Keywords: STDs, Self-Disclosure, Sexual Health, Condom Use, Safer Sex 

1. Introduction 

Much research exists on HIV and AIDS [1]. Similarly, 
much research exists on actual versus perceived knowl-
edge about STDs [2]. Within the extant communication 
literature, little research exists regarding individuals 
communicating reasons for (not) disclosing a positive 
STD status and the reception of such a disclosure. 
Clearly, communicating about one’s sexual health status 
and feeling comfortable doing so are of value as such 
communication adds to our repertoire of knowledge 
about safer sex, safer sexual communication as well as 
the safety of the self and others. 

According to Emmers-Sommer and Allen [1], “safer 
sex is “any action a person takes to diminish the level of 
risk for HIV infection”. This definition can also be ap-
plied to reducing the risk of STD infection. Safer sex is 
most often used to describe condom use during sexual 
behavior to prevent contact with bodily fluids. Other 
sexual behaviors exist that are deemed “safer” than oth-
ers. For example, engagement in mutual masturbation vs. 
anal sex or engagement in oral sex (which does carry 

some degree of risk) vs. engagement in vaginal sex are 
both considered to be safer sex practices. One can also 
reduce his or her STD or HIV risk by reducing the num-
ber of sexual partners and engaging in sexual behavior 
with partners who don’t carry increased risk factors (e.g., 
IV drug use, multiple partners, prostitution). Understand-
ing a partner’s risk factors, however, necessitates that in-
dividuals engage in candid discussions with the partner as 
well as be open and honest about their own sexual health. 

1.1 Barriers to Disclosure of Sexual Health 
Status 

Unfortunately, many individuals perceive candid sexual 
discussions as inappropriate and telling or asking about 
such information as “nobody’s business”. Engagement in 
such discussions is deemed taboo by many and as an 
expectancy violation. Asking about another’s sexual 
practices and health might be deemed offensive. Simi-
larly, engagement in such disclosures about the self 
might arouse suspicions in a potential partner. According 
to Lucchetti [3], deceptive disclosure practices about  
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sexual history or sexual health status is not uncommon 
due to the fear that disclosure of information would re-
duce the likelihood of sex with a partner. According to 
the author, 1/5 of respondents report misrepresenting 
their personal sexual history to partners. Disclosing one’s 
own sexual history or being willing to openly hear that of 
a partner requires a variety of personal attributes, such as 
courage, willingness to have an open mind, and willing-
ness to be nonjudgmental, among others. Indeed, for 
some, sexual history disclosure can cause embarrassment 
or threaten the relationship [4]. 

1.2 Sexual Script Theory 

Sexual script theory [4-7] examines how individuals’ 
scripts for sexual attitudes and behavior are acquired, 
shaped, reshaped, renegotiated, and enacted in relation-
ships. Sexual scripts are influenced at cultural, interper-
sonal, and intrapsychic levels [5-7]. 

1.3 Cultural Scripts 

Strongly influenced by the media, cultural scripts are the 
broadest of the three levels of sexual scripts and consti-
tute overall schemas of sexual behavior at the social level 
[4]. Cultural scripts involve ascertaining which partner is 
appropriate to desire and pursue sexually, which type of 
relationship between the sexual partners is appropriate, 
when/where partners should engage in sexual activity, 
and how partners are supposed to feel in relation to the 
engagement in the sexual activity. These schemas con-
tribute to how individuals are supposed to behave and 
make sense of their experiences [5-7]. 

1.4 Intrapsychic Scripts 

Intrapsychic scripts constitute “individual desires, mo-
tives, and actions that create and sustain sexual arousal” 
[4]. Hynie, Lydon, Cote and Wiener [8] contended that 
the internalization of intrapsychic scripts affects how 
interpersonal scripts are carried out. Intrapsychic scripts 
reflect a person’s desires and his/her expectations about 
social interaction. 

1.5 Interpersonal Scripts 

Individuals’ experiences and sexual and relational histo-
ries affect their interpersonal scripts [8]. Interpersonal 
scripts are created by an individual’s interpretation of the 
cultural script and their internalization of their intrapsy-
chic script [4]. Hynie et al. [8] contended, “In other 
words, rehearsal of interpersonal scripts derived from 
cultural scenarios actually shapes individual attitudes, 
values and beliefs and, in this manner, interpersonal 
scripts act as the link between individual attitudes and 
societal norms”. Sexual scripts involve the need to create 
routine and recognizable patterns of behavior so parties 
involved in a sexual act know what actions are expected 

or required. Sexual practices become episodes that are 
negotiated between or among individuals. Each partici-
pant needs to recognize his or her role in the script as 
well as others’ roles. Actions that fall outside of the 
script can be construed as expectancy violations [1]. This 
contention is important as it relates to sexual behavior 
and disclosure of sexual attitudes, sexual history, and 
sexual health status. Specifically, many individuals 
would consider asking someone about risk behaviors to 
be non-normative and outside of an appropriate script. 
Thus, individuals experience anxiety and pressure to en-
gage in normative scripted communication behaviors and 
sexual behaviors, even if doing so constitutes a relational 
or health risk for the individual and partner. This anxiety 
and fear of being viewed negatively or as deviant is fur-
ther compounded by the individual’s personal knowledge 
of having a STD and disclosing it to a partner or potential 
partner. As noted earlier, the anxiety felt over anticipated 
negative reaction and rejection could lead some indi-
viduals to engage in deception about their sexual health 
status [4]. This aforementioned review leads to the fol-
lowing research questions: 

RQ1: What is the sexual health status profile of par-
ticipants? 

RQ2a: How concerned are participants about HIV, 
STDs, and pregnancy? 

RQ2b: What sexual health issue is most concerning to 
participants? 

RQ3: How knowledgeable are participants about birth 
control and condom use? 

RQ4: What are participants’ attitudes about condom 
use? 

RQ5: When is the appropriate time (e.g., upon first 
meeting, before first having sex) to disclose one’s having 
a STD?  

RQ6: What reasons do participants provide for why an 
individual who knowingly has a STD to not disclose it to 
a partner? 

RQ7: How do participants respond to a partner’s STD 
disclosure? 

RQ8: Does how a participant’s partner contracted a 
STD affect reaction to the disclosure? 

2. Method 

2.1 Instruments 

Some of the informational questions used in this study 
were derived from the Henry J. Kaiser Family Founda-
tion’s National Survey of Adolescents and Young Adults: 
Sexual Health Knowledge, Attitudes and Experiences [9] 
Several additional questions were added by the authors 
as well as the implementation of the condom use self- 
efficacy scale [10]. Reliability and descriptive informa-
tion regarding this scale is reviewed below. 

Condom-use Self-efficacy Scale. Undergraduate stu-
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dents’ condom self-efficacy was measured using Braf-
ford and Beck’s [10] Condom-use Self-efficacy Scale. 
Items for this scale were originally gleaned from three 
sources: an expert panel, previous literature, and input 
from students themselves. From these sources, 15 factors 
were identified as they related to college students’ self- 
efficacy with condom use. The authors then created 28 
self-efficacy items to cover the breadth and depth of the 
15 factors. Each item is measured on a 1-5 scale (1 = 
strongly disagree, 5 = strongly agree), with several re-
verse-scored items. Brafford and Beck [10] reported a 0.91 
(Cronbach’s α) for the measure. With the present sample, 
reliability was an acceptable 0.91 (Cronbach’s α). 

2.2 Procedures 

Individuals who participated in this study completed an 
online survey. All participants for this study were en-
rolled in various undergraduate communication courses 
at a large, southwestern university. The authors believed 
it appropriate to target undergraduate students as the 
population of interest given the degree of sexual activity 
and number of sexual partners among this population. 
Solicitation for students occurred in a number of fashions. 
First, certain classes were assigned to the researchers for 
participant solicitation. If the course instructor had a 
course webpage, then the link to the online survey was 
posted on the course webpage. Because the webpage was 
password protected, only students enrolled in those 
courses—and who wished to participate in the study— 
could access the survey link. In the event a course did not 
have a webpage, the researchers visited the class and 
wrote the online survey link on the blackboard for stu-
dents who wished to participate. Individuals who par-
ticipated in the study read an online disclaimer, explain-
ing the nature of the study, and agreed to the terms of the 
study, including that they were at least 18 years of age 
and realized that they would be asked questions that were 
relational and sexual in nature. Given the survey was 
conducted online, participants completed the survey con-
fidentially. No names were taken at any time. Upon 
completing the survey, participants clicked a “submit” 
button which submitted their survey responses to a CGI 
bin. Participants received a receipt to print and submitted 
the receipt to their respective instructor to receive extra 
credit. 

2.3 Sample 

Two-hundred fifty three (n = 253) individuals partici-

pated in this study, of which 152 reported being women, 
64 reported being men, and 37 did not report their sex. 
Of the 253 participants, 166 reported currently being in a 
relationship. Of the male participants currently in a rela-
tionship, 96% reported that they were in a heterosexual 
relationship. Of the female participants currently in a 
relationship, 95.5% reported that they were in a hetero-
sexual relationship. Regarding relationship status, 54 
individuals reported that they were casually dating, 100 
reported that they were seriously dating, 3 reported that 
they were engaged, 9 reported that they were married, 51 
reported that they were not currently in a relationship, 
and 36 did not answer the question. Of those currently 
involved in a relationship, the average relationship length 
was 15.64 months, with relationship length ranging from 
less than one month to 13 years. Of those currently in-
volved in a relationship, 84.8% reported that they were 
sexually active within their relationship. Of those indi-
viduals who were sexually active, 74.8% reported that 
their relationship was monogamous, 17% reported that 
it was non-monogamous, and 8.2% reported that they 
didn’t know if their relationship was monogamous or 
not. Similarly, 75.9% of the participants reported prac-
ticing safer sex (e.g., condom use) whereas 24.1% re-
ported that they did not practice safer sex. Interestingly, 
however, follow-up questions on specific sexual acts 
and condom use indicated a bleaker picture of safer 
sexual practices. Specifically, participants were asked 
to rate their condom usage on a scale of 1 = never to 5 = 
always in regard to various sexual acts. Results are indi-
cated in Table 1. 

RQ1 asked, “What is the sexual health status profile of 
participants?” Of all participants in the sample, 47.9% 
reported having been tested for HIV and other STDs and 
52.1% reported not having been tested. Participants who 
did get tested were asked to report why they had been 
tested. Three reported doing so because they were ex-
periencing symptoms, 72 reported doing so just for their 
own information—to be “on the safe side,” three reported 
getting tested because a former partner had informed 
them of tested positive for a STD, 41 reported being 
tested at the suggestion of their physician, 9 reported 
being influenced by the media to get tested, and 7 re-
ported being influenced by friends to get tested. Other 
reasons reported for getting tested included experience 
with prostitutes, military requirement, to be put on birth 
control, being sexually active in the past, and as a basis 
for employment (each incidence reported once). Partici-  

 
Table 1. Undergraduate students’ reporting of safer sexual practice by sexual act 

 Never Rarely Sometimes Almost Always Always

If I have vaginal sex, I use a condom 9.8% 11.1% 20.9% 27.8% 30.3%
If I have oral sex, I use a condom (to perform oral sex on a man) or a 
dental dam to perform oral sex on a woman) 83.5% 5.1% 5.1% 3.0% 3.4% 

If I have anal sex, I use a condom 31.1% 3.8% 11.8% 10.8% 42.5%  
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pants were asked if they had ever had an STD and 7.8% 
reported “yes,” 81.6% reported “no,” and 10.6% reported 
“don’t know”. Two participants reported having herpes, 
2 reported having gonorrhea, 4 reported having chlamy-
dia, 9 reported HPV, and one reported having HPV- 
genital warts. Participants were asked if their current 
relational partner had an STD. Of those participants cur-
rently in a relationship, 3% reported that their partner had 
an STD, 83.4% reported that their partner did not have an 
STD, 12.8% reported that they didn’t know if their part-
ner had an STD or not, 4 reported that it was a “non- 
issue,” and 2 did not answer the question. All participants 
were asked to report if any past partner, to their knowl-
edge, had an STD. Of those answering the question, 
5.6% reported “yes,” 73.5% reported “no,” 20.9% re-
ported that they “didn’t know” and 38 participants didn’t 
answer the question. 

RQ2a and b asked, “How concerned are participants 
about HIV, STDs, and pregnancy” and “What sexual 
health issue is most concerning to participants?” For 
those answering the questions, 75.9% reported that HIV, 
STDs, and pregnancy were “A very big concern,” 15.3% 
reported that it was “A somewhat big concern,” 6.9% 
reported that it was “Not much of a concern,” 1.4% re-
ported that it was “Not a concern at all,” and 0.5% re-
ported “Don’t know”. Participants most often reported 
that HIV was most concerning to them (48.6%), followed 
by pregnancy (34.4%), and 17% reported that they were 
most concerned by STDs (gonorrhea, syphilis, genital 
warts, chlamydia, herpes). 

RQ3 asked, “How knowledgeable are participants 
about birth control and condom use?” Results are re-
ported in Table 2. 

RQ4 asked, “What are participants’ attitudes about 
condom use?” Results are reported in Table 3. 

RQ5 asked, “When is the appropriate time (e.g., upon 
first meeting, before first having sex) to disclose one’s 
having a STD?” Results are reported in Table 4. 

For RQs 6-8, a coder coded all of the responses. Using 
procedures similar to Emmers and Canary [11]), re-
sponses were placed into categories derived by theme. 
When a response did not fit a category, a new category 
was formed. A second coder served as a reliability check 

for a random 20% of the responses for each question. Re-
liability for RQ6-RQ8 were 0.88, 0.96, and 0.96 (Cohen’s 
kappa), respectively. 

RQ6 asked, “What reasons do participants provide for 
why an individual who knowingly has a STD to not dis-
close it to a partner? Results are reported in Table 5. 

RQ7 asked, “How do participants respond to a part-
ner’s STD disclosure?” Results are reported in Table 6. 

RQ8 asked, “Does how the participant’s partner con-
tracted a STD affect reaction to the disclosure?” Results 
are reported in Table 7. 

3. Discussion 

The purpose of this investigation was to examine sexual 
health status, concerns, and reasons to disclose (and not 
disclose) STD status and response to such disclosures. 
Results of this investigation indicate that undergraduate 
students are, indeed, concerned about STDs and HIV, 
have positive attitudes about condom use, and are 
knowledgeable about HIV and STD transmission. Nev-
ertheless, only 30% report “always” wearing a condom 
during vaginal sex. And, despite the fact that HIV can be 
transmitted via anal or oral sex, only 3.4% report using a 
condom or dental dam when having oral sex and 42.5% 
report using a condom when having anal sex. This find-
ing is not uncommon as many individuals, while knowl-
edgeable about HIV, AIDS and other STDs, often do not 
practice safer sex. Often, individuals believe that they are 
not vulnerable to STD or HIV acquisition and this im-
pression grows as the relationship does. Specifically, as 
relationships develop and trust increases, condoms are 
often abandoned for alternative forms of birth control. 
This finding is consistent with Metts and Fitzpatrick’s [4] 
contention that as relationships develop individuals seek 
out alternative forms of birth control. 

A strong contribution of this investigation is that it 
examined students’ perceptions of when it was the ap-
propriate time to disclose a positive STD status to a 
partner, reasons for not doing so, how one might react to 
the disclosure, and if the circumstances under which the 
STD was contracted affected reaction to the disclosure. 
Findings indicated that most individuals felt it was ap-
propriate to inform the partner of a positive STD status  

 
Table 2. Undergraduate students’ knowledge about birth control and condom use (%) 

 Very 
Effective

Somewhat 
Effective 

Not too 
Effective 

Not at all 
Effective 

Don’t 
Know 

How effective are birth control pills in preventing pregnancy? 56.2% 39.6% .9% 0% 3.2% 
How effective are birth control pills at preventing HIV/AIDS? 9% 1.8% 3.7% 90.4% 3.2% 
How effective are birth control pills at preventing other STDs 
(gonorrhea, syphilis, genital warts, chlamydia, herpes)? .5% 2.8% 2.3% 90.4% 4.1% 

How effective are condoms at preventing pregnancy? 32.1% 64.2% .9% 1.4% 1.4% 

How effective are condoms at preventing HIV/AIDS? 28.1% 47.5% 12.4% 7.8% 4.1% 
How effective are condoms at preventing other STDs (gonorrhea, 
syphilis, genital warts, chlamydia, herpes)? 19.3% 53.2% 16.1% 6.9% 4.6% 
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Table 3. Undergraduate students’ attitudes about condoms (%) 

 
Strongly 

Agree 
Somewhat 

Agree 
Somewhat 
Disagree 

Strongly 
Disagree 

Don’t 
Know 

It is not a big deal to have sex without a condom once in a while 4.9% 23.1% 24.7% 46.6% 8% 
Unless you have a lot of sexual partners, you don’t need to use 
condoms 

2.4% 10.9% 15.8% 70.4% .4% 

Buying condoms is embarrassing 4.9% 26.9% 22.9% 40.4% 4.9% 

Condoms break a lot 4.5% 31.8% 31.0% 20.0% 12.7% 

It is hard to bring up the topic of condoms 2.0% 10.9% 27.9% 53.8% 5.3% 

Sex without a condom isn’t worth the risk 46.5% 27.3% 17.6% 6.9% 1.6% 
If my partner suggested using a condom, I would feel like my 
partner cared about me 

46.1% 34.6% 8.2% 3.7% 7.4% 

If my partner suggested using a condom, I would feel relieved 45.1% 33.7% 9.3% 4.1% 7.7% 
If my partner suggested using a condom, I would feel like my 
partner respected me 

51.0% 32.2% 7.8% 2.4% 6.5% 

If my partner suggested using a condom, I would feel insulted. 1.2% 4.5% 12.6% 76.4% 5.3% 
If my partner suggested using a condom, I would be suspicious or 
worried about his/her past sexual history 

1.2% 22.0% 25.2% 47.2% 4.5% 

If my partner suggested using a condom, I would feel like my 
partner was suspicious or worried about my past sexual history 

2.4% 16.3% 26.5% 48.2% 6.5% 

If my partner suggested using a condom, I would be glad my 
partner brought it up 

42.3% 42.7% 9.3% 2.4% 3.3% 

If my partner suggested using a condom, I would feel like s/he is 
being responsible 

65.0% 26.4% 4.5% 1.6% 2.4% 

 
Table 4. Appropriate time in a relationship to disclose a positive STD status 

At what point in a relationship should someone reveal s/he has an STD? 
 

When they meet the partner Before they first have sex Not obligated to tell
Total

Relational Status Casually dating 5 43 1 49 

  Seriously Dating 7 91 0 98 

  Engaged 0 3 0 3 

  Married 4 4 0 8 

  Not currently in relationship 4 45 1 50 

Total 20 186 2 208 

 
Table 5. Reported reasons for not disclosing a positive STD status to a partner 

Reason Example n 

Ashamed “Too ashamed to say anything” 12 

Embarrassed “Felt too embarrassed” 110

Knowledge “Didn’t know they are infected” 5 

No reason “There is no reason to tell” 27 

Other “Wants to get to know the other first,” “Might be breaking up soon” 24 

Privacy “Don’t want people to know,” “It is personal” 13 

Rejection by partner “Afraid of rejection,” “Don’t want to be loved less” 104

Selfish “Greed,” “Selfishness,” “If they are a jerk and want to infect partner” 25 

Transmission “If they weren’t sexually active,” “they might have an STD that cannot be transmitted to another” 26 

 
prior to first having sex. This finding is interesting be-
cause although “when we first meet” was a choice option, 
few chose it. This finding is consistent with what sexual 
script theory argues, as many perceive revealing a posi-
tive STD status to be an inappropriate disclosure early on 
in a relationship. Implications exist for the timing of the 
disclosure, as an early admittance might quash the poten-

tial for the relationship to develop. That said, waiting 
until the relationship has developed such that sexual, 
intimate contact is perceived as appropriate also holds 
implications. Specifically, one must now balance a nega-
tive or a potentially negative disclosure with the positive 
feelings felt for and by the partner. As indicated by the 
findings, the circumstances under which a partner con-
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tracted an STD mattered to many participants. Specifi-
cally, if the STD was contracted via behaviors that are 
perceived as risky or irresponsible (e.g., IV drug use, 
prostitution, cheating), individuals were less tolerant of 
those infection conditions. Results indicate, however, 
that if the partner contracted the STD unknowingly (e.g., 
an infected partner in his/her past did not inform him/her) 
or as the result of a past, serious relationship, then indi-
viduals might accept the STD disclosure more compas-
sionately or acceptingly. This is important information as 
it assists in our understanding about the potential effect 
of health status disclosures on partners and that certain 
conditions surrounding the nature of the disclosure could 
possibly ameliorate negative feelings. 

Participants provided many reasons for why individu-
als might not want to disclose a positive STD status, with 
the two most prominent reasons being “embarrassment” 
and “fear of rejection”. This information is important for 
a variety of reasons. First, results of this investigation 
indicate that individuals want to know their partner’s 
STD status prior to having sex. Yet, the participants were 
also able to provide over 300 reasons why someone 
might not want to disclose that information. What is 
suggested by the findings is that if individuals felt that 
they could disclose their positive STD status in a safe 
and understanding relational environment such that the 
likelihood of feeling embarrassment or rejection was 
reduced, the likelihood of disclosure could increase. 
Timing of the disclosure is complicated. From a sexual 
script theory perspective, mentioning this type of infor-
mation early in a relationship is more frowned upon than 
in more advanced relationships as “sex talk” is consid-
ered to be inappropriate and deviant in a relationship’s 
infancy. Yet, making a STD disclosure in an advanced 
relationship can also be perceived negatively for a vari-
ety of reasons. For one, if an individual entered into a 
relationship knowing s/he had a STD, his/her partner 
would have likely expected this information to have been 
part of past discussion in a close, committed relationship. 
Further, if a partner acquired the STD after the relation-
ship had been established, it is again perceived as a 
transgression, as it suggests engagement in risk behavior 
(e.g., infidelity, IV drug use). Both circumstances sug-
gest a transgression took place [12], but in different 
fashions. 

4. Implications 

Numerous positive implications exist from the results of 
this investigation; information that holds practical impli-
cations for sexual communication skills training, sexual 
education programs, and counseling. Indeed, safer sexual 
communication skills training and sexual education are 
valuable and essential from a preventative standpoint. 
And, in a best case scenario, individuals would engage in 
safer sexual communication and safer sexual practices 

with their partner. However, we recognize that this is 
often not the case for myriad reasons. For example, part-
ners could use poor judgment, deception, or “let things 
get out of hand”. Even with the best of intentions, part-
ners could be unaware of their STD status or experience 
condom failure (e.g., breakage, leaking). It is important 
to consider individuals who might be experiencing a 
sense of hopelessness due to mistakes, poor judgment, or 
lack of information. Indeed, as indicated by these results, 
it is not uncommon for someone with a positive STD 
status to feel like “damaged goods” and fear disclosing 
their status to a partner or potential partner out of fear of 
rejection or embarrassment. Valuably, this study demon-
strates that a partner or potential partner might be more 
receptive, understanding and compassionate than an in-
dividual might have anticipated when receiving a disclo-
sure about a positive partner STD status. As mentioned  
 

Table 6. Responses to a partner’s STD disclosure 

Response n 

Shocked/surprised 34 

Negative emotions (angry, sad, upset) 69 

Glad s/he told me/respect honesty/be supportive 26 

Stop having sex 29 

Get tested/see a doctor 24 

Be sure to use protection 19 

Break up/leave partner 32 

Stay/feel the same about partner 18 

Learn more/ask more questions 43 

Depends on the STD/how the partner contracted it 18 

Depends on how much I like the person 18 

Not sure 22 

Other 14 

 
Table 7. Circumstances in which STD was acquired and 
tolerability 

Circumstance Tolerability 

 Yes No Unsure n

If the partner got it from cheating  X  22

If the partner got it from gay sex  X  7
If the partner got it from promiscu-
ous/careless behavior 

 X  30

If the partner was lied to/situation 
was not their fault 

X   16

If the person got it from 
drugs/prostitution 

 X  9

If the person got from a serious 
relationship 

X   7

How long they’ve known they had 
it/if they had slept with me already 

  X 5

Other   X 14

How s/he got it/from whom   X 16
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above, this is noteworthy and informative to sexual skills 
training, sexual education programs, and counseling 
contexts in which sexual issues are a point of contention. 
What the findings of this investigation suggest is that 
individuals are willing to have the conversation and, un-
der certain conditions, are more willing to be under-
standing, compassionate and accepting of the situation. 
Alternatively, results of this investigation also suggest 
that there are certain conditions under which an STD was 
acquired that partners are less understanding, accepting 
and compassionate (e.g., cheating, IV drug use, prostitu-
tion). This, too, is of value to scholars and practitioners. 
Indeed, this suggests a quandary for individuals who ac-
quired an STD through these aforementioned means in 
the sense of to disclose or not disclose? From an ethical 
standpoint, one might argue that an individual should 
disclose their STD status to a partner or potential partner. 
That said, the results of this study suggest that making 
such a disclosure under certain acquisition conditions 
could damage the relationship with their partner. As such, 
individuals in these circumstances might feel discour-
aged from making such a disclosure. Knowing that, edu-
cators and practitioners can craft communication and 
relational skills training to focus on how individuals can 
most effectively communicate this information and how 
partners might best receive it. 

5. Conclusions 

Although the sample for this study included strong fe-
male representation, the study nevertheless is insightful 
and informative. To date, few studies have examined 
actual sexual health status of individuals and their atti-
tudes toward STDs and STD disclosure (and reasons for 
nondisclosure) and response. This study provides insight 
into young adults’ sexual practices, attitudes, and behav-
iors. What was found was that, although undergraduate 
students are knowledgeable about safer sex practices and 
are concerned about STDs and birth control, few “al-
ways” practice safer sex. Findings of this investigation 
suggest that potential positive responses to a perceived 
negative disclosure (i.e., a positive STD status) are pos-
sible when certain relational factors exist and the circum-
stances surrounding the acquisition of the STD involve 
more external (e.g., didn’t know prior partner had STD) 
versus internal locus (e.g., partner engaged in risk be-
havior) of control factors. 
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ABSTRACT 

This study explored a method of representing the self graphically using elemental units of culture called memes. A di-
verse sample of eleven volunteers participated in the co-construction of individual “self-maps” during a series of inter-
views over a nine month period. Two of the resultant maps are presented as exemplars. Commonalities found in all 
eleven maps lend support to the notion that there are certain structures to the self that are cross-cultural. The use of 
memes in mapping those structures was considered useful but insufficient because emotive elements to the self emerged 
from the research that could not be represented in memetic form. Suggestions are made for future research. 
 
Keywords: Culture, Identity, Memes, Self, Self-Structure 

1. Introduction 

Psychologists have discussed many aspects of the self 
including self-concept [1,2], self-esteem [3,4], self-actu- 
alization [5,6], self-efficacy [7,8], and self-validation [9]. 
Eric Erikson said, “The ability to form intimate relation-
ships depends largely on having a clear sense of self” 
[10]. William Bridges [11,12] tied his theory of adult 
transition to changes in this “self”. Alfred Adler placed 
the self at the core of “world view” [1], and Adlerians 
continue to emphasize social interest, intimacy and pro-
duction in planning for self-change [13,14] Despite its 
central importance to psychology, little has been done to 
empirically detail and map the core concept of self. Rom 
Harre [15] despaired at the difficulties inherent in such a 
study: 

“The self that manages and monitors its own actions 
and thoughts is never disclosed as such to the person 
whose Self (sic) it is. It is protected from even the possi-
bility of being studied empirically by its very nature. 
Whenever it tries to catch a glimpse of itself it must be-
come invisible to itself, since it is that very self which 
would have to catch that very glimpse. It is known only 
through reason. It is never presented in experience.”  

William James [16] postulated the existence of an ob-
jective “me” that included physical, active, social and 
psychological components coupled with a subjective “I” 
that included qualities of volition, constancy and dis-
tinctness. The Jamesian “I” and “me” were seen to be 
different sides of a unitary self that could at once observe 
and be observed, and it has become the basis of much 

research into the self [17-19]. Since the Jamesian self 
includes that which may be seen to be me, and that which 
Harre had difficulty seeing, it remains an encompassing 
definition. 

If the self is defined as a cognitive structure [20-22], 
then it is necessarily a cultural construct [23-25] which 
could be understood as consisting of units of culture 
[26-28]. Culture, in this sense, consists of all the ways of 
knowing, interpreting and doing that proliferate within a 
given society. Dawkins’ [29] coined the term “meme” 
representing elemental cultural units that exhibit attrac-
tive and repellent properties with respect to other such 
units. Similar terms for such units have been proposed 
from a variety of disciplines including “mnemotype”, 
“idene”, “sociogene”, “concept” and “culturgen” [30], 
but the term “meme” has increasingly come to predomi-
nate and is used in this paper. 

Blackmore [26] suggested that the self is an interlock-
ing complex of memes, but she did not attempt to illus-
trate how this self may be structured. There has been 
agreement, however, that memes include cognitive and 
behavioral dimensions [31-33]. It would be reasonable to 
infer that affective and connotative meanings associated 
with each meme as held within the mind of the individual 
would be the source of Dawkins’ [29] attractive and re-
pellent “properties,” which could then result in self- 
structures that may be displayed graphically. 

Thus, in this exploratory study the term “meme” re-
ferred to an elemental unit of culture that exhibits refer-
ent, connotative, affective and behavioral properties. 
“Referent” refers to the dictionary-like idea, concept or 
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definition behind a culturally relevant label or term as 
understood by the individual. Such units of culture also 
had to evidence connotation and affect with the effect of 
prompting certain behaviors to count as memes. Rela-
tionships between memes were displayed graphically, 
and the resultant self-referential structures were then 
examined to confirm and extent our current understand-
ings of self. 

2. Method 

Participants were recruited using print advertising and 
posters supplemented by presentations made to classes 
and community groups in a process of purposeful ran-
dom sampling. Participants were volunteers who agreed 
to talk about themselves in depth. The age range of the 
eleven participants selected for this study was 24 to 59 
with a median of 37.3. Eight of the participants in the 
sample were resident in Calgary, Alberta, Canada and 
three were resident in northern Saskatchewan, Canada. 
Four participants were university students, six were em-
ployed, and one was unemployed. The sample was 
equally divided by gender: five females, five males and 
one transsexual. With respect to nationality, eight were 
Canadian, one was Chinese, one was Russian, and one 
had joint Canadian – US American citizenship. The ra-
cial composition included seven Caucasians, two people 
of North American aboriginal ancestry, one Chinese, and 
one person whose mother was aboriginal and father was 
“white” who identified herself as simply “Canadian”. 
The eleven participants were taken to represent sufficient 
diversity to test the generable applicability of this method 
of mapping the self. 

Participants were given an open-ended question invit-
ing them to explain who they were in detail. Prompts 
were allowed inviting elaboration. Following the qualita-
tive method advocated by Miles and Huberman [34], 
self-descriptive data obtained during these initial 1.5 to 
two hour interviews were transcribed, and segmented 
portions were given code words by the researcher repre-
senting specific units of thought. All of the segments 
with the same code were then grouped, and each resul-
tant grouping or “bin” was examined for referent, con-
notative, affective and behavioral dimensions. Bins that 
exhibited all four dimensions satisfied the definition of 
the term “meme” as used in this study, and the qualities 
of each meme were examined for possible positive link-
ages or “attractions” with other memes. Memes that con-
tained reference to another meme in their definition or 
shared one of the four dimensions were deemed to be 
linked. Code words representing each meme were then 
displayed graphically and lines were drawn represented 
linkages. 

As an example of this segmenting process, a young 
aboriginal (Metis) mother of three explained how be-
coming pregnant changed her: “Having kids, you have no 

choice but to grow up…. The first one fell in my lap, so I 
didn’t plan the first one, he just kinda dropped in my lap; 
I guess you could say.” This segment was coded with the 
word “mother”. The resultant grouping of all segments 
coded for “mother” exhibited the following characteris-
tics: 

REFERENT: A biological fact associated with bearing 
children 

CONNOTATION: There is a maternal responsibility 
to those children to shape their behavior, and to ensure 
their safety and success 

AFFECT: Love, caring, valuing of children 
BEHAVIOR: Ensures that her children are safe, cared 

for, read to, go to school, and are given toys 
This woman’s belief that she was responsible for her 

children’s safety led to anxiety that they might not be 
safe. Her behaviours included sleeping with her baby, 
waking up in regular intervals to check the baby’s 
breathing, and forbidding her older children from playing 
in a grove of trees next to their yard. A meme labelled 
“anxious” (for anxious person) was thus linked to 
mother. 

By identifying and linking memes, maps for each par-
ticipant were constructed. Themes involving clusters of 
memes were noted on each map. Self-maps were then 
returned to individual participants for elaboration, cor-
rection and confirmation. In each case a more elaborate 
second map was prepared based upon what each partici-
pant said in their second interview. These maps were 
then returned to the participants in a third interview. 
Only two participants suggested additions to their maps 
at the third interview. Self-maps were tested for reso-
nance during the second and third interviews with reso-
nance defined as a felt experience of self-identification 
with the maps as presented. Each participant had the final 
say on the composition of their self-map. 

3. Individual Results: The Maps of Two 
Selves 

Due to space limitations it was not possible to present all 
participant self-maps. Two were selected for presentation 
on the basis of diversity with one representing a male 
from an individualist culture and the other representing a 
female from a collectivist culture. The subsequent sec-
tion includes a summary comparison of all eleven self- 
maps. 

3.1 The Self of an Urban Caucasian Canadian 
Male 

“Brent” explained who he was in a series of remembered 
narratives; moreover, he defined himself as one who re-
members. More segments (13) were coded for “remem-
berer” than any of the other 30 memes applied 119 times 
to 74 segments of text transcribed from the initial inter-
view. By linking related units of culture, and by adding 
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thematic interpretive understandings, the complex struc-
ture of interlocking memes illustrated in Figure 1emer- 
ged with “rememberer” pictured as a diamond so as to 
highlight its importance as a theme in his life. Links were 
drawn connecting it with “reflective”, “animator”, “stu-
dent”, “storyteller” and “self-changer” memes, and a 
thematic arrowed line was drawn to other aspects of 
himself on which he reflected including: “self-aware”, 
“friend”, “caring”, “family member” and “packrat”. 

The numbers beside the name of each meme in Figure 
1 refer to the number of segments coded for that meme 
during the initial interview. Memes without numbers 
were added during subsequent interviews. Memes linked 
to adjoining memes shared some connotative, affective 
or behavioral quality. For example, “self aware” is linked 
to “storyteller” because it is through the process of telling 
stories Brent became more self-aware. In addition to 
linked memes, themes were generated that linked larger 
portions of the self-map. Such themes included “humor-
ous/takes self lightly”, “empowered animator” and “good 
person”. Themes emerged from the data and are repre-
sented in rectangle form. Broad arrows were drawn from 
these themes to related memes. For example, Brent dis-
played his empowerment through his work as a broad-
caster and his capacity for self-change; therefore, an ar-
row was drawn connecting these to memes with “em-
powerment”. Similarly, the theme of taking himself 
lightly was woven, behaviourally with self-depreciating 
humour, into his roles as a student, teacher, friend, leader 
and broadcaster. 

Brent defined himself as both “rigid” and “flexible”. 
Tension between these two memes is displayed with a 
double headed arrow connecting the two. Similarly, 
memes for “Catholic” and “environmentalist” were also 
defined by Brent as in conflict. After reviewing his initial 
map, Brent suggested that he consisted of three “selves:” 
“self characteristics” consisting of relatively stable phy- 
sical and psychological features, a feeling or emotional 
self, and a self defined through activity. He said that at 
any given moment, all of these “selves” would likely be 
operative and that his feelings and emotions would trig-
ger other aspects of himself. 

A map is necessarily a static representation, but the 
self as experienced by Brent was a changing entity. For 
example, Brent recounted his attempt to understand the 
action of a former girlfriend who had ended their rela-
tionship after she saw his house. He resolved to deal with 
some aspects of his “packrat” behaviours that she found 
off-putting. He saw this as evidence of a new “flexible” 
self, and this flexibility was subsequently applied to how 
he judged others. 

The meme labelled “self-esteem” represents a belief in 
the value of working on this aspect of the self through 
positive self-affirmations, recorded and reviewed posi-
tive memories and positive thinking. Brent explained that 

he had not developed the level of self-esteem he needed 
to pursue his career until he was well into adulthood, and 
he attributed his new emphasis on self-esteem to the sus-
tained intervention of a significant other who provided 
him with evidence of previously unrecognized capabili-
ties. 

Brent identified the theme “good person” during our 
second interview while reflecting on an initial version of 
his self-map. He said his motivation to understand others 
flowed from a desire to continue to see himself as a good 
person, and this was reflected in his “activist”, “envi-
ronmentalist”, “positive spirit”, “empathetic”, “friend”, 
“caring” and “kind” memes. 

Brent also added “Catholic”, “rigid”, “radio listener” 
and “music” to his self-map at this interview. Although 
he was born Catholic, he did not consider himself devout, 
but he needed a letter from a priest so that he could ob-
tain a position as a teacher. He traced his tendency to 
being rigid and uncompromising to his family of origin 
which he described as “very oppressive”. Hence, a link 
was drawn between “rigid” and “family member”. 

Brent’s third interview resulted in the addition of just 
one additional meme to his self-map, “frugal”. He said 
his frugality came from his parents who were “too con-
cerned with saving.” Brent saw himself as frugal with 
both time and money. He said that for 7 years he did not 
have a television, and he felt good about this decision, 
but the internet had now replaced the potential television 
had for unprofitably occupying his time. Signs of Brent’s 
frugality had (after the initial interview) been interpreted 
as a function of his environmental concern for the planet, 
but this new information suggested that his frugality with 
respect to the purchase of possessions and the expendi-
ture of his time constituted an ethic related to his up-
bringing. Although compatible with environmental ac-
tivism, such frugality could exist independently. Thus, a 
meme for frugal was added to a third version of Brent’s 
self-map linked to both “family” and “environmental-
ism”. 

3.2 A Woman from the Interior of China 

“Maomao” was a single woman in her twenties who, at 
the beginning of this study, was a student at a Canadian 
university. She responded to the invitation to tell the re-
searcher about herself by talking about the city in which 
she was born and raised. She said she was from the mid-
dle city of the middle province of China. She mentioned 
with apparent pride that this city had been the capital of 
ancient China on thirteen separate occasions, and she 
described several local historic and cultural attractions. 
She also talked about her parents, her extended family 
and each of their occupations. She went into some detail 
about her elementary, middle years and university educa-
tion. She talked about her university thesis involving the 
application of computer graphics to Chinese calligraphy. 
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This led to a discussion of her grandfather who was a 
famous Chinese calligrapher. She talked about the teach-
ings her grandfather gave her, and she described several 
techniques of doing Chinese calligraphy. She talked 
about developing an algorithm sufficient for two-layered 
brush strokes on Chinese grass paper. She voiced the 
hope her parents would be able to come from China to 
attend her convocation. 

Maomao’s initial statement is summarized in some 
detail because it presents what she felt a person, not of 
her culture, should know to better understand her. She 

felt it was important for the interviewer to know some-
thing about her city of origin. She both identified with 
and had pride in that city, and this is represented in her 
self-map as “territorial” representing, not possessiveness, 
but identification. “Territorial” was interwoven repeat-
edly with family. Seventeen out of 82 segments were 
coded for “Family person,” and this coding was linked to 
“territorial” in Figure 2 as a theme as well as a meme. 

More segments (19) were coded for “deference” than 
“family member,” although the two were linked. The 
label, “deference,” stands for a self-definition as a defer-  
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Figure 1. Memetic map of Brent resulting from the segmentation and coding of his initial interview with changes that re-
sulted from subsequent interviews 
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Figure 2. Memetic map of Maomao resulting from the segmentation and coding of her initial interview with revisions from 
subsequent interviews 
 
ent person, someone who submits to the decisions of 
significant others. Maomao said even small decisions, 
such as what to wear, were made by her parents prior to 
her leaving home. She did not like the subject they chose 
for her to study at university, but she complied. Maomao 
panicked during her first two days in Canada because she 
had no ready access to her parents, but with the help of 
her landlord she obtained a cell phone and a computer, 
and the parental contact was re-established. She reported, 
“I still cannot make decision, so found like before, I want 
to listen to the command.” When the decision of a sig-
nificant other differs from her wishes, she feels sadness, 
but when peers enforce a decision she does not like, she 
feels anger. 

Paradoxically, Maomao reported an ability to make 
independent decisions. As an undergraduate student in 

Beijing she bought a dog. Added significance accrued to 
Maomao’s first recalled independent act because her fa-
ther was not fond of dogs. None-the-less, she was able to 
convince her parents to accept the dog when she returned 
from Beijing, and when she left for Canada she entrusted 
them with the dog’s care. Maomao displayed a tendency 
to be self-critical by blaming herself for the death of her 
dog even though she was not in the country at the time. 
She also derided herself for her difficulty in making de-
cisions, for displaying anger, and for being impatient. 

Maomao displayed volition by devising a plan to go 
back to her old university in China before letting her 
parents know that she was returning. With this ruse, her 
parents would not have an opportunity to insist that she 
spend all her time in her home city. She explained, “The 
thing is, I cannot ask my parents exactly what I want 
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because they would not allow me to do something, and I 
am old enough, I think.” 

Maomao’s account suggested potential conflict be-
tween her “animator” and “deferent” memes. This ten-
sion was pictured in Figure 2 by a double-headed arrow 
representing repulsion. A similar tension line is pictured 
between “friend” and “self-centered,” and between “self 
change” and “environmentally driven.” These lines of 
tension display a conflict between her passive and active 
selves. 

On reviewing the self-map created from her first inter-
view, Maomao said her passive self was far more promi-
nent than her active self, and she referred to herself as a 
“robot”. She suggested that the meme “environmentally 
driven” should be represented centrally in her map. The 
animator meme remained imbedded in Maomao’s self- 
definition as she reported a capacity to act independ-
ently under certain circumstances, and she resented her 
desire for direction. The possibility that such resent-
ment was a cross-cultural effect was explored, but she 
said she also had this robot-like feeling before coming 
to Canada. 

By the second interview, Maomao was working and 
had her own apartment. She had complained, during the 
first interview, that the Canadian family with which she 
had stayed drank alcohol too much, but she had made 
some “church friends” who did not drink. Maomao said 
she now considered herself to be a Christian. The 
“church people” taught her to pray, and she said she 
found prayer to be helpful when stressed. As a result of 
this information, a new meme for “Christian” was added 
to her map linked to “self-changer” and “caring”. 

Maomao reviewed her revised memetic self-map ap-
proximately two months after her second interview. She 
said she felt comfortable in a passive role, but she can, 
with effort, be self-activated. Although she realized that 
she can make decisions on her own, she said she prefers 
not to do so. Being deferent allows her to do other things 
because she does not have to take the time to gather all 
the information she needs to make good decisions. 

4. Collective Results 

Self-maps for each of the eleven participants were pre-
pared and refined using the method described. Seven 
participants said the maps reflected who they were at a 
feeling level on the second interview. This point of reso-
nance was reported by ten participants by the third inter-
view. 

All eleven self-maps included elements of volition, 
constancy, distinctness, and feeling. In addition, two as-
pects of the Jamesian objective self, “active” and “psy-
chological” were found in the maps of all of the partici-
pants. All participants agreed that their self changed over 
time, and all related self-change to transitional events. 
Three of the participants said they undertook planned 

self-transitions during the course of this study. 
All of the participants voiced narratives as to how they 

overcame adversity in becoming who they were. They 
also recalled initiating developmental changes to them-
selves. For example, eight reported changing their reli-
gious beliefs motivated by a desire to become better peo-
ple in some ways. Six of these rejected Christianity with 
three becoming atheists, two embracing Aboriginal 
Spirituality and one becoming a theist without attach-
ment to a recognized religion. One participant (Maomao) 
was raised as an atheist but subsequently became Chris-
tian. The remaining individual (Brent) rejected Catholi-
cism, but then made a personal accommodation with it 
related to obtaining employment. The remaining three 
participants who did not change religious belief told sto-
ries of how they had initiated change to become better 
parents and/or spouses. 

Despite a propensity toward self-change, all partici-
pants reported a feeling that they were the same person 
over time, although two noted that this feeling of con-
stancy could be illusory. Every participant was able to 
narrate childhood experiences helping to determine who 
they became, and those memories contributed to the 
feeling of constancy. For example, one aboriginal par-
ticipant explained that regardless of future changes, his 
memories would remind him that he is the same person 
who grew up in an underprivileged neighbourhood of a 
small Saskatchewan city. Nine other participants also 
presented with the act of remembering developed into 
either a meme or theme, and all participants engaged in 
the act of remembering when explaining who they were. 

The Alderian [35] self-components of work, love and 
social interest were found in all self-maps. Every par-
ticipant named aspects of themselves related to work or 
production, and love or intimacy. All eleven participants 
engaged in activities satisfying Adler’s notion of social 
interest, and six of these related their activities to a tran-
scendental purpose – the need to serve a purpose or cause 
greater than themselves. Four of these six identified 
themselves as theists and two identified themselves as 
atheists. 

The self-maps of ten participants contained memes 
associated with family, and six of these contained memes 
indicating a connection with community. Those that in-
corporated identification with a community in their self 
maps identified a formal community, as Maomo did in 
identifying with a Chinese Christian community. Others, 
such as a bi-sexual female whose friendship group in-
cluded males, lesbians and other bi-sexuals, created their 
own informal supportive community of friends not iden-
tified as communities on their self-maps. One person 
failed to incorporate either family or community into her 
self-map, but she said that the support she had received 
from her local Unitarian Church was important in her 
acceptance of her transsexuality. Although a meme for 
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“Unitarian” could have been developed, this was not how 
she identified herself; however, as with other participants, 
she had found a community of people who accepted her. 

All of the participants said there was some quality or 
qualities essential to be being human, with emotions be-
ing the most often mentioned such quality. Seven par-
ticipants had human feelings or emotions represented at 
the base of their self-maps, and one of these labelled this 
base “the feeling of me”. The remaining four had feel-
ings represented in their self-maps as themes. One of 
these (Brent) identified a group of memes he described as 
his “feeling self”, but he explained that emotions perme-
ated his entire being. 

5. Discussion 

Memes were used to illustrate relationships between cul-
ture and interconnected units of self that comprised the 
self-definitions of participants. Participant insistence on 
including recognition of emotion in their self-maps, be-
yond the emotive component of individual memes, was 
unanticipated. Thus, memes may be a necessary but in-
sufficient component in mapping the self. It may be that 
a feeling of self, with its origins in the organism mapping 
its body states, drives the creation of an autobiographical 
self [36]. On the other hand, many organisms are capable 
of reactive feelings based on their body states without 
ever achieving self-consciousness. Therefore, the possi-
bility that the self is a culturally learned construct that 
generates concomitant feelings additional to those gener-
ated by body states should be considered, as in the ex-
ample of Brent’s “feeling self”. 

If we view the self to be a theory we construct based 
on our personal experience, then such constructions are 
necessarily limited to the scope of that experience and 
the interpretive possibilities available to the individual. 
When we attempt to examine that which is doing the 
constructing, we are presented with a self-referencing 
feedback loop leading to Harre’s [15] conclusion that 
such a self must necessarily become invisible when it 
attempts self-examination. Yet, possession of a self al-
lows one to situate one’s being in relation to others and 
in relation to past events and future possibilities – prac-
tices that imply a certain level of awareness. Therefore, 
the felt illusion of an unseen homunculus, existing mo-
mentarily outside of oneself to conduct this self-exami- 
nation, is generated. 

Feelings of volition, uniqueness and constancy may 
also be generated from the logic of having a self. It is 
difficult to imagine volition without an element of dis-
tinctness or individuation implying that a person, sepa-
rate from others, is carrying out a particular act. None of 
the participants in this study were able to point an aspect 
of their selves that exercised this volition and attempts to 
name that which was unique or constant were met with 
responses like, “the combination (of self-characteristics) 

is unique”, or “I will always be good-hearted and driven 
to learn”. The sense from the participants is that they had 
a feeling that they were volitional, unique and constant, 
and they sought examples from the objective record that 
affirmed those feelings. 

Harre [37,38] said we teach children to have selves as 
part of the process of languaging, especially with respect 
to the teaching of indexical pronouns. This understanding 
would support a relativistic view that self-attributes like 
volition and uniqueness are culturally dependent. This 
study gave voice to the example of Maomao who was 
raised, culturally, to deny a volitional self. She reported 
that she preferred to not act volitionally, but she dis-
played volition in certain contexts. Her example supports 
the notion that feelings of volition, uniqueness and con-
stancy are consequences of having a self, and that while 
cultures may attempt to repress these attributes they 
cannot be eliminated entirely. 

The fact that each participant recalled childhood and 
adult transitions involving relationships with other peo-
ple is not surprising if we view the self to be cultural 
creation [23,24,39]. Such a cultural construct would be 
linked to family, community and societal networks, and a 
self so constructed would be dependent on those encom-
passing networks for self-validation. We know we exist 
because the community surrounding us supports that ex-
istence, and our memories, encoded in cultural units pro-
vided by community and society, translate our choices 
and lived experience into an objectifiable record. This 
reinforces a sense of self-constancy that may resist bene-
ficial change. In the example of Brent, a “poor learner” 
self-definition was maintained well into adulthood and 
changed only with extra-ordinary intervention. On the 
other hand, the fact that a majority of participants (8) 
changed their religious beliefs seems to contradict this 
assumption of self-constancy. This, in turn, may be a 
function of the Canadian multicultural context that, in 
effect, allows people to change their communities to re-
flect and support desired belief systems. 

All participants reported feedback from others led to 
changes in themselves with six reporting that their 
memories served to preserve their sense of constancy 
amidst change. If we view the self to be a theory of who 
we are, then sufficient accumulative evidence will result 
in revisions to our self-theory. Volition allows us to ex-
amine and thus improve our selves, and is evidenced by 
memes showing us as animators in action. Thus, Brent 
defined himself as an “empowered animator”, an active 
doer in specific roles as a teacher, athlete, broadcaster 
and self-changer. On the other hand, while all partici-
pants were able to point to examples of their own voli-
tion, self-efficacy may be, in Shelly Taylor’s [40] words, 
“a positive self-enhancing illusion”. Maomao’s self-depi- 
ction as a programmed robot fits with this latter interpre-
tation. Her decision to become a Christian could have 
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flowed from her earlier programming where both good-
ness and action were other-defined. Without the direct 
support of her family and community, she was open to 
finding a substitute family and community to give moral 
direction within the new (Canadian) context. Although 
she preferred to not make her own decisions, she did not 
consult with her parents prior to her religious conversion. 
It is as though her self’s maintenance needs initiated an 
act of volition that would not be countermanded by con-
sultation with the usual authority figures. Thus, we are 
presented with the paradox of an other-determined self 
acting independently to maintain this quality. 

All of the participants to this study were able to re-
count childhood transitions contributing to the develop-
ment of their selves. This supports the notion the self 
develops experientially from units of culture associated 
with those experiences. Evolutionary change is likely 
with such an entity as memes are modified, new memes 
compatible with existing self-defining memes are added, 
and old peripheral memes are discarded; however, fun-
damental change involving the construction of a new self 
would be extremely difficult. There would be no one 
internally to oversee such a construction as the existent 
self that would occupy this role is itself the object of de-
construction. 

In summary, all of the participants in this study exhib-
ited a similar structure of self. Self-change occurred in 
the histories of all of the participants, and they were able 
to detail environmental events that helped determine who 
they became. The initial self was established in child-
hood and further change to that self was evolutionary. 

6. Limitations 

People who volunteer to talk about themselves may have 
different characteristics than those who do not volunteer 
to talk about themselves. They might be expected to ex-
hibit higher levels of assertiveness and self-confidence. 
Such characteristics could speak to feelings of empow-
erment and the volunteer’s level of social activism. All 
the participants to this study expressed an interest in, or 
were engaged in, action to make the world a better place 
for others. It may be that there are people who do not 
have this orientation, and they may not be predisposed to 
volunteer for this kind of research. Therefore, these re-
sults cannot be interpreted as universal. 

The qualities of the researcher can and do affect out-
comes [41,42]. While the method used in this study at-
tempted to minimize this risk through the use of 
non-directive open-ended questioning, researcher effects 
on the participant sample could not be negated totally. 
For example, one participant took two sessions before 
she was willing to share that she was bi-sexual. Had the 
researcher been more or less engaging, more or less en-
thusiastic, or more or less accepting of diversity, this 
result could have varied. 

Frank [43] warned, “The risk of reducing the story to a 
narrative is that of losing the purpose for which people 
engage in storytelling, which is relationship building”. In 
ordinary discourse, the storyteller is building a relation-
ship with the listener; therefore, the interaction between 
teller and listener needs to be assessed with the under-
standing the story will necessarily change in some ways 
depending on the social objectives of the participants in 
the discourse. Although the relationship between client 
and therapist or researcher involves non-ordinary dis-
course which permits the reduction of a story to a narra-
tive, people are social beings and they want to be liked, 
respected and acknowledged. Thus the researcher could 
not be a strictly neutral observer, but had an effect on 
participant presentation. 

7. Recommendations for Future Research 

This exploratory study demonstrated that the self may be 
mapped in ways that resonate with persons so mapped. 
Further studies are needed to determine whether the 
structure of the self that emerged from this study may be 
replicated and with which populations. 

Although the self was represented from individuals 
from collectivist as well as individualist cultures, this 
research did not study specific cultures in a way that 
would allow us to make generalizations about cultural 
differences. While there may be a basic structure to the 
self, the importance placed on certain aspects of that 
structure and their relationship to other aspects of the self 
would be expected to vary between cultures. The method 
used in this research may be used in such cross-cultural 
comparisons.  In addition, research into ethnic, class 
and gender difference within and between cultures could 
benefit from this approach. 

The method outlined in this paper may also be used to 
inform clinical practice. None of the participants to this 
study were engaged in therapy at the commencement of 
this research. An examination of the selves of specific 
client populations and their comparison to the structure 
of the typical non-client self could potentially yield in-
sights in epistemology and treatment. 
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ABSTRACT 

Introduction: It is a common finding that despite high levels of specificity and sensitivity, many medical tests are not 
highly effective in diagnosing diseases exhibiting a low prevalence within a clinical population. What is not widely 
known or appreciated is how the results of retesting a patient using the same or a different medical or psychological 
test impacts the estimated probability that a patient has a particular disease. In the absence of a ‘gold standard’ special 
techniques are required to understand the error structure of a medical test. Generalizability can provide guidance as to 
whether a serial Bayes model accurately updates the positive predictive value of multiple test results. Methods: In or-
der to understand how sources of error impact a test’s outcome, test results should be sampled across the testing condi-
tions that may contribute to error. A generalizability analysis of appropriately sampled test results should allow re-
searchers to estimate the influence of each error source as a variance component. These results can then be used to 
determine whether, or under what conditions, the assumption of test independence can be approximately satisfied, and 
whether Bayes theorem accurately updates probabilities upon retesting. Results: Four hypothetical generalizability 
study outcomes are displayed as variance component patterns. Each pattern has a different practical implication re-
lated to achieving independence between test results and deriving an enhanced PPV through retesting an individual 
patient. Discussion: The techniques demonstrated in this article can play an important role in achieving an enhanced 
positive predictive value in medical and psychological diagnostic testing and can help ensure greater confidence in a 
wide range of testing contexts. 
 
Keywords: Generalizability Theory, Bayes, Serial Bayes Estimation, Positive Predictive Value, Psychological Testing, 

Serial Medical Testing 

1. Introduction 

When a medical disease’s prevalence and a medical 
test’s specificity and sensitivity are known, an equations 
based on Bayes Theorem provides useful information 
related to the diagnostic power of a medical test. It is a 
common finding that despite high levels of specificity 
and sensitivity, many medical tests are not highly effec-
tive in diagnosing diseases with a low prevalence within 
a clinical population [1]. Since a large number of dis-
eases occur only in a small proportion of the population 
(i.e. have low prevalence), the low positive predictive 
value (PPV) of medically diagnostic tests is of obvious 
concern to physicians attempting to identify the presence 
of a low prevalence disease. To provide an example, let’s 

suppose a physician is attempting to determine whether a 
patient has a disease that occurs in 1% of a defined pa-
tient population. When the test is performed on patients 
with the disease, it yields a positive test result indicating 
the presence of the disease in 90% of the patients (sensi-
tivity equals .90). When the test is performed on patients 
without the disease, it correctly identifies 98% of those 
patients as disease free (specificity equals .98). An equa-
tion based on Bayes Theorem can be used to calculate 
the probability that a patient with a positive test result 
actually has the disease. The simple equation for calcu-
lating this probability is: 

P (A | B) = P (B | A) * P (A) / P (B)       (1) 

Equation (1) describes the probability that a patient 
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has the disease given a positive test result [P (A | B)], and 
equals the probability of a positive test result given the 
patient has the disease [P (B | A) - sensitivity] multiplied 
by the probability of the disease [P (A) - prevalence] 
divided by the overall probability of a positive test result 
within the population [P (B)]. The denominator in Equa-
tion (1), the overall prior probability of a positive test 
result, is derived as shown in Equation (2), where j is 1, 
2… and takes on as many values as there are hypotheses. 
In the case being discussed in this example problem, 
there are just two possible hypotheses (Ho1: the patient 
has the disease – Ho2: the patient does not have the dis-
ease) and hence in this example the sum is taken over 
just two levels. Hence, the overall probability of a posi-
tive test result is the sum of the probabilities of a positive 
test in those with (sensitivity) and without (1 – specificity) 
the disease each multiplied by their prevalence in the 
population. 

P ( B ) = [Σ j P ( B | A j ) P ( A j )]          (2) 

Equation (3) displays the calculation using the levels 
of specificity, sensitivity and prevalence discussed in our 
example. Despite high levels of specificity and sensitiv-
ity, the patient with a positive test result has only a 31% 
chance of actually having the disease. This is a common 
and well known type of finding related to medical testing 
designed to detect low prevalence diseases. 

P ( A | B ) = .90 * .01 / ((.90 * .01) + (.02 * .99)) = .31 
(3) 

What is not widely known or appreciated is how the 
results of retesting a patient using the same or different 
test will impact the estimated probability that the patient 
has the disease. There is little guidance in the medical or 
psychological literature regarding whether or how the 
results from serial testing improve the ability to diagnosis 
disease when the structure or cause of the dependence 
between tests is uncertain. However, it is clearly impor-
tant for clinicians to understand how the PPV changes 
when a patient is administered a second or third medical 
or psychological test. When the assumption of test inde-
pendence applies, a serial Bayes model may provide 
guidance within contexts like those presented in the ex-
ample just discussed. 

When probabilities from a previous Bayes calculation 
are used to update estimates of the prior probability [P 
(A)], and when independence is confirmed, we can use a 
Bayes serial calculation to derive the probability that a 
patient has the disease given a second test result. Equa-
tion (4) presents the next step in the context of our ex-
ample using a Bayes serial calculation for a second con-
secutive positive test under the assumption that the two 
tests are independent. With a second positive result, the 
probability of having the disease goes from .31 to .95, 

and our confidence in the diagnosis appears to improve 
dramatically. It should be noted that under the assump-
tion of independence, parallel testing may also yield an 
outcome similar to serial testing. So, although the focus 
of this paper is on sequential or serially administered 
tests, when time or the occasion of the test is not an im-
portant factor in determining test independence, what is 
reported and discussed here may also apply to parallel 
testing. 

P ( A | B ) = .90 * .31 / ((.90 * .31) + (.02 * .69)) = .95 
 (4) 

From the outcome presented in Equation (4), it appears 
that the PPV of tests used to detect low prevalence dis-
eases may be dramatically improved simply by adminis-
tering the test a second or third time. However as men-
tioned, such positive outcomes rely on an independence 
assumption that is critical to the valid application of the 
serial Bayes probability model and implies that the error 
rate for each test is independent. Therefore, to determine 
whether an enhancement of PPV can be achieved by re-
testing, it is necessary to first establish the primary 
source(s) of test error and whether, or under what condi-
tions, each medical test can be regarded as independent. 

When a “gold standard” is available for determining 
the accuracy of a fallible test, establishing the independ-
ence between two test administrations is straight forward. 
One needs simply to twice calculate the specificity and 
sensitivity for the second test administration, once for the 
group of patients who test positive on the first test and 
once for the group of patients who tested negative on the 
first test. If the two calculations are in close agreement, 
the assumption of independence is satisfied. Unfortu-
nately, a “gold standard” method for checking test accu-
racy is often not available, and other procedures are re-
quired. 

Independence between test results can be achieved 
when clinicians randomly sample from the test-related 
variables that contribute to error and when each disease 
positive patient is equally likely to display a false nega-
tive test result and when each disease negative patient is 
equally likely to display a false positive test result. In-
deed, when the conditions leading to test independence 
are understood, the utility of testing in a low prevalence 
disease context can often be dramatically enhanced by a 
simple random replication of a testing process that sam-
ples from the variables contributing to error. To ascertain 
under what conditions an independence assumption is 
satisfied, researchers must first investigate and under-
stand the error structure of medical or psychological test 
outcomes. Given the potential for dramatically enhanced 
diagnostic accuracy, such research is critically important 
in improving the utility of certain tests with low PPV. 

Within many testing contexts, it is often not possible 
to establish the accuracy of a fallible test by comparing it 
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to a more accurate “gold standard” testing methodology 
[2,3]. Although methods for estimating disease preva-
lence with the use of multiple tests, none of which are 
gold standard, have been developed [4], and latent class 
analysis has been used to estimate prevalence, specificity 
and sensitivity in the absense of a gold standard [5-7], 
there is little guidance for revising diagnostic predictions 
for a specific patient when evaluating multiple fallible 
test results. When a “gold standard” test procedure is 
unavailable, too risky, too invasive, and/or a violation of 
ethical research standards, an alternate and efficient 
method for establishing a test’s error structure and the 
appropriateness of a serial Bayes-based revision of dis-
ease probability can be achieved using Generalizability 
(G) analysis [8]. The strength of G theory analysis is that 
it requires only a record of the fallible test outcomes and 
does not require “gold standard” testing. When outcomes 
for the fallible test are appropriately sampled and ana-
lyzed, precise quantification of relevant sources of error 
can be achieved. 

Generalizability analysis is by far the most powerful 
method for quantifying sources of measurement error. In 
order to determine if, or under what conditions, a serial 
Bayes calculation is appropriate, a G study can analyze 
sampled test results and quantify and describes the error 
structure of a test. For example, in the context of medical 
testing, sources of error might be attributable to the 
laboratory, the clinician administering the test (e.g. psy-
chiatric diagnosis), the occasion on which the test was 
administered, or some unobservable but consistent at-
tribute of the patient. Each of these error sources can 
potentially lead to dependence between two tests results 
performed on a single patient and hence can be a source 
of dependent error leading to a violation of the inde-
pendence assumption on which a Bayes serial testing 
model depends. To conduct a G study analysis, it is nec-
essary to first collect test outcomes for randomly sam-
pled administrations of the test. It is important to ran-
domly sample across variables which naturally vary in 
the administration of a specific test and which might 
contribute to error in the test results. Such studies allow 
researchers to estimate each specified error source and 
establish whether, or under what conditions, a serial 
Bayes probability model appropriately updates patient 
probabilities upon retesting. 

2. Methods 

To illustrate how a G theory-based analysis might im-
prove testing accuracy, let’s further develop our example 
of the hypothetical medical test. Suppose that the medical 
test in the example problem involves a laboratory analy-
sis of a specimen provided by a patient. Suppose further 
that a team of expert medical researchers identify three 
variables or potential sources of error over which the 

collection of test results tend to vary and which might be 
relevant to the outcome of the medical test in question. 
The first identified potential source of error concerns the 
occasion on which the patient is tested. Specifically, the 
researchers suspect that short-term fluctuations in patient 
values may lead to inconsistent test results. Hence, the 
test outcome may depend on when the patient was tested. 
For purposes of this illustration, we will designate this 
type of error as “Error Type 1”. The second hypothesized 
source of error (Error Type 2) relates to an unobservable 
and temporally stable patient attribute that causes certain 
patients to be consistently more or less likely to generate 
false positive or false negative test results. The third 
identified error source (Error Type 3) is related to labo-
ratory processing. In particular, the researchers hypothe-
sized that variation in laboratory procedure may contrib-
ute to the generation of false negative or false positive 
test results. 

In order to understand how these sources of error in-
fluence the test’s outcome, the researchers design an ex-
periment that samples test results from across the vari-
ables that tend to vary in the real world administration of 
the test within the population and that are hypothesized 
to contribute to error. The experiment draws a large ran-
dom sample of patients from the clinical population of 
interest. Each patient in the sample is scheduled for mul-
tiple random appointment times at a clinic where speci-
mens are collected. After each clinic visit, the collected 
specimen is divided into sub samples and sent for proc-
essing at multiple randomly selected laboratories. In G 
study terminology, the experiment’s object of measure-
ment is patient (p), and the two study variables over 
which sampling occurred, usually referred to as facets, 
are occasion (o) and laboratory (l). For purposes of 
analysis, the test’s outcomes are analyzed using analysis 
of variance (ANOVA) with each cell containing the re-
sult of a single test outcome (i.e. either positive or nega-
tive, 0/1, or a continuous variable with or without a 
threshold value). Equation (5) displays the G study model 
for the decomposition of the total observed score vari-
ance σ2(Xpol) into seven variance components that are 
estimated using ANOVA-based mean squares to derive 
estimates of the quantitative effects that compose a single 
test outcome (Xpol). 

σ2(Xpol) = σ2( p) + σ2(o) + σ2(l) + σ2( po) + σ2( pl) + σ2(ol) 
+ σ2( pol)                              (5) 

The ANOVA-based research model is a fully crossed 
person (p)-by-occasion (o)-by-laboratory (l) [ p × o × l ] 
random model. However, unlike typical ANOVA appli-
cations which focus on F tests and follow-up significance 
testing of certain mean effects within the model, G stud-
ies estimate variance components (VCs) for a single 
outcome and quantify all sources of variance. (It should 
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be noted that in some medical testing applications both 
ANOVA-based significance testing and VC estimation 
might prove useful.) This G study model estimates seven 
VCs. There are three main effects: p, o and l, and four 
interactions: po, pl, ol, and pol. It is useful here to con-
sider what each VC conveys about the test results. The 
VCs can be verbally described as follows: 

p – the degree to which test results tend to yield a con-
sistent outcome for patients across occasions and labora-
tories (may contain Error Type 2), 

o – the degree to which certain sequential occasions 
are more or less likely to detect a positive or negative 
result (contributes to Error Type 1, but in this example it 
should logically be zero), 

l – the degree to which certain laboratories are more or 
less likely to detect positive or negative results (contrib-
utes to Error Type 3), 

po – the degree to which a patient’s test status tends to 
change depending on the occasion on which the sample 
was collected (contributes to Error Type 1), 

pl – the degree to which a patient’s test status tends to 
change depending on the particular lab to which the 
specimen was sent (contributes to Error Type 3), 

ol – the degree to which the probability of a positive 
test result for a particular occasion tends to vary depend-
ing on the laboratory processing the specimen (this 
should logically be zero), 

pol – the degree to which the patient’s test status de-
pends on the occasion / laboratory combination and other 
un-modeled or residual sources of error (also indicates 
the degree to which the G study model fails to capture 
relevant error sources). 

3. Results 

Interpreting the magnitude of the VCs from the G study 
can determine whether, or under what conditions, the 
assumption of test independence is satisfied and whether 
enhanced prediction upon retesting is achieved. The total 
variance in the G study model [σ2(Xpol)] is simply the 
sum of the all the variance components. Suppose in our 
example problem the test yields dichotomous data (nega-
tive/positive test results) and is summarized as the pro-
portion of positive test results (ρ). Therefore, model 
variance is estimated as approximately: (ρ) * (1 – ρ); and 
hence is equal to the proportion of positive tests observed 
multiplied by the proportion of negative tests obtained 
across all tests in the sample. Hence, the first result of 
interest from the experimentally sampled data in our 
example problem is the proportion of positive test results 
observed within the sample. If the random sample is of 
adequate size it should yield an accurate estimate of the 
population proportion. 

If, as in our example, there are established estimates of 
disease prevalence, and test specificity and sensitivity the 

researcher should examine the congruence between sam-
ple results and expected population values. Although a G 
study can productively proceed if a sample disagrees 
with established estimates of population prevalences and 
the test’s specificity and sensitivity, for the purpose of 
simplicity in illustrating our example problem, let’s as-
sume that the proportion of positive tests obtained from 
our sample is in close agreement with the expected 
population proportion. Hence, 31% of patients testing 
positive in our sample reflect a patient’s true positive 
disease status and 69% of the positive test results repre-
sent false positive results in a sample with a disease 
prevalence of .01. The expected proportion of positive 
results is .029 and the total model variance will sum 
to .0279. 

To further illustrate, Table 1 displays four hypotheti-
cal G study outcomes from the fully crossed G study 
model. Each outcome has a different practical implica-
tion related to achieving test independence. Assuming 
the sample is approximately consistent with expectations 
estimated from the population, let’s focus on the VC out-
comes in Table 1. For Outcome 1, 30% of the variance is 
found to be related to the patient and the largest source of 
the error is attributable to a patient by occasion interac-
tion. Since the specificity, sensitivity and prevalence are 
known, Equation (3) suggests that in the absence of pa-
tient Error Type 2, patient variance will account for ap-
proximately 30% of the total variance in the model. Out-
come 1 appears to agree closely with this expectation and 
hence would suggest Error Type 2 does not make a major 
contribution to measurement error. Further, since 60% of 
the variance is related to the person-by-occasion interac-
tion (po), test results from a specimen collected on a sin-
gle occasion and submitted to multiple laboratories are 
unlikely to provide independent information. The obvi-
ous recommendation resulting from Outcome 1 would be 
that to maximize the information from retesting and to 
insure that results exhibit test independence, specimens 
should be collected on different occasions. 

As another illustration, let’s suppose Outcome 2 as 
reported in Table 1 was the G study result of our sam-
pling experiment. Here patient variance is significantly 
higher than might be expected in the absence of Error 
Type 2. With 60% of overall variance attributed to pa-
tient variance, this outcome dramatically exceeds what 
one would expect in the absence of Error Type 2. In this 
situation, the practical implication is that a Bayes serial 
calculation would always be inappropriate even if speci- 
mens were collect on multiple occasions and sent to mul-
tiple labs. This result suggests that some patients are 
consistently more likely to generate false positive test 
results. 

Outcome 3 in Table 1 displays a G study outcome 
where most of the error is attributable to the patient-by- 
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Table 1. Percent of total variance for seven variance com-
ponents for each of four hypothetical G study outcomes 

 VC 
Outcome 

1 
Outcome 

2 
Outcome 

3 
Outcome 

4 
Ef-
fect 

Outcome 
1 

% % % % 

p 0084 30 60 30 30 

o .0000 0 0 0 0 

l .0000 0 10 2 2 

po .0167 60 2 2 2 

pl .0003 1 10 50 6 

ol .0006 2 8 0 0 

pol .0020 7 10 16 60 

TOT .0279 100 100 100 100 

 
laboratory interaction (pl) (Error Type 3). To achieve 
enhanced prediction/accuracy through the use of serial 
testing, a single occasion would likely suffice as long as 
the specimen was sent to multiple laboratories. For Out-
come 4, the three way interaction term (pol) explains 
most of the variance and illustrates a possible failure to 
specify and sample across relevant sources of error. 
Since the three-way interaction contains un-modeled 
error as well as the three-way interaction, this outcome 
may indicate that the variables investigated are not re-
lated to observed variation in test results. 

4. Discussion 

Although the testing problem presented within this hy-
pothetical example focused on the interpretation of a 
hypothetical diagnostic biomedical test, G theory meth-
odology coupled with Bayes serial estimations has much 
broader application. For example, many concerned con-
stituents are currently attempting to assure the accurate 
and fair use of tests in employment, sports eligibility, and 
in making sanction decisions. In all of these contexts, 
issues of fairness have arisen due to the large proportion 
of false positive results and the high stakes nature of the 
test results. There is considerable interest in increasing 
the accuracy of test evidence for making important deci-
sion or a diagnosis. In addition, in many instances the 
data for such analyses may already exist since medical 

testing companies when seeking FDA approval for a par-
ticular test must submit the test to a series of trials. 

It is obvious from governing board recommendations 
and from published legal advice that test users are aware 
that retesting might reduce error. However, recommen-
dations for retesting are usually made without statisti-
cally estimation of the utility of retesting. Suggestions 
that samples be divided into multiple collection tubes, or 
that the test be repeated implies an expectation of in-
creased precision with repeated testing. Unfortunately, 
when the sources of error are not systematically esti-
mated, the usefulness of a particular retesting protocol is 
currently unknown. 
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ABSTRACT 

Processing of faces as stimuli is known to be associated with a conspicuous ERP component N170. Processing of fa-
miliar faces is found to be associated with an increased amplitude of the ERP components N250r and P300, including 
when a subject wishes to conceal face familiarity. Leaving facial images without high spatial frequency content by low 
pass spatial filtering does not eliminate face-perception signatures of ERP. Here, for the first time, we tested whether 
these facial-processing ERP-signatures can be recorded also when facial images are spatially quantized by pixelation, 
a procedure where in addition to impoverishment of face-specific information by spatial-frequency filtering a compet-
ing masking structure is generated by the square-shaped pixels. We found dependence of N170 expression on level of 
pixelation and P300 amplitudes dependent on familiarity with 21 pixels-per-face and 11 pixels-per-face images, but not 
with 6 pixels-per-face images. ERP signatures of facial information processing tolerate image degradation by spatial 
quantization down to about 11 pixels per face and this holds despite the subject’s wish to conceal his or her familiarity 
with some of the faces. 
 
Keywords: Face Recognition, Spatial Quantization, N170, P300, Deception 

1. Introduction 

The ability to identify and discriminate faces is a major 
research field in cognitive neuroscience, cognitive psy-
chology, artificial pattern recognition and forensic re-
search [1-12]. Advancement of knowledge in this area 
promises considerable developments and gains in tech-
nology, economy, security-state of society, etc. Among 
several urgent tasks, finding objective and reliable brain- 
process signatures of face recognition and familiar versus 
unfamiliar face discrimination can be especially empha-
sised. Inter alia, electroencephalographic (EEG) event 
related potentials (ERPs) based methods have shown 
their good applicability for the above-mentioned pur-
poses. EEG/ERP are a relatively cheap, non-invasive, 
well standardised and internationally quite widespread 
means to study brain-process signatures of processing 
meaningful object information, supported by an impres-
sive amount of documented psychophysiological facts 

and regularities from basic and applied research. 
In practical applications of face recognition research, 

many directions have emerged and many important re-
sults obtained. However, quite many unsolved or unex-
plored problems remain [2,11]. For example, it may be 
the case that the images of facial stimuli that are to be 
shown to perceiving subjects (e.g., in order to evaluate if 
the subject recognises a face or identifies a familiar face) 
are degraded due to some technical problems or imper-
fections. Often the available facial information is repre-
sented as a pixelized image with poor resolution. It is 
useful to know whether these stimuli can be nevertheless 
used as critical stimuli for testing and expertise and what 
is the scale of degradation tolerated by the automatic 
face-processing routines in the brain so that meaningful 
and actually sensitive ERP signatures of face recognition 
and/or face familiarity can be still registered and evalu-
ated. Up to now there is no face-identification ERP-re-
search using poor-quality pixelated images. 

The three ERP components registered from the human 
scalp that are strongly involved in face processing are 
N170, N250r, and P300 [13-18]. N170 is a quite robust 

*This study was supported by Estonian Ministry of Education and 
Research through Scientific Competency Council (targeted financing 
research theme SF0182717s06, “Mechanisms of Visual Attention”). 
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signature of facial image processing found in many stud-
ies and under a wide variety of facial stimuli, spectral 
contents of face-images and perceptual tasks [13,16,17, 
19-23]. It is a negative potential deflection appearing 
about 130-200 ms after presentation of a facial stimulus, 
peaking at about 170 ms. N170 can be best registered 
from the occipito-temporal, temporal and temporal-pa- 
rietal electrodes [15,19,24]. It appears that face familiar-
ity does not influence N170 [16,25,26]. N250r is a nega-
tive-polarity ERP component that has been related to 
image-independent representations of familiar faces aid-
ing person recognition [27]. P300 as a positive-polarity 
potential that appears about 300-500 ms after stimulus 
presentation is widely accepted as a signature of work-
ing-memory analysis involving categorical cognitive 
processing and comparisons, context updating, resource 
allocation and meaningfulness evaluation [28,29]. A va-
riety of P300 called P3b which is a signature of cate-
gorical, memory dependent processing is best expressed 
over parietal and temporal-parietal areas. Importantly, 
the amplitude of the late positive ERP components may 
be significantly increased when familiar, relevant or at-
tended stimuli (e.g., faces) as opposed to unfamiliar or 
nonrelevant stimuli are presented [18,30-33]. Because 
there are many brain sites that increase breadth and am-
plitude of activity in reponse to highly meaningful or 
attention-demanding faces as opposed to less significant 
faces [34] it is not unanimously agreed upon what are the 
exact brain sites maximally contributing to the increase 
in the brain responses to significant faces. Importantly, 
the increased brain response to more highly meaningful 
stimuli occurs even when a subject tries to conceal fa-
miliarity of a particular stimulus item that reliably has a 
capacity to lead to an enhanced response such as the 
P300 amplitude [33]. With familiar faces, P300 may be 
transformed so that a face-specific negative deflection, 
N400f precedes typical positivity at about 300-500 ms 
post stimulus [16]. As mentioned above, it is important to 
know whether and to what extent ERPs that are sensitive 
to faces and facial familiarity can be present when facial 
information is degraded. 

Some studies have manipulated facial stimulus-images 
by filtering out detailed (facial) information by spatial 
low-pass filtering and then measured subjects’ ERP re-
sponses [17,20,21,35]. It appears that if only coarse-scale 
face related spatial information is present, ERPs still dif-
ferentiate between faces and non-faces and/or between 
different categorization tasks, with coarse-scale informa-
tion sometimes leading to relatively better expressed 
N170 compared to fine-scale faces [20,21,35,36]. How-
ever, simple spatial filtering may bring in confounds be-
tween image spatial frequency components and lower 
level features such as luminance and contrast (see, e.g., 
[37,38] on how to circumvent these problems]. It is 

therefore important for new studies to use experimental 
controls over these factors (see our text below). 

In practice, security surveillance recordings also often 
produce facial images that are impoverished, degraded 
and/or distorted, which makes obstacles for high-quality 
and reliable evidence-gathering and eyewitness reports 
[2,11,31]. However, a typical degradation of such images 
involves not only and not so much spatial low-pass fil-
tering per se, but also often these images are spatially 
quantized (pixelized) so that in addition to the filtering 
out of higher spatial frequencies of image content (its 
fine detail), the mosaic-like structure of the squares pro-
duced by the image-processing algorithms that are used 
in producing pixelised images represents an additional 
image structure besides the authentic facial low-frequ- 
ency content [39-43]. This extra image content (squares 
with vertical and horizontal sharp edges and orthogonal 
corners; see, e.g., Figure 1) provides a competing struc-
ture for the perceptual systems of image feature extrac-
tion, figure-ground discrimination and visual-categorical 
interpretation. In a sense, this procedure, in addition to 
filtering out virtually all of the useful fine-scale informa-
tion does also something else – it adds also a newly 
formed masking structure. It is important to know 
whether brain systems of facial information processing 
can be immune to this kind of complication or not. 
Equally important, it would be useful to know whether 
spatial quantization could change an image in a way that 
different cues of diagnosticity become to be used, but the 
ERP signatures of face processing, by using these new 
cues, may show sensitivity to categorical facial differ-
ences (e.g., familiarity). Hypothetically, this may lead to 
increased categorical sensitivity of ERPs compared to the 
absence of this kind of sensitivity which has been the 
case when unquantized, but otherwise filtered face-im- 
ages have been used [16,25,26]. The existing research 
literature does not provide an answer to these questions. 

Most of the studies of spatially quantised image rec-
ognition have been strictly psychophysical – e.g., [39-42]. 
Up to our knowledge, the only psychophysiological 
study where spatially quantized images of faces were 
used was that by Ward [44], but because monkeys were 
used as perceivers and because only very coarse quan-
tized images with 8 pixels/face or less were used, her 
findings showing that discrimination between quantized 
face and nonface stimuli was not possible cannot be 
strongly generalized. 

Coincidentally, spatial manipulation by quantization is 
free of the methodological problem that accompanies the 
traditional standard spatial filtering where selectively 
filtering out certain frequencies may also lead to filtering 
out luminance and/or local contrast information to a dif-
ferent extent. Because spatial pixelation is based on cal-
culating average luminances within precisely defined 
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square-shaped areas of the original image, spatially quan- 
tized images do not bring in artifacts of unequal lumi-
nance filtering. 

Face-sensitive bioelectrical signatures of processing 
heavily rely on configural attributes of facial images, 
with three main types of configural cues involved [6]: 1) 
first-order relational processing allowing to specify a 
stimulus as a face as such, 2) holistic (Gestalt-) process-
ing leading to a mutually supportive, integrated structural 
set of features, 3) second-order relational processing that 
uses metric information about spacing of facial features 
and thus enables discrimination of individual faces. By 
spatially quantizing faces, and beginning from a rela-
tively coarse level of quantization, we eliminate local 
featural information and seriously disturb second-order 
configural processing, at the same time introducing rela-
tively less distortions into first-order and into holistic 
processing. If it would happen that intermediate level (or 
even coarse level) spatial quantization does not eliminate 
face-sensitive ERP signatures and maybe even does not 
eliminate EEG-sensitivity to the familiarity of faces, then 
we would show that coarse-scale configural information 
in the conditions where it is presented within the context 
of a competing and conflicting structural cues is proc-
essed to the extent that allows one to carry out instru-
mental procedures of detecting (familiar) face detection 
and discrimination with quantized images. 

The present study has two main aims. First, it is to test 
if spatially quantized images of faces can carry percep-
tual information sufficient for brain processes to dis-
criminate different classes of facial images and if the 
answer to this question is positive – to see what is the 
approximate spatial scale of pixelation coarseness that 
allows to carry this information. The second aim is to test 
whether spatially quantized facial images when they can 
help lead to ERP signatures of face discrimination enable 
to differentiate familiar face image processing and unfa-
miliar face image processing in the conditions where the 
perceiver tries to conceal his/her familiarity with some of 
the faces. We put forward three general hypotheses. 1. 
Spatially quantized images of faces as stimuli carry con-
figural information that can be used by brain processes to 
generate ERP signatures typical for facial image proc-
essing (e.g., N170) and can therefore lead to reliable ERP 
differences as a function of the scale of spatial quantiza-
tion. 2. Spatially quantized images of faces lead to ERP 
signatures that are sensitive to face familiarity (e.g., P300) 
despite that local featural information is filtered out, sec-
ond-order configural information is distorted and masked 
and despite that subjects try to conceal their familiarity 
with some of the stimuli faces. 3. There is a critical level 
of coarseness of spatial quantization beyond which ERP 
signatures of processing facial images do not anymore 
discriminate between familiar and unfamiliar faces. 

2. Methods 

2.1 Participants 

Six female subjects (age range 20-25 years) who were 
naïve about the research hypotheses of the present study 
participated. All had normal or corrected-to-normal vi-
sion. The subject sample was selected opportunistically 
from the pool of bachelor-level students of Tallinn Uni-
versity. 

2.2 Experimental Setup and Procedure  

Frontal images of human faces were used as the visual 
stimuli. Each subject was presented repeatedly with 6 
versions of the facial images of the 2 persons well famil-
iar to them and repeatedly with 30 versions of the facial 
images of 10 unfamiliar persons. The images subtended 
3.8° × 5.7°. All images were achromatic gray scale im-
ages. They varied between three levels of spatial quanti-
zation (pixelation by a mosaic transform): 8 × 8 screen- 
pixels (corresponding to about 21 pixels per face width 
within the image), 16 × 16 screen-pixels (about 11 pixels 
per face width), and 32 × 32 screen-pixels (about 6 pixels 
per face width (Figure 1). (The intermediate level quan-
tization value at 11 pixels/face which is an approximate 
equivalent of 5.5 cycles/face was chosen to be slightly 
lower than the 8 cycles/face spatial low-pass filtering 
used in [20,21] as a border value between high- and low 
spatial frequency filtered facial images.) The space-av-
erage luminances of all stimuli images were set equal at 
about 40 cd/m2. Stimuli were presented on EIZO Flex-
Scan T550 monitor (85 Hz refresh rate). 

Stimuli were presented on a computer monitor con-  
 

   
(a)                  (b)                  (c) 

Figure 1. Examples of stimuli: (a) pixel size 8 × 8 (approxi-
mately 21 pixels/face); (b) pixel size 16 × 16 (approximately 
11 pixels/face); (c) pixel size 32 × 32 (approximately 6 pix-
els/face). In (a), all three basic varieties of configural infor-
mation (first-order, holistic, second-order) are kept present; 
in (b), local featural information is filtered our, sec-
ond-order configural information is strongly distorted, but 
holistic information kept present; in (c), first-order con-
figural information is considerably degraded, holistic in-
formation is severely degraded, and second-order con-
figural information is maximally degraded if not elimi-
nated 
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trolled by a custom made VB program at a viewing dis-
tance equal to 150 cm. The program and computer regi-
men allowed necessary synchronization so that no split-
ting of facial images ocurred. Synchronized with face 
presentation, a trigger signal was sent to the EEG re-
cording system to mark the time each stimulus face was 
presented. All stimuli were presented in random order, 
each of them 10 times. (The fact that the probability of 
seeing a particular familiar face is different from the 
probability of seeing an unfamiliar face is acceptable 
because ERP signatures showing tuning to meaningful 
stimuli are not sensitive to the probability of a stimulus, 
but are sensitive to the probability of the stimulus class – 
[28].) Duration of the stimuli was set at 480 ms. There 
were 360 trials per subject. (As it is known that face- 
sensitive responses may decrease with stimuli repetition, 
our design can be acceptable provided that facial stimuli 
that have different significance and/or meaning for the 
subject are all similarly susceptible to this decrease. Re-
search based on fMRI and MEG methods has shown this 
to be the case – [45,46].) Subjects were instructed to 
“play a game”, meaning that they knew that experiment-
ers tried to use brain EEG-imaging to see whether they 
can catch if a familiar face was seen, but subjects had to 
conceal any possible signs of familiarity. Thus subjects 
were also forced to respond to each face by saying “un-
familiar”. The experiment was run in a double blind pro-
tocol so that experimenters who were standing by during 
the experiment did not know whether a familiar or unfa-
miliar face was shown at each particular trial. 

2.3 EEG Recording 

EEG was registered by the Nexstim eXimia equipment, 
with EEG signals’ sampling rate 1450 Hz. For registra-
tion of ERPs we used electrodes placed at Oz, O1, O2, 
P3, P4, T3, T4, TP7, and TP8 (international 10-10 sys-
tem), with common reference at the forehead; in addition, 
EOG was registered. 

2.4 Data Analysis 

For EEG data processing, Brain Vision Analyzer 1.05 
was used. For processing the raw EEG data for ERPs, a 
high-cutoff 30-Hz filter was used. To obtain ERPs, EEG 
signal was segmented according to 900 ms peristimulus 
epochs (from -200 ms pre-stimulus to +700 ms post- 
stimulus). Eye-movement artefacts were eliminated using 
Brain Vision Analyzer custom Gratton and Coles algo-
rithm. The EEG data for obtaining ERPs was pooled for 
selected regional electrodes and thus 3 conditional re-
gional ERPs were computed: O (pooled electrodes O1, 
O2, Oz), T (electrodes T3, T4), and TP (electrodes TP7, 
TP8, P3, P4). ERPs were baseline corrected (–100-0 ms). 
In the analysis, we concentrated on ERP components 
N170 and P300. 

2.5 Statistical Analysis 

ERP components’ mean amplitude data gathered from 
different subjects and different experimental conditions 
was subjected to ANOVA, with factors spatial quantiza-
tion (3 levels) and familiarity (2 levels). Main effects as 
well as interactions were tested for significance. 

3. Results 

There are no behavioral results to be reported separately 
from ERP results because subjects equally and system-
atically answered “No” to each of the presented quan-
tized faces and tried not to display any signs of possible 
familiarity with some of the faces. Figure 2 depicts 
grand average ERPs obtained from generalized regions O, 
T, and TP as a function of level of pixelation; ERPs are 
shown separately for unfamiliar faces (ERP functions on 
the left) and for familiar faces (ERP functions on the 
right). As seen from Figure 2, distinct ERP components 
P100, N170 and P300 are produced for quantized faces 
as the visual stimuli. 

3.1 N170 Amplitude 

ERPs from all recording sites showed distinctive N170 in 
responses to faces. However, there were only few statis-
tically significant effects involving our experimental 
factors. Measured from the occipital electrodes, the effect 
of level of pixelation proved to be significant [F(2, 34) = 
6.674, P = 0.014]. The coarsest quantized facial images 
(6 pixels/face) were associated with the lowest N170 
amplitude. The intermediate level quantized facial im-
ages (11 pixels/face) were associated with at least as 
hight N170 amplitude as the finest level quantized facial 
images (21 pixels/face). Brain systems that process facial 
information and participate in occipital N170 generation 
tolerate spatial quantization of facial images up to about 
11 pixels per face (along the horizontal dimension). 
Measured from the temporal-parietal electrodes, the ef-
fect of level of pixelation on N170 was highly significant 
[F(2, 46) = 7.12, P = 0.006], showing that intermediate 
and fine quantized facial images are associated with lar-
ger N170 amplitude than coarse quantized images. Inter-
estingly, there was a highly significant interaction be-
tween level of quantization and familiarity [F(2, 46) = 
7.105, P = 0.004]. With unfamiliar faces the intermedi-
ate-level quantized images lead to highest N170 ampli-
tude while with familiar faces this trend was reversed. 
The effect of familiarity depends on pixelation level and 
cannot be considered as a simple additive effect. (When 
measured from the temporal electrodes, there were no 
significant main effects of pixelation or familiarity on 
N170 or significant interaction effects. For level of pixe-
lation, F(2, 22) = 2.895; for familiarity, F(1, 11) = 0.87, P 
= 0.371; interaction F(2, 22) = 1.274, P = 0.298.    
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Figure 2. Grand average ERPs registered from occipital, temporal and temporal-parietal pooled electrodes (negativity up). 
Distinct P100, N170 and P300 can be seen. Left column – unfamiliar; right column – familiar. For 21 pixels/face images con-
dition ERPs drawn in black; for 11 pixels/face ERPs in red; for 6 pixels/face ERPs in green    
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3.2 P300 Amplitude 

As measured from occipital electrodes, the effect of pix-
elation level on P300 amplitude was highly significant 
[F(2, 34) = 10.644, P = 0.002] while the effect of famili- 
arity was expressed as a trend [F(1, 17) = 3.871, P = 
0.066]. Familiar faces lead to higher P300 amplitude. 
There was a highly significant interaction between level 
of pixelation and familiarity [F(2, 46) = 10.366, P < 
0.001. With familiar faces, the finest level of pixelation 
lead to P300 amplitude that was distinctly larger than 
amplitudes for intermediate level and coarse level quan-
tized images; with unfamiliar faces the finest scale and 
intermediate scale quantized images lead to relatively 
similar amplitudes of P300 whereas the P300 amplitude 
value stood apart from the other two quantization levels. 
As measured from temporal-parietal electrodes, the ef-
fects were significant or highly significant: level of pixe-
lation [F(2, 46) = 6.687, P = 0.006], familiarity [F(1, 23) 
= 6.923, P < 0.15], interaction between pixelation and 
familiarity [F(2, 46) = 10.366, P < 0.001]. All three lev-
els of pixelation lead to mutually distinctive amplitudes 
of P300, with the value of amplitude being the largest, 
the less coarse the pixelation, but this effect was ex-
pressed only with familiar faces. The P300 amplitude had 
a comparable magnitude for all levels of pixelation with 
unfamiliar faces (see also Figure 2). As measured from 
temporal electrodes, no significant effects of any of the 
factors, nor significant interaction, were found (for pixe-
lation, F(2, 22) = 0.199, P = 0.773; for familiarity, F(1, 
11) = 1.789, P = 0.208; interaction, F(2, 22) = 1.641, P = 
0.218). 

4. Discussion 

Our results support our hypotheses: 1) Spatially quan-
tized images of faces do carry configural information 
which is used by brain processes to generate ERP signa-
tures typical for facial image processing (e.g., N170). 
The coarseness range of spatial quantization capable of 
communicating facial configuration includes 11 pix-
els/face images (an equivalent of 5.5 cycles/face) or finer. 
2) Spatially quantised images of faces lead to ERP sig-
natures that are sensitive to face familiarity (e.g., P300); 
this is despite that local featural information is filtered 
out, second-order configural information is distorted and 
that subjects try to conceal their familiarity with some of 
the stimuli-faces. However, the familiarity effect is relia-
bly expressed when measured from the temporal-parietal 
electrode locations, but could not be easily obtained from 
the occipital and temporal electrodes. 3) There is a criti-
cal level of coarseness of spatial quantization beyond 
which ERP signatures of processing facial images do not 
anymore discriminate between familiar and unfamiliar 
faces. The familiarity effect does not tolerate coarseness 

of quantization set at less than 11 pixels/face. 
If the square-shaped pixel size in our images was 8 × 8 

screen-pixels, this amounted to about 21 pixels per face 
quantization (an equivalent of about 10.5 cycles/face). 
With this level of image detail, all three basic varieties of 
configural information (first-order, holistic, second-order 
– [6]) are kept present. (See also Figure 1.) If the pixel 
size was 16 × 16 screen pixels, this corresponded to 
about 11 pixels per face quantization (roughly 5.5 cy-
cles/face). According to our evaluation, this is sufficient 
in order to filter out local featural information, appropri-
ate for strong distortion of second-order configural in-
formation, but allowing holistic information to remain 
present in the image. If pixel size of 32 × 32 screen pix-
els was used, a quantized face image with about 6 pixels 
per face was created (roughly 3 cycles/face). In that case, 
first-order configural information is considerably de-
graded, holistic information is severely degraded, and 
second-order configural information is maximally de-
graded if not eliminated. Because familiarity effects were 
obtained with 21- and 11- pixels-per-face images and not 
with 6- pixels-per-face images and because there was an 
interaction between ERP P300 amplitudes and familiarity, 
we can conclude that facial familiarity information was 
carried primarily by second-order configural cues. 
Whereas it is likely that a face is categorized as belong-
ing to the class of familiar faces only after the cues that 
allow face individuation had been discriminated, the de-
pendence of the familiarity effect on second-order con-
figural processing is a viable theoretical conclusion. On 
the other hand, the absence of main effects of familiarity 
on N170 together with the sensitivity of N170 to the 
change of spatial quantization between 11 pixels/face and 
6 pixels/face levels altogether indicate that this ERP- 
component is especially sensitive to the first-order con-
figural cues. Some other works have supported both of 
these ideas [6,16,25]. 

It has been usually accepted that N170 is insensitive to 
face familiarity [16,25,26]. Our results are consistent 
with this in general terms. One minor exception to this 
rule can be noticed when we remember that there was a 
significant interaction between familiarity and pixelation 
level with temporal-parietal electrodes. Unfamiliar faces 
produced expected effects, showing higher N170 ampli-
tude with systematically finer facial stimuli. This can be 
explained as better detection of facial first-order con-
figural cues and also holistic templates when image de-
tail gets finer and the competing structure of the 
square-shaped pixels’ mosaic gradually loses its distract-
ing power. However, with familiar faces the finest quan-
tization did not lead to a highest N170 peak amplitude. 
One possible explanation could assume that 11 pix-
els/face and 21 pixels/face quantization levels in case of 
familiar faces are equally efficient for individual face 
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recognition because of equal ease with which first-order 
facial configural representations are activated. This may 
be a result of formation of some habitual, automatic link 
between second-order featural configuration representa-
tion and first-order facial templates. This speculation 
should be tested in specific experiments in future. 

Somewhat surprisingly, the finest level of quantization 
when applied to familiar faces lead to highest P300 am-
plitude also as measured from the occipital electrodes 
(with unfamiliar faces, the finest and the intermediate 
level quantization yielded equal P300 amplitudes). Al-
though the cortical site of this effect was surprising, the 
direction of the effect supported the conclusion about 
second-order and featural information being the basis of 
familiarity effects. Fine quantization level allows visual 
system to recognize a familiar face with high certainty, 
which in turn can capture attentional processes to a 
stronger degree. Indeed, as shown by [30], focusing at-
tention on certain facial cues enhances the P300 ampli-
tude. 

Our design presupposed repetitive presentation of fa-
miliar and unfamiliar faces, appearing in random order 
and varying in the low-level attributes which was caused 
by the varying levels of quantization. This means at least 
two things. First, while sometimes familiar faces ap-
peared successively, but even in the more often occurring 
cases they appeared after a few unfamiliar faces had in-
tervened. Thus, this design may be appropriate for find-
ing a certain definite signature of face processing that 
seems to be sensitive to face familiarity of successively 
presented faces and that presupposes parietal involve-
ment -- the N400f [16]. Yet, our statistical analyses did 
not succeed in disentangling this component as a statisti-
cally significant one (see also Figure 2). Secondly, be-
cause in our experiment the same original faces, when 
quantized at varying levels, were depicted as different 
low-level images, they should have enabled generation of 
ERP components that are sensitive to invariant face rec-
ognition with varying low-level attributes of the corre-
sponding facial images. Because familiarity presupposes 
recognition (in addition to detection) and because some 
of the ERP signatures that are specific to individual face 
processing are image-independent (in terms of image 
low-level characteristics) and explicable when no more 
than only a few items intervene, we should be able to 
observe such signatures in our ERPs also. The ERP 
component N250r is known to satisfy the above criteria 
[18,27]. Unfortunately, our statistical analyses did not 
succeed in finding any reliable effects of N250r. On the 
other hand, if we observe Figure 3 where ERPs with 
strong parietal and temporal involvement are depicted, 
we see that familiar face perception is associated with a 
visibly stronger negativity between 200 ms and 350 ms 
post-stimulus (and only with fine and intermediate scale 

pixelation, but not with coarse quantized images). Hope-
fully, subsequent studies when especially targeted on this 
observation could produce reliable statistical effects. 
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Figure 3. ERPs recorded from TP7, depicted for fine-scale 
quantization; (a) intermediate level quantization; (b) and 
coarse-scale quantization; (c) conditions. Familiar faces – 
ERPs in black; unfamiliar faces – ERPs in red. With (a) 
and (b), familiar faces lead to some N250f-like ERP deflec-
tions 
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The ERPs that discriminated between familiar and un-
familiar faces were found with face-image pixelation at 
11 pixels/face and above, but not with 6 pixels/face im-
ages. This specific value of difference when it sets the 
images with above 10 pixels/face quantization apart from 
the rest approximately corresponds to the critical pixela-
tion values found in behavioural studies of face identifi-
cation [39,40]. This may mean that processing familiar 
facial information from the spatially quantized images 
requires that subjects can explicitly discriminate these 
quantised images in terms of their facial identity. On the 
other hand, when gathering introspective reports from the 
subjects after they completed the experiment, it appeared 
that some of the actually familiar faces, when quantized 
at the intermediate level were not recognized as familiar. 
It should be important to carry out further studies in or-
der to ascertain if ERPs could reflect face familiarity 
even with explicitly unrecognized facial images. In addi-
tion to theoretical significance of this question it may be 
valuable to solve it also for applied purposes. For exam-
ple, a need may emerge to test whether a person is famil-
iar with some individuals whose low-quality photographs 
are available and where, therefore, this person has no 
explicit awareness of what is depicted in the picture. An-
other applied aspect related to our results is even simpler: 
we have shown that spatially quantized (pixelated) im-
ages can be used for registration and analysis of face- 
sensitive ERPs. This in itself is encouraging. 

5. Conclusions 

As was stated in the introductory part, spatial quantiza-
tion is an image transform with effects ranging beyond 
simple spatial-frequency filtering. The structure of the 
square-shaped pixels with their square-corners, square- 
edges and formal aspects of the mosaic of square-shapes 
provides a visual structure that 1) masks facial configural 
cues and 2) sets visual system at the competing demands 
of image interpretation – a face versus a mosaic. In these 
circumstances there are no strong a priori foundations to 
expect an inevitable capability of the visual processing 
system to extract face-specific information sufficient for 
generation of known face-specific and/or face-sensitive 
ERP signatures on the face of the pixelised masking 
structure. Our study showed that spatial quantization 
does not make an obstacle for the emergence of ERP- 
signs of facial processing, including the ones sensitive to 
face familiarity. However, this sensitivity has its limits so 
that with pixelation coarseness approaching 6 pixels per 
face, familiarity effects on ERP disappear. 
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ABSTRACT 

Behavioral observations combined with electrochemical analysis have been performed in Wistar or Sprague-Dawley 
CD rats in the attempt to clarify earlier controversial behavioral reports. In particular, these rats were submitted to 
FST and to repeated Forced Swimming (rFS, during 4 days). In parallel, voltammetric in vivo analysis of serotonin 
(5-HT) levels in platelet-rich plasma (PRP) collected daily from these animals was also performed as it is known that 
peripheral 5-HT levels monitored in rat PRP mirror cerebral 5-HT contents. Thus, combined behavioral-voltammetric 
studies allow deducing changes of central 5-HT levels that could be correlated to FST or rFS, with the advantage of 
non invasive analysis of central neurotransmitter activities in intact behaving animals. In particular, combined behav-
ioral-voltammetric results suggest that “behavioral despair” is the process interesting Wistar rats when submitted to 
FST or rFS while “learning to be immobile” is the process involving Sprague-Dawley CD rats. 
 
Keywords: Rat Strains, Behavior, Electrochemistry, Fluoxetine, Serotonin, Platelets 

1. Introduction 

Many studies employing the forced swimming test (FST) 
which is a behavioral test that predicts the clinical effi-
cacy of many types of antidepressant drugs [1] have been 
done using Sprague-Dawley CD rats. A minor number of 
such experiments have been done in Wistar rats. In the 
Sprague-Dawley CD strain of rodents submitted to FST 
in 15 cm water depth [2-5] or 30 cm water depth [6-10] 
an antidepressant drug such as the selective serotonin 
reuptake inhibitor (SSRI) fluoxetine produced dose-de-
pendent reduction of immobility at doses ranged between 
5 or 80 mg/kg. 

An antidepressant drug such as the selective serotonin 
reuptake inhibitor (SSRI) fluoxetine at doses ranged be-
tween 5 or 80 mg/kg produced dose-dependent reduction 
of immobility in Sprague-Dawley CD rats submitted to 
FST performed in 15 cm water depth [2-5] or in 30 cm 
water depth [6-10]. In contrast, treatment with fluoxetine 
increased immobility in Wistar rats tested in deep water 

(30 cm) [11,12] while a decrease or no modification of 
immobility was monitored when FST was performed in 
15 cm water depth [13,14]. Thus, following treatment 
with fluoxetine, differences in immobility behavior be-
tween these two strains of rodents appear when tested in 
lower water (15 cm) and become evident when tested in 
deeper water (30 cm). Again, in Sprague-Dawley CD rats 
peripheral fluoxetine (from 5 to 20 mg/kg) significantly 
and dose-dependently increased swimming behavior [6,7, 
11] while in Wistar rats only the highest dose of fluoxet-
ine did so [11]. Conversely, fluoxetine did not alter 
climbing at any dose tested (5-80 mg/kg) in any of the 
two rat species [4,6,8-11]. 

It is known that the swimming behavior is closely re-
lated to the activity of cerebral 5-HT [4,6]. Thus, one can 
propose that the different sensitivity to fluoxetine behav-
iorally displayed by the two strains may be related to 
dissimilarity within their serotonergic system. 

The current study has been undertaken to analyse this 
hypothesis. Sprague-Dawley and Wistar rats have been 
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submitted to FST in deep water (30 cm) after intraperi-
toneal treatment with saline (vehicle) or with fluoxetine 
20 mg/kg as this appears to be the dose significantly af-
fecting the swimming behavior within both types of ro-
dents [11]. Deep water has been selected as in such con-
ditions rats cannot support themselves by touching the 
ground and they are obliged to swim and/or climb more 
actively [4,6]. Furthermore, the duration of the swim-
ming test was prolonged up to a total of 4 days [15]. This 
has been done since previous reports have observed de-
velopment of habituation in Wistar rats submitted to re-
peated FST [16-18] and that pharmacological blockade 
of serotonergic activity enhances learning and memory 
skills [19,20]. Those reports were followed by other 
studies with the subsequent suggestion that the process 
involved in FST could be “learning to be immobile” 
[21,22] more than “behavioral despair” [1,3,4]. In the 
present work, application of rFS to Sprague-Dawley and 
Wistar rats together with electrochemical analysis of in 
vivo serotonergic activities would investigate this hy-
pothesis. In particular, voltammetric measurements of 
5-HT have been performed in PRP obtained from blood 
collected from the tail vein of naive or “treated” con-
scious Sprague-Dawley or Wistar rats, daily. 

Many clues in the literature suggest that “peripheral” 
5-HT monitored in PRP is directly related to the levels of 
cerebral 5-HT [23-27]. The feasibility of selective moni-
toring of 5-HT by means of voltammetry together with 
specifically treated carbon fibre micro-electrodes (mCFE) 
has been demonstrated either in brain as well as in blood 
[28-32]. Furthermore, we have demonstrated that periph-
eral 5-HT levels monitored by means of differential pulse 
voltammetry (DPV) together with mCFE in rat PRP 
mirror cerebral 5-HT contents [28]. Therefore, in the 
present work, this electrochemical methodology has been 
applied to analyze daily the influence of behavioral- 
pharmacological tests upon in vivo serotonergic levels in 
the PRP of conscious rats. Substantially, monitoring “pe-
ripheral” 5-HT in PRP in alternative to the analysis of 
cerebral 5-HT avoids submitting the rats to: 1) Surgery 
performed under major reversible anesthesia i.e. chloral 
hydrate [33,34] for implantation of the mCFE within the 
brain; 2) Daily substitution of the exhausted mCFE, per-
formed under halotane anesthesia, when central 5-HT is 
monitored chronically [35]. 

2. Material and Methods 

2.1 Animals 

Male Sprague-Dawley CD rats and male Wistar rats 
(200-250g) were supplied by Charles-River (Italy) and 
were kept in temperature- and humidity-controlled rooms 
(22°C, 50%) with lights on from 0700 to 1900 hours with 
water and food available ad libitum. All procedures were 

carried out in accordance with the Italian law (Legisla-
tive Decree no.116, 27 January 1992), which acknowl-
edges the European Directive 86/609/EEC, and were 
fully compliant with GlaxoSmithKline policy on the care 
and use of laboratory animal and codes of practice. Fur-
thermore, all efforts were made to minimize the number 
of animals used and their suffering. 

2.2 Behaviour Studies 

Rats were exposed to FST according to Porsolt et al. [1] 
except that the water was deeper so that rats cannot mod-
ify the effects of the forced swim by developing behav-
ioral adaptations, such as when they touch the bottom or 
sides of the tank. Briefly, the animals were placed indi-
vidually into a cylinder glass tank [40 cm height; 20 cm 
diameter] containing water 30 cm deep and at 23-25°C 
according to Detke et al. [6] and Detke & Lucki [4]. Two 
swim sessions were conducted i.e. a 15-min pre-test fol-
lowed 24 h later by a 5-min test. 

Separate groups of rats received intraperitoneally ei-
ther saline (Sprague-Dawley CD rats n = 5; Wistar rats n 
= 5) or fluoxetine 20 mg/kg (Sprague-Dawley CD rats n 
= 6; Wistar rats n = 6) in a volume of 2 ml/kg. Each 
treatment was administered 23 h, 5 h and 1 h prior to the 
test as described earlier [4,6]. The 20 mg/kg dose of 
fluoxetine was also chosen because it has been demon-
strated that in some animal models of anxiety, acute 
fluoxetine treatment may elicit a bell-shaped dose-re- 
sponse curve with a maximum effect at 20 mg/kg [36]. 

Other 5 Sprague-Dawley rats and 5 Wistar rats were 
exposed to a modified FST on four consecutive days. 
The modified test was called rFS as described earlier 
[15-17]. On the first day of rFS, rats swam for 15 min. 
subsequently they were removed from the water tank and 
dried under warm air. Other three swimming sessions of 
5 min each were then conducted (spaced 24 h apart) on 
the following three days. 

A time-sampling method was used as described pre-
viously [6] in order to score several behaviors during a 
single viewing. This method has been selected as it has 
shown to be reliable and valid for detecting the effect of 
different antidepressant drugs. In particular, immobility, 
swimming and climbing was monitored in 5-sec period. 
Briefly, immobility was scored when the animal was 
making the minimum movements necessary to keep its 
head above water and stay afloat. Swimming was scored 
when the animal actively swam around the tank, making 
movements greater than that necessary to stay afloat. 
Climbing was scored when the animal made vigorous 
thrashing movements with its forepaws in and out of wa-
ter. It was usually directed against the wall of the tank. 
All the watching and scoring were performed by the 
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same observer within the behavior tests. 

2.3 Voltammetric Studies 

Immediately after each forced swimming session, each 
rat was submitted to short (approximately 20 sec), light 
halotane anesthesia so that blood can be collected from 
tail vein (approximately 1ml/daily). The blood was cen-
trifuged 15 min at 200xg at room temperature to obtain 
plasma rich-platelets (PRP) as described previously [37]. 
Successively, PRP was aspirated and re-suspended in 
PBS pH 7.4. Then, mCFE coated with Nafion (Nafion- 
mCFE) in order to selectively monitor serotonin [29,31, 
38-41] were used in association with DPV to measure 
5-HT content within PRP. More precisely, the mCFE and 
the other two electrodes needed to apply DPV: the auxil-
iary and the reference electrode [30,42] were inserted in 
200µl PRP obtained either from rats undergoing the be-
havioral test (rFS) or from naïve, control rats. 

In order to verify the chemical nature of the DPV sig-
nal monitored in PRP as corresponding to the oxidation 
of 5-HT, the following experiments have been per-
formed: 

1) Addition of standard serotonin solution to PRP 
preparation; 

2) Incubation during 10 min at room temperature in 
three KCl solutions (150 µM, 15 mM or 150 mM, re-
spectively). 

3) Incubation during 10 min at room temperature in 
three EGTA solutions (3, 10, or 30 mM, respectively). 

2.4 Data Analyses 

All data were averaged and were expressed in percent of: 
1) The averaged control 5-HT basal levels in the volt-

ammetric analysis; 
2) The averaged count of immobility behavior in vehi-

cle treated rats in the FST study; 
3) The averaged count of different behaviors of day 1 

in the rFS study, respectively. However, the statistics 
were calculated from the raw data using repeated meas-
ures analysis of variance (two ways ANOVA) with 
STATISTICA software version 6.0. In the case of statis-
tically significant differences between mean values pro-
duced by drug treatments versus controls (vehicle treat-
ment) main factor Dunnet post-hoc test was applied. Sta-
tistical significance was set at p < 0.05. 

3. Results 

3.1 Analysis of 5-HT Signal in PRP 

The use of Nafion-mCFE has permitted the selective 
analysis of 5-HT oxidation signal in PRP. This has been 
at first demonstrated by the good linearity in current lev-
els monitored when progressive concentrations of ex-

ogenous serotonin were added to PRP. It was also sup-
ported by the absence of electrical response following the 
addition of possible interfering substances that can oxi-
dize at the specific oxidation potential of 5-HT such as 
uric acid and 5-OH-indoleacetic acid [43-45] (data not 
shown). It appeared that basal levels of 5-HT in the PRP 
of Wistar and Sprague-Dawley CD rats were similar: 
approximately 0.27 ± 0.05nA and 0.22 ± 0.06nA, respec-
tively. In addition, in both strains, the 5-HT signal moni-
tored in PRP was progressively increased in the three 
KCl solutions, whilst it was reduced in a dose-dependent 
manner until disappearance in the three EGTA solutions 
(see Figure 1). 

3.2 FST and Fluoxetine 

When submitted to modified FST, significantly larger 
counts of immobility were monitored in the pre-test day 
and test day for Wistar rats versus Sprague-Dawley rats, 
i.e. 37.5 and 47.0 counts versus 25.3 and 38.7 counts, 
respectively. 

 

 
 

 
 

Figure 1. DPV analysis of 5-HT levels monitored with 
Nafion-mCFE in PRP incubated in KCl (TOP, n = 4 sam-
ples each concentration) or in EGTA (BOTTOM, n = 4 
samples each concentration) during 10 min at room tem-
perature. Data are expressed as percent of control values 
obtained in PRP maintained in PBS during 10 min at room 
temperature. (n = 4 samples). Mean ± sem, * p < 0.05 
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Furthermore, in male Wistar rats pre-treated with 
fluoxetine (20 mg/kg i.p.), behavioral observations indi-
cated a significant increase of immobility up to 156.3% 
of control when submitted to FST in deeper water (30 
cm). In contrast, male Sprague-Dawley CD rats treated 
with fluoxetine (20 mg/kg i.p.) and then submitted to 
FST did show a significant decrease of the immobility 
behavior to 79.4% of control (Figure 2). The two ways 
ANOVA test revealed significant effect of strain and 
treatment versus strain interaction (see Table 1). 
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Figure 2. Effect of acute treatment with fluoxetine (■ 20 mg/kg 
i.p.) on immobility behavior in Wistar rats or Sprague- 
Dawley CD (SD) rats (n = 6 each strain) submitted to FST. 
Data are expressed as % of control values obtained in vehi-
cle treated rats (□ saline, 2 ml/kg i.p., n = 5). Mean ± sem, * 
p < 0.05 
 

Table 1. Results of the two ways ANOVA test 

 Factor F-value p-value

FST & Fluoxetine    

Immobility Treatment 1.02 0.32 

 Strain 5.40 0.033 

 Treatment vs. strain 18.8 0.0004

rFS    

Immobility Treatment 9.83 0.0001

 Strain 26.5 0.0001

 Treatment vs. strain 0.11 0.95 

Climbing Treatment 2.41 0.085 

 Strain 31.5 0.0001

 Treatment vs. strain 1.91 0.15 

Swimming Treatment 15.24 0.0001

 Strain 9.46 0.0043

 Treatment vs. strain 1.11 0.36 

Voltammetry after 
rFS 

   

5-HT levels in PRP Treatment 15.38 0.0001

 Strain 7.06 0.012 

 Treatment vs. strain 3.62 0.024 

3.3 rFS 

rFS has been performed during four days, including the 
first day pre-test. The counts of the three types of behav-
ior analyzed (immobility, climbing, swimming) were 
taken in the first 5 min of the pre-test day and in the 5 
min test of the successive three days. They revealed a 
similar trend of immobility in the two strains of rats; in 
particular Wistar rats displayed significantly (p < 0.05) 
greater rate of immobility than Sprague-Dawley CD rats: 
approx. 46.8 counts versus 38.2 counts, respectively 
(Figure 3). On the other hand, the two active behaviors 
climbing and swimming displayed different patterns in 
the two species of rats: 

1) In Wistar rats, a significant decrease (p < 0.05) of 
the counts of climbing behavior was observed on the 
second day only; in the third and the fourth day the 
counts were similar to those of first day (Figure 3);  

2) In Sprague-Dawley rats climbing behavior de-
creased significantly the third and fourth day (17.6  
counts) versus the first day (26.2 counts) (Figure 3). 
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Figure 3. Counts of immobility, climbing and swimming 
behaviors sampled every 5 sec during the first 5 min of 
pre-test day (day 1) and during the 5 min of the rFS (days 
2-4) estimated in Wistar rats (TOP) or Sprague-Dawley CD 
(SD) rats (BOTTOM) (n = 5 each strain). Mean ± sem, * p < 
0.05 
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Data obtained evaluating swimming in Wistar rats 
showed a rapid significant decrease of this behavior that 
was virtually disappeared during the third and fourth day 
of rFS. In Sprague-Dawley rats swimming behavior pre-
sented a significant decrease at the second day versus the 
first day, but at the third and fourth day of rFS the 
swimming behavior returned to values not significantly 
different from those of the first day (Figure 3). The re-
sults of the two ways ANOVA test revealed significant 
main effects of treatment and strain in all behaviors apart 
from climbing where p value for treatment was 0.08 
(Table 1). 

3.4 Voltammetry after rFS 

In both strains, 5-HT levels were electrochemically 
monitored within 200 µl of PRP, daily. 

The voltammetric results obtained in Wistar rats 
showed the 5-HT levels monitored in PRP decreased 
progressively; the third day of rFS they were signifi-
cantly reduced to 71% of control values recorded in PRP 
of naïve rats. In contrast, in Sprague-Dawley rats, 
PRP-5-HT levels showed a significant increase at the 
first day of rFS while returning to values similar to those 
of control naïve rats the second and third day of the ex-
periment (Figure 4). The results of the two ways 
ANOVA test revealed significant main effects of strain, 
treatment and strain by treatment interaction (see Table 
1). In addition, significant correlation between swimming 
scores and 5-HT levels in PRP of the Wistar rats only has 
been determined: r = 0.53, p = 0.015. 

4. Discussion 

FST is described in the literature as a “behavioral de-
spair” test [1,3,4] as it produces a change in behavior i.e. 
an immobile posture that is considered “a key symptom 
of the depressive state, namely that of despair or help-
lessness” [3]. On the other hand it has been also sug-
gested that the resulting behavior following FST could be 
due to the possibility that “the subject learns to be immo-
bile” in the first session, being the second one a “retention 
test” (learned immobility hypothesis) [18,21,22]. Fur-
thermore, it is described that Wistar rats display less mo-
bility than Sprague-Dawley CD rats when submitted to 
FST [11]. From these data one could hypothesize either 
that: 

1) Wistar rats are more sensitive to stress than Spra-
gue-Dawley CD rats and so their greater immobility 
could be correlated to a “behavioral despair”; 
or that: 

2) Wistar rats display a greater memory and learning 
skills than Sprague-Dawley CD rats. 

Therefore, in this study the hypothesis that the process 
involved in the FST could be “learning to be immobile” 
more than “behavioral despair” has been investigated in 

Wistar rats and in Sprague-Dawley CD rats. Putative 
differences in behavior during FST or rFS (4 days) and 
the effect(s) of fluoxetine (SSRI) upon responses to FST 
were analyzed in these two strains. 

At first we have confirmed data from the literature 
showing larger counts of immobility in Wistar rats versus 
Sprague-Dawley CD rats when submitted to FST (see 
Figure 3). Successively, a modified version of FST, so 
called rFS [15-17] has been applied so that putative dif-
ferences in behavioral responses between Sprague-Daw- 
ley CD rats and Wistar rats could be evaluated.  

Data show a significant increase of immobility in both 
strains within the second day of the rFS test and continu-
ing the third and the fourth day of rFS in both types of 
rats (see Figure 3). Because of the numerous factors in-
fluencing the FST test, it has been suggested that the time 
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Figure 4. Influence of rFS upon DPVoltammetric 5-HT 
levels monitored in PRP prepared from blood collected 
daily at the end of each FS session from tail vein of Wistar 
(n = 5) or Sprague-Dawley CD (n = 5) rats. Data are ex-
pressed as percent of control values obtained by measuring 
5-HT levels in PRP prepared from blood of five naïve rats. 
Mean ± sem, * p < 0.05 
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of immobility on the second day of rFS might be consid-
ered a nonspecific parameter referred to as “learning to 
be immobile” rather than “behavioral despair” [21]. The 
present data also show that treatment with fluoxetine 
actually increases immobility as well. Since fluoxetine is 
a compound that inhibits serotonin reuptake, thus making 
it more available at its receptors, this result could appears 
like a contradiction, however in the Porsolt’ test the 
SSRIs have been found to be ineffective or even pro-
longing the time of immobility [6,46]. Similarly, while in 
the literature, the results concerning the ineffectiveness 
of the SSRIs in rats are still controversial, it has been 
constantly reported that the SSRIs extend the time of 
immobility in mice [46]. It is also well known that acute 
treatment with SSRIs may produce anxiogenic-like ef-
fects in humans [47] as well as in animals [48]. Further-
more, Borsini et al. [49] have indirectly illustrated that 
the emotional state of an animal might be important for 
the outcome of the test. Accordingly, our data show that 
Wistar rats display greater immobility and that is in 
agreement to the reported observation that such an inbred 
rat strain is inclined to higher behavioral and physiologi-
cal responses to stress across a variety of situations in 
comparison to other strains [15]. This would also explain 
the significant decrease of swimming mainly observable 
in Wistar rats. 

4.1 Voltammetry in PRP 

Concomitant in vivo DPVoltammetric analysis per-
formed accordingly with Zen et al. [32] has shown that 
the signal monitored with Nafion-mCFE in PRP at the 
oxidation potential of 5-HT was selectively sensitive to 
addition of exogenous 5-HT (data not shown). Further-
more, experiments performed in PRP accordingly with 
Barja-Fidalgo et al. [50] have shown that incubation in 
KCl stimulates increase of the 5-HT related DPV signal. 
Finally, accordingly with Lyons and Shaw [51] treatment 
of PRP with the calcium-chelating agent EGTA has 
demonstrated a dose dependent reduction of the 5-HT 
related signal (see Figure 1). Thus, these DPVoltammet-
ric data support the chemical nature of the signal moni-
tored in PRP as corresponding to the oxidation of basal, 
endogenous 5-HT level in PRP. Successively, DPV 
measurements performed during the behavioral tests 
showed that 5-HT level in PRP decreased progressively 
in Wistar rats submitted to rFS, while they increased at 
day 1 of rFS in Sprague-Dawley rats and returned to 
control levels the next days. The fact that “peripheral” 
5-HT levels [in PRP] mirror central 5-HT levels has been 
already documented [23-27]. Therefore the present data 
on 5-HT level in PRP of Wistar rats taken together with 
the observation that pharmacological blockade of sero-
tonergic activity enhance learning and memory skills 
[19,20] may suggest that the increased immobility fol-

lowing rFS monitored in Wistar rats could be due to 
“learning to be immobile” more than “behavioral de-
spair”. Thus, the concomitant decrease of 5-HT levels 
monitored in PRP and considered as peripheral marker of 
modifications of central 5-HT system may be correlated 
to the enhancement of learning skill; i.e. it could lead 
Wistar rats to develop habituation to be immobile when 
submitted to rFS. Conversely, other authors have re-
ported that serotonin receptor agonists deteriorate such 
skills [52,53], therefore the hypothesis proposed above is 
still matter of discussion. When related to the same ob-
servation reported above [19,20] the significant increase 
of 5-HT level in PRP of Sprague-Dawley CD rats leads 
one to consider that in this strain of rats the significant 
increase of immobility following rFS could be unrelated 
to “learning to be immobile” but may be interpreted in 
the light of a “behavioral despair” hypothesis. However, 
this conclusion is in disaccord with the finding that (diet) 
tryptophan restriction, and therefore brain serotonin re-
duction, could impair normal cholinergic activity in some 
brain areas such as the hippocampus and the cerebral 
cortex that are involved in learning and memory proc-
esses [54]. These observations lead to the comment that 
work remains to be done to further elucidate the con-
trasting data present in literature on this matter. De-
creased levels of central 5-HT has been recently reported 
in Wistar rats submitted to rFS [55]. Our voltammetric 
data on 5-HT levels monitored in PRP of Wistar rats 
match these recent findings which therefore support the 
proposal that peripheral 5-HT levels monitored by means 
of DPV together with mCFE in rat PRP mirror cerebral 
5-HT contents. 

Furthermore and on the basis of the 5-HT hypothesis 
of depression suggesting a relationship between vulner-
ability to this illness and a deficit in the brain serotoner-
gic activity [56] the depletion of 5-HT caused by forced 
swimming may be one of the reasons for the develop-
ment of depressive-like behavior in Wistar rats. 

On the other hand, the observation of an increased 
level of 5-HT on day 2 returning to ‘control” values on 
days 3 and 4 in the PRP of Sprague-Dawley CD rats lead 
one to propose that there is not such a central 5-HT defi-
cit in this second strain of rats. This is supporting the 
idea that rFS may display learning behavior in Spra-
gue-Dawley CD rats as the present results suggest that 
experience and learning may be the principal processes at 
the basis of the significant increase of immobility in 
Sprague-Dawley CD. Indeed, in these rats, immobility 
levels were continuously increasing during the 3 days of 
rSF following the pre-test day (day 1, see Figure 3), 
without reaching a plateau while showing higher vari-
ability on their response when compared to that of Wistar 
rats (see Figure 3). In contrast, the Wistar rats submitted 
to rFS present less mobility than the Sprague-Dawley CD 
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rats; i.e. they show less variability on their response (see 
Figure 3 top) and reach a stable (plateau) level of immo-
bility the third and fourth day of the test. Thus, “behav-
ioral despair” seems to be the cause of the increased im-
mobility in Wistar rats as their “answer” to the recurring 
stress produced by the repetition of the test is the ‘sud-
den’ increased immobility to a plateau as indeed found at 
the third and fourth day of rFS. Accordingly with previ-
ous studies indicating that various stressors alter 5-HT 
synthesis / turnover [57,58], the different behavior within 
these two strains may therefore also be related to the dif-
ferent biochemical “reaction” of their 5-HT central sys-
tem when submitted to FST: i.e. progressive decrease of 
5-HT levels in Wistar rats versus a significant increase in 
day 1 followed by return to control values days 2 and 3 
in Sprague-Dawley CD rats (Figure 4). 

The present study also shows a rapid decrease of 
swimming until virtually its disappearance during the 
third-fourth day of rFS in Wistar rats. In contrast, in 
Sprague-Dawley rats swimming behavior presented a 
significant decrease at the second day versus the first 
testing day, but at the third and fourth day it returned to 
values not significantly different from those recorded in 
the first day of rFS. Again, this difference in swimming 
behavior between the two strains of rats could be related 
to the difference in 5-HT levels monitored after each 
swimming session in PRP of both species of rats. In 
Wistar rats 5-HT levels monitored in PRP decreased 
progressively; reaching the minimum significant value at 
the third day of rFS. In Sprague-Dawley rats, 5-HT levels 
in PRP showed a significant increase at the first day of 
rFS, returning to values similar to those of control rats 
the following days of experiment. This is in accord with 
the relationship described in literature between seroton-
ergic system activities and swimming behavior during 
FST: in particular an enhancement of 5-HT neurotrans-
mission mediates positively the swimming behavior of 
Sprague-Dawley CD rats [4,6]. 

Moreover, it is interesting to note the different climb-
ing behavior displayed by the two rat strains when sub-
mitted to rFS: 

1) Progressive decrease of climbing in Sprague-Daw- 
ley CD rats; 

2) Initial decrease followed by a return to the values of 
day 1 in Wistar rats. 

Therefore, when submitted to rFS, these two strains of 
rats display opposite swimming and climbing behaviors 
(see Figure 3). Briefly: 

1) In Wistar rats climbing at first decreased [day 2] 
then restored the levels of day1 while swimming de-
creased progressively; 

2) In Sprague-Dawley CD rats climbing decreased 
progressively while swimming at first decreased [day 2] 
then tended to return to the initial levels. 

It is reported that climbing is a behavior mediated by 

noradrenergic neurotransmission and swimming a be-
havior mediated by serotonergic neurotransmission [4,6]. 
Thus, one can argue that the behavioral data monitored 
here, could be an index of distinct activities of the two 
neurotransmitter systems within the two strains of rats 
when submitted to FST as well as to rFS. In particular, 
the dissimilarity observed within the serotonergic system 
of the two strains i.e. when submitted to rFS may account 
for the different behavioral response to fluoxetine treat-
ment observed here i.e. either increase or reduction of 
immobility in Wistar rats or in Sprague-Dawley CD rats, 
respectively (see Figure 2). Accordingly, the data con-
cerning swimming counts led one to argue about the ad-
ditional presence of a divergent activity of the noradren-
ergic system in the two rat strains during FST or rFS. 
Further studies should be done to analyze this point. Yet, 
it is interesting to note the parallel, significantly related 
decrease of swimming counts and 5-HT levels monitored 
in PRP of the Wistar rats submitted to rFS (see Figure 5). 
Taken together with the findings that reductions of 
noradrenaline or 5-HT, which do not by themselves im-
pair place learning, aggravate the place-learning deficit 
produced by reductions of Ach [59] the present data 
support the idea that in Wistar rats the increased immo-
bility following rFS could be due to “behavioral despair” 
more than “learning to be immobile”. On the contrary, 
the lack of change on 5-HT levels as well as in swim-
ming behavior observed in the Sprague-Dawley CD rats 
may suggest that the increased immobility following rFS 
could be due to “learning to be immobile” more than 
“behavioral despair”. 

Differential sensitivity to the behavioral effects of 
fluoxetine by different rat strains has been already re-
ported. In particular it has been shown that genetic or 
constitutive differences may determine the distinct be-
havioral profiles for antidepressant compounds with se-
lective pharmacological effects in different rat strains 
such as male Sprague Dawley and Wistar Kyoto rats [11, 
60]. The latter is a line derived from Wistar rats, pre-
senting significant higher plasma levels of corticosterone 
and ACTH compared to Wistar rats that are the “control 
line” of the Wistar Kyoto rats [61]. On the other hand, 
these authors have also shown that Wistar rats exhibited 
significantly longer immobility duration in the swim test 
compared with the Sprague-Dawley CD rats. This is in 
accord with the present observation of a significantly 
higher counts of immobility in Wistar rats versus Spra-
gue-Dawley CD rats submitted to rFS (see Figure 3 and 
Table 1). Altogether such results suggest that different 
rat strains may demonstrate great variability in the be-
havioral response to antidepressants according to their 
genetic or constitutive differences as well as pharmacol-
ogical selectivity, differences that should be not ruled out 
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Figure 5. Influence of rFS upon swimming and DPVoltam-
metric 5-HT levels monitored in PRP prepared from blood 
collected daily at the end of each FS from tail vein of Wistar 
rats (n = 5) or Sprague-Dawley CD rats (n = 5). Mean 
counts (± sem) are shown together with 5-HT levels (i.e. 
nanoAmperes [nA] multiplied by 10 for graphic purpose). 
Significant correlation between swimming scores and 5-HT 
levels in PRP of Wistar rats has been determined: r = 0.53, 
p = 0.015 
 
when evaluating behavioral and neurochemical changes 
in response to antidepressants such as fluoxetine. In this 
sense, it is worth mentioning that it has recently been 
shown that four 5-HT receptor systems (5-HT1A, 5-HT2A, 
5-HT4, 5-HT6) are highlighted as suitable targets for en-
hancing cognition and memory (for a review see [62]) 
with in particular the 5-HT6 receptor playing a role in 
learning and memory processes in healthy and disease 
states (see reviews by Mitchell and Neumaier [63] and 
Schreiber et al. [64]). The putative synergistic interaction 
of 5-HT6 receptors with other serotonin receptors is also 
shown to be important for memory processes [65]. 
Therefore, differences in such aspects within the differ-
ent strains of rats may also account for the variability in 
behavioral responses. 

5. Conclusions 

In conclusion, the present in vivo electrochemical analy- 
sis support our previous work showing that peripheral 

5-HT levels selectively monitored in rat PRP by means 
of DPV together with Nafion-mCFE mirror cerebral 
5-HT contents [28]. In particular it allows deducing 
changes of central 5-HT levels that could be correlated to 
behavioral tests such as FST or rFS. Therefore, this in 
vivo approach displays the clear advantage of non inva- 
sive behavioral-pharmacological analysis of neurotrans- 
mitter activities in conscious animals. Finally, while fur- 
ther work is needed to support the following idea, the 
combined behavioral-pharmacological data presented 
suggest that “learning to be immobile” seems to be the 
process involved in Sprague-Dawley CD rats submitted 
to rFS while “behavioral despair” seems to be the process 
involved in Wistar rats submitted to rFS. 
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ABSTRACT 

Objective: Much interest centers on whether middle ear effusion (MEE) early in life has lasting developmental conse-
quences. It was hypothesized that episodic loss of hearing acuity associated with MEE results in a deficit in attention, a 
core factor in the development of child behavior problems, and that impaired attention is related to behavior problems 
during the early years of childhood. Method: This was a prospective study of a large sample of children (n = 698) that 
was representative of the local population in terms of socioeconomic and ethnic characteristics. The children were re-
cruited at birth and were monitored with regular home visits for 3 years to check for the presence of MEE. Assessment 
of attention occurred at 2, 3, 5, and 7 years. Behavior problems were assessed at 3, 5, and 7 years. Results: The results 
did not support the hypothesis that children with greater duration of MEE experience greater attention deficits and 
more behavior problems than children with a shorter duration of MEE. Structural Equation Modeling parameter esti-
mates resulted in no support for the primary hypothesis. Correlational analyses also did not support the hypothesis. 
Attention and behavior problems were related significantly. Conclusions: Our negative findings call into question the 
results of previous studies relating MEE to behavior and attention problems, studies that may have been biased by 
small, non-representative samples and retrospective designs that lacked careful documentation of MEE. 
 
Keywords: Middle Ear Effusion, Attention, Behavior Problems 

1. Introduction 

Middle ear effusion (MEE), an inflammation of the mid-
dle ear accompanied by effusion or a collection of liquid 
in the middle ear, is one of the most commonly diag-
nosed illnesses among young children. Estimates of MEE 
incidence rates in the United States range from 49% to 
97% during the first year of life [1]. Incidence peaks be-
tween 6 and 18 months with a steady decline until around 
5 years, when there is a second smaller peak [1,2]. Al-
most one-third of all children suffer with chronic MEE 
and it is estimated that some spend an average of 38% to 
70% of their first 3 years with MEE [3]. Most children 
with MEE have an average hearing loss of 20 to 30 dB [4] 

during an episode. The conductive hearing loss associ-
ated with MEE causes sounds to be muffled and dis-
torted. 

The fluctuating hearing loss caused by episodes of  

MEE is believed to cause developmental problems, in-
cluding child behavior problems. Problems in language 
and speech have been the focus of much research [5,6] 
and it has also been proposed that attention processes 
may be effected [7]. It has been hypothesized that fre-
quent episodes of MEE during early childhood produce 
initial language delays and a reduction in atten-
tion-to-language. In the later preschool years, when the 
number of MEE episodes is reduced and hearing returns 
to normal, basic language skills recover. However, chil-
dren with recurrent MEE may not be able to attend to 
language input consistently and may develop the habit of 
not attending because of the greater effort required. This, 
in turn, may lead to an attention deficit for lan-
guage-related tasks that require sustained attention, a 
deficit that persists after hearing is normal [8,9]. In addi-
tion to effects on language and attention, behavior prob-
lems may ensue. Children may withdraw and become 
less responsive to their environment, or act out because 
they cannot respond to the positive cues in the environ- 
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National Institute of Child Health and Development, “Impact on Child 
Development of Early Otitis Media”. 
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ment. Parents and teachers may have more difficulty 
providing responsive stimulation. They may perceive the 
child as willfully ignoring them, and change their own 
interactive behavior accordingly [10]. 

1.1 MEE and Attention 

Several prospective studies have found persistent MEE 
and attention to be linked [7-11]. In a prospective study 
with a sample size of 433, Mohr-Sperduti [12] found that 
children with recurrent MEE showed an enduring shift in 
temperament. MEE was negatively associated with two 
dimensions of temperament: attention and difficult/fus- 
siness. 

Four studies did not find an association of MEE to at-
tention or obtained mixed results [13-16]. It should be 
noted that sample sizes were small in these projects and 
they used different measures of attention from those that 
had positive results. 

There is evidence that MEE and attention are related, 
particularly during the early years or during periods of 
active MEE. However, because of methodological issues, 
verification of a causal relation between MEE and atten-
tion remains inconclusive. Most of the retrospective and 
all of the prospective studies except the Mohr-Sperduti 
[12] study used small samples. Many of the samples in-
volved special populations that were defined by socio-
economic status or clinical status. These studies used a 
variety of measures of attention, from rating scales to 
observational techniques and continuous performance 
tasks. 

1.2 MEE and Behavior Problems 

Four research groups have carried out prospective studies 
of MEE and behavior problems. Silva et al. [11] and 
Bennett et al. [17] found an association between MEE 
and behavior problems; but Roberts et al. [16] and Para-
dise et al. [18] did not. MEE assessment for the Bennett 
and Silva projects was conducted at 5 years of age and 
the Roberts and Paradise projects examined ears in the 
first 3 years. Silva assessed behavior problems at age 5 
years and Bennett at age 10 years. Roberts assessed be-
havior problems at age 12 years and Paradise at age 4 
years. 

Although evidence is limited, results of some studies 
support the hypothesis that MEE is associated with the 
development of behavior problems. In addition to being 
few in number, these studies include populations of lim-
ited generalizability and small samples. The question of 
how MEE is related to behavior problems remains unre-
solved. 

1.3 Attention 

Although there is considerable agreement that attention 
plays a role in the development of behavior problems in 
children, research on the issue has been slowed by a lack 

of consensus about the definition and measurement of 
attention [19]. Children with attention problems are 
noted to be inconsistent in their behavior over time or 
across situations in the performance of socialization, 
communicative, and self-care skills at age appropriate 
levels, despite generally average intelligence levels [20, 
21]. One problem for researchers is that attention meas-
ures are only moderately stable over time [22,23]. Meas-
ures of inattention tend to be more stable than those of 
attention [23,24]. That attention is a complex and multi- 
factorial process has led to the development of a wide 
range of measures. Mirsky [25] suggested that the multi- 
faceted nature of attention and the different approaches 
often used to assess attention from study to study could 
account for the variability in outcome among studies of 
attention. 

1.4 Attention and Behavior Problems 

Research with children who have been referred for treat- 
ment of behavior problems, attention deficit disorder or 
learning disorders has found a consistent association be-
tween attention difficulties and behavior problems [26- 
31]. These studies tend to examine the relation between 
attention and behavior problems using concurrent as-
sessment of the variables and to include samples of spe-
cial populations and school-age children. We found no 
prospective studies of young children outside the clinical 
setting. We also found no studies of MEE, attention and 
behavior problems. 

1.5 Research Hypotheses 

Based on our review of the literature we formed two hy-
potheses: 1) attention difficulties are core factors in the 
development of child behavior problems, and attention is 
affected adversely by the hearing loss associated with 
persistent or intermittent MEE during the early years of 
childhood; 2) the relation of MEE and, therefore, atten-
tion, on behavior problems would exhibit a stronger ef-
fect at 3 years of age, a time when the child would more 
recently have experienced moreMEE, than at 7 years. 
Improvement is expected because of the return of normal 
hearing as episodes become less frequent during the later 
preschool years. With advancing age, children have time 
for adaptation and previous deficits become less severe 
or disappear altogether. 

Also this study examined whether duration of MEE 
was related directly to child behavior problems at ages 3 
and 7 and to attention problems at these ages. Finally, we 
asked whether SES, home environment, or gender mod-
erate the negative effect of MEE. For example, children 
with persistent MEE and low attention, but who are 
reared in positive and highly stimulating environments, 
may not develop more behavior problems due to the 
buffering effects of positive environmental stimulation. 
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2. Method 

2.1 Sample 

The study was part of a longitudinal study of middle ear 
effusion and its effects on child development. Infants (n 
= 698) were recruited at birth from two hospital newborn 
nurseries in the Galveston and the near mainland Texas 
area. Only normal term infants were included. Low 
birthweight babies, babies with known neurological dis-
orders and babies from families whose primary language 
was not English were excluded. Subjects were recruited 
while the mother and baby were still in one of the mater-
nity units. Written informed consent from parents was 
obtained. Parents agreed to have a research assistant 
come to their homes on a frequent basis to check the 
child’s ears and agreed to come into the research center 
for more psychological assessments during the first few 
years of their child’s life. Parents were paid for their par-
ticipation at each of the major assessments conducted at 
the research center at 2, 3, 5, and 7 years. The payment 
was $35 early in the project was later raised to $50. In 
almost all cases, these assessments occurred within 4 
weeks of the child’s birthday. 

This project was approved by institutional review 
boards at both the University of Texas Medical Branch 
and the University of Houston.  

2.2 Procedures 

MEE status was assessed regularly from birth to 3 years. 
At 2, 3, 5, and 7 years, a battery of cognitive, language 
and behavioral assessments was administered to children 
at the research center at the University of Texas Medical 
Branch in Galveston. Examiners were four graduate stu-
dents in psychology (3) and in speech communication 
disorders (1) who were especially trained in administra-
tion of the tests. Only children with normal hearing as 
indicated by audiometric testing carried out at the time of 
the examinations were tested. All children but one had 
normal hearing and this one was dropped from the study. 
Examiners were blind to the MEE condition of the chil-
dren. 

The participant’s gender and ethnicity were obtained 
by parental report at the time of enrollment at birth. At 2 
years, data on socioeconomic status (SES) and level of 
educational stimulation in the home environment were 
collected. Assessment of attention was obtained through 
parent report questionnaires at 2, 3, and 5 years. Exam-
iner rating of attention occurred at 3, 5, and 7 years. At 7 
years, a computerized continuous performance task as-
sessed attention. Behavior problems were assessed with 
parent report questionnaires at 3, 5 and 7 years, and with 
teacher reports at 5 and 7 years.  

2.3 Measures 

Variables included in this study of children were MEE, 

infant and young child attention, and young child emo-
tional and behavioral problems. Control variables in-
cluded gender, SES, and Home Observation of the 
Measured Environment (see below). 

2.4 MEE 

MEE status was defined as the presence of otitis media 
with effusion independent of other symptoms. Every 2 to 
4 weeks from birth to 18 months and every 4 weeks from 
18 to 36 months, scheduled visits at the home or daycare 
were conducted by trained technicians to monitor pres-
ence of MEE with tympanometry [3]. Acoustic reflectiv-
ity was measured at the initial 30% of the visits, but was 
replaced with tympanometry, which was performed at all 
visits. Diagnosis of MEE occurred if either ear met any 
of these criteria: (1) presence of otorrhea, or purulent pus 
draining from the ear canal visible without otoscopy; (2) 
acoustic reflectivity > 5; or (3) a Type B tympanogram 
(i.e., compliance of 0.0 or 0.1, or compliance of 0.2 or 
0.3 only if the absolute gradient was < 0.1 ml). For chil-
dren with tympanostomy tubes, a diagnosis of MEE was 
made by the presence of purulent otorrhea or a Type B 
tympanogram in the presence of an external ear canal 
volume which indicates that the tube was not patent. At 
each home visit, both ears were evaluated by this criteria 
and categorized at either “normal” or “MEE”. A com-
puter-generated algorithm calculated the percentage of 
time each child spent with MEE for a given period (total 
days with MEE/total days in the examination period). To 
calculate time with MEE, two consecutive visits positive 
for MEE would equal 28 days with MEE. If only one 
visit of the two consecutive visits was positive for MEE, 
half of the intervening days (up to 14) were counted as 
days with MEE. This resulted in a maximum of 28 days 
of MEE was counted for any one MEE-positive visit [32]. 
Unilateral, bilateral or combined days of MEE were cal-
culated. Parents were informed of the child’s middle ear 
status and encouraged to see a physician if MEE was 
diagnosed. Duration of time and proportion of time spent 
with bilateral MEE was calculated for each child at 6, 12, 
18, 24, and 36 months. The two measures were highly 
correlated and proportion of time was used for the 
analyses. 

2.5 Attention 

The strategy we adopted for the measurement of atten-
tion was to use four different measures that were age- 
appropriate; 1) parent ratings, 2) teacher rating, 3) exam-
iner observation, and 4) computerized test. 

Attention was assessed with parent report at 2, 3, and 5 
years with the Task Orientation scale of the Revised Di-
mensions of Temperament Survey (DOTS-R) [33]. The 
alpha coefficient for preschool children was .79. At 3, 5, 
and 7 years, upon completing the cognitive assessment 
with the Stanford-Binet Intelligence Scale: Fourth Edi-
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tion [34], examiners rated children’s attention with two 
items on the Stanford-Binet for examiners’ ratings of 
overall test performance: a) absorbed by task; and b) per-
sistent. Examiners were trained by having pairs of ex-
aminers rate the same test-taking behavior. This was 
continued until ratings agreed 80% of the time. There 
was a follow-up repetition of this procedure to check on 
persistence of agreement. At 5 and 7 years, attention was 
assessed with parent report using the Attention scale of 
the Child Behavior Checklist for Ages 4-16 [35]. The 
Attention scale of the Teacher Report Form [36] was 
used to assess teacher-report of attention at 5 and 7 years. 

At 7 years, attention was assessed by a computerized 
continuous performance test, the Test of Variables of 
Attention (TOVA) [37]. The 5-year-old test length of 11 
minutes was used to save time in a lengthy battery of 
tests and because it was found to be highly correlated 
with the longer version. In addition, children found the 
longer version unbearably tedious. The test was always 
administered last. Four TOVA variables were used: 1) 
Errors of Omission or failure to respond to a target; 2) 
Errors of Commission or responding to the non-target; 3) 
Mean Correct Response Times; and 4) Variability, the 
standard deviations of response times. The occurrence of 
errors of omission was considered an indication of inat-
tention whereas the occurrence of errors of commission 
was an indicator of impulsivity. Mean correct response 
time was an indicator of processing and response time. 
Variability relates to consistency in speed of responding. 

2.6 Behavior Problems 

Behavior problems were assessed by parent report at 3 
years with the Child Behavior Checklist for Ages 2-3 
(CBCL/2-3) [35] and at 5 and 7 years with the Child Be-
havior Checklist for Ages 4-16 (CBCL/4-16) [36]. At 5 
and 7 years, teachers completed the Teacher’s Report 
Form (TRF) [36]. Attention scale items are not included 
in either the Internalizing or Externalizing factors of the 
CBCL that are used as dependent variables. The Internal 
scale includes depression and anxiety and the External 
scale includes acting out disorders. One-week test-retest 
reliability for the Total Problems for the CBCL/2-3 was r 
= 0.91 and for the CBCL/4-16 it was r = 0.93. The CBCL 
and TRF were used because they were measures most 
often used by behavior problem researchers and the 
measures are well-standardized and have good reliability 
and validity [35,36,38]. 

2.7 Moderating Variables 

The Hollingshead Four-Factor Index of Social Status was 
used to assess family SES [39]. This index makes use of 
parental occupation and education. Educationally stimu-
lating characteristics of the home environment were as-
sessed with the Home Observation for Measurement of 
Environment Inventory (HOME) [40]. The mother was 

interviewed and observed with her child in the home. 
The Total Score was used. 

2.8 Reliabilities 

All measures used had adequate reliability. Details may 
be found in the key manuals for each measure. 

2.9 Statistical Analysis 

Descriptive analyses of each variable were conducted. 
Bivariate correlations among all variables were com-
puted. To test the overall hypothesized relation between 
MEE, attention and behavior problems, structural equa-
tion modeling (SEM) using LISREL 7 [41,42] was used. 
SEM was selected because of its ability to run multiple 
paths simultaneously and to test for possible networks of 
causality, using goodness of fit test for evaluation. Also, 
because SEM examines relations among latent variables, 
the errors in the indicators are eliminated giving more 
powerful tests of the hypotheses. See Figure 1 for the 
hypothesized model. Only attention and behavior vari-
ables at 3 and 7 years were included, omitting data 
available at 5 years in the SEM. This was done to reduce 
the number of path estimates to compensate for the sam-
ple size, which was considered marginal for SEM. 
Goodness of fit indices and parameter estimates between 
the hypothesized model and comparison models were 
examined. 

3. Results 

From the initial sample of 698 recruited at birth, attrition 
occurred because families moved out of the research area 
or lost interest in participation and for various other rea-
sons. One child was excluded after documentation of a 
sensory-neural hearing loss. The demographics for the 
sample initially recruited and at age 7 are as follows: 
female, 51% and 50%; African-American, 32% and 31%, 
Euro-American, 55% and 53%, and Hispanic, 14% and 
16%; mothers married or co-habiting, 72% and 69%; 
Hollingshead Socioeconomic Status mean 37 (s. d., 13) 
and 37% (s. d. 13), and HOME mean, 39 (s. d. 5) and 39 
(s. d. 5). Demographic characteristics of the sample re-
maining after attrition were very similar. Further evi-
dence of the normal distribution of scores for this sample, 
and the normality of the sample, may be seen in the re-
sults for the Stanford-Binet Fourth Edition [34] adminis-
tered to children at ages 3, 5 and 7. Their IQ scores were, 
100.6 (SD = 12.2), 98.3 (12.6), and 98.0 (14.00), respec-
tively, which are close to the normative sample IQ of 
100.0 (SD = 15.0). Sample sizes at the evaluation time 
points were approximately 395 at age 2, 360 at age 3, 
310 at age 5 and 200 at age 7. 

We found no significant correlations between any of 
the MEE by time period and behavior problem scales. 
Correlations ranged from –0.14 to 0.11. Correlations 
between MEE and attention ratings were also low. Of 24   
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Figure 1. Hypothesized structural equation modeling 
 
correlations, only two were significant. One was for 
Stanford-Binet-Attention (SB-Attn) and MEE, r = 0.14, p 
< 0.05. MEE and continuous performance task (TOVA) 
correlations were non-significant for all TOVA measures 
except Variability. The significant MEE correlation with 
Variability was r = –0.21, p < 0.01. 

Attention ratings and behavior problems were signifi-
cantly related. For the CBCL Externalizing, Internalizing 
and Total scores at age 3, five of six correlations with 
DOTS were significant (range: r = –0.14 to –0.25)). 
None were significant at age 7. All 6 of the CBCL atten-
tion ratings at ages 5 and 7 were significantly related to 
CBCL scores at age 7 (range, r = 0.38 to 0.80). None of 
the TOVA scores were related to CBCL scores at age 7. 
Using the CBCL Attention scale with a cut-off of 68 at 
age seven 4.4% of the children were found to have atten-
tion problems. The teacher version showed 4.5% with 
such problems. There were no gender differences. 

For the primary inferential analysis, structural equation 
modeling (SEM) was used to test the adequacy of the 
theoretical model. SEM was selected because of its abil-
ity to run multiple paths simultaneously and to suggest a 
possible network of causal relations. The first step was 
model specification. Initial interest was in obtaining an 
adequate measurement model between the observed 
variables and the latent variables. However, the hypothe-
sized measurement model could not be identified and 
major revisions were made before testing the structural 
model of relations between the latent variables. The first 

step involved elimination of observed variables in order 
to increase covariances among variables within each 
construct. The SB-Attn at 3 and 7 years and the TOVA 
variables of Omission and Variability were eliminated. 
The latent variable for Attention at 7 years was divided 
into two separate latent variables. One consisted of 
CBCL and TRF Attention scales and the other consisted 
of the two remaining TOVA variables, Omission and 
Variability. In addition, SES and HOME were changed 
from estimating two separate latent variables to estimat-
ing one latent variable of environment. Lastly, the dis-
turbance terms for CBCL Attention at 7 years and CBCL 
Externalizing at 7 years and for TRF Attention and TRF 
Externalizing were allowed to be correlated to account 
for method effects. These modifications did produce a 
workable model, but one that still did not meet meas-
urement requirements according to the chi-square results. 
Additional changes were made based on examination of 
the fitted residuals and modification indices which lead 
to the removal of the observed variables, TRF and CBCL 
Internalizing at 7 years. The revised measurement model 
resulted in a large improvement in chi-square, good-
ness-of-fit and adjusted goodness-of-fit. The root mean 
square residual also decreased slightly. Any further 
changes would have resulted in major deviations from 
the hypothesized measurement model. 

Once an adequate measurement model was established, 
the next step involved model identification and parameter 
estimation of the structural model based on maximum- 
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likelihood estimates from the covariance-variance matrix 
with pairwise deletion of missing values. Significance of 
parameter coefficients was based on the ratio of the sta-
tistic to its standard error, which are asymptotically nor-
mal. Z values < –2 and > 2 are considered significant. 
This model had direct effects from MEE to each of the 
latent endogenous variables. Home environment and 
gender also had direct effects on attention and behavior 
problem variables. However, no solution convergence 
was obtained. Parameters from the exogenous variables 
were redefined to allow a direct effect on each of the 
endogenous variables. This change resulted in model 
convergence. 

The hypothesized structural model with parameter es-
timates is presented in Figure 1. A summary of the 
specification and fit indices for the hypothesized model 
is presented in Table 1. Regarding the primary research 
hypothesis that children with persistent MEE tend to 
have attention deficits and that deficits in attention result 
in more behavior problems, examination of parameter 
coefficients did not support that MEE has an effect on 
either attention or behavior problems. Between attention 
and behavior problems, there was one significant pa-
rameter estimate from Attention-A (CBCL and TRF) and 
Behavior Problems at 7 years. This finding also did not 
support a secondary research hypothesis that proposed 
stronger relations between MEE, attention, and behavior 
problems at 3 years than at 7 years. Lastly, regarding the 

hypothesis that SES, home environment and gender 
would moderate the negative effect of MEE, several sig-
nificant parameter estimates were found for Home Envi-
ronment (SES and HOME) predicting behavior problems 
at 3 years and to deficits in Attention A (CBCL and TRF) 
at 7 years. In addition, significant parameter estimates 
were found from gender to both endogenous attention 
variables at 7 years. Significant relations are marked with 
asterisks (Figure 2). 

4. Discussion 

This study provided a prospective examination of the 
impact of MEE on attention and behavior problems. It 
was hypothesized that a deficit in attention is a core fac-  
 
Table 1. Summary of specification and fit statistics for 
structural equation models of MEE, attention and behavior 
problems 

Measurement Model t2 df p GFI AGFI RMSEA

Revised Model A 235.77 93 0.00 0.8699 0.7608 0.0881

Revised Model B 75.10 69 0.2875 0.9434 0.8884 0.0157

Structural Model t2 df p GFI AGFI RMSEA

Hypothesized 84.4114 80 0.3464 0.9359 0.8910 0.0118

Comparison A 84.7454 82 0.3959 0.9355 0.8930 0.0041

Comparison B 85.4187 84 0.4363 0.9347 0.8943 0.0 

Note: GFI = goodness of fit index; AGFI = adjusted goodness of fit 
index; RMSEA = root mean square error of approximation. 
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Figure 2. Significant parameters for comparison structural equation: Model B     
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tor that contributes to the development of a range of be-
havior problems and that attention is adversely affected 
by persistent MEE. Important strengths of the present 
study are its prospective design, early and regular moni-
toring of MEE, and selection of a large non-clinical sam-
ple representative of the general population. These char-
acteristics contrast with those of the majority of studies 
using retrospective methods to investigate the relation of 
MEE to either attention or behavior problems [43]. Most 
had small samples [7-10,13-15,43-46]. Only a few stud-
ies relied on a large sample [11,12,18]. Often the samples 
were limited to low SES subjects [7,9,10,13,14,16], chil-
dren with restricted SES representation [8], or to children 
referred for clinical evaluation [7,44]. Thus, this study 
provides an important perspective on the relations be-
tween MEE, attention, and behavior problems because of 
its methodological strengths. 

The results of this study generally failed to support the 
hypothesis that children with greater duration of MEE 
experience greater attention deficits and more behavior 
problems than children with a shorter duration of MEE. 
SEM parameter estimates provided no support for the 
first hypothesis. Correlational analyses also did not sup-
port the hypothesis. Correlations between MEE and at-
tention resulted only in association between examiner 
ratings of attention at 7 years and earlier MEE. Also 
TOVA Variability at 7 years was associated negatively 
with MEE, instead of positively, as expected. These two 
correlations were small and could be attributed to the 
increase of a Type I error due to familywise error. In 
addition, there were no significant associations between 
MEE and behavior problems, even at 3 years of age. 

These results are consistent with those obtained by 
Roberts et al. [16] and Paradise et al. [18] who used pro-
spective methods to identify duration of MEE in the first 
three years. Roberts et al. [18] found that duration of 
MEE was not related to number of behavior problems at 
12 years of age. On the other hand, the present results 
contrast with those of Silva and associates [11], who did 
find persistent MEE to be related to more behavior prob-
lems. The Silva group used a cross-sectional method with 
behavior problems assessed at age 5. Having impaired 
hearing at that age was related to behavior problems and 
this relation was still present at ages 7, 9, and 11 [48]. 

The second hypothesis that attention mediates the ef-
fects of MEE on behavior problems was not supported. 
MEE was not related to either attention or behavior 
problems. However, some support was found for a rela-
tion between attention and behavior problems, excluding 
the role of MEE. Examination of individual parameters 
indicated that impaired attention at 7 years was related to 
behavior problems at 7 years, with both variables as-
sessed by parent and teacher report. The second hypothe-

sis, which proposed that there would be stronger effects 
of MEE on behavior problems at age 3 than at age 7, was 
not supported. There were no effects at either age. 

An important limitation of this study derived from the 
LISREL analysis that demonstrated a lack of association 
among variables within constructs and between the con-
structs. The originally hypothesized measurement model 
required significant revisions in order to get a solution to 
converge, resulting in a weak fitting measurement model. 
The small to moderate correlations among the measures 
of attention and behavior problems call into question the 
construct validity of the measures. Within attention 
measures, although some significant correlations were 
found across parent, teacher and examiner reports, these 
correlations were low. 

Given these methodological limitations, our results 
lead to the cautious conclusion that MEE in the first 3 
years of life is not related to behavior problems that are 
present at ages 3 and 7. 
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