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Abstract 
Developments in biomedical science, signal processing technologies have led 
Electroencephalography (EEG) signals to be widely used in the diagnosis of 
brain disease and in the field of Brain-Computer Interface (BCI). The col-
lected EEG signals are processed using Machine Learning-Random Forest 
and Naive Bayes- and Deep Learning-Recurrent Neural Network (RNN), Neural 
Network (NN) and Long Short Term Memory (LSTM)-Algorithms to obtain 
the recent mood of a person. The Algorithms mentioned above have been 
imposed on the data set in order to find out what the person is feeling at a 
particular moment. The following thesis is conducted to find out one of the 
following moods (happy, surprised, disgust, fear, anger and sadness) of a 
person at an instant, with an aim to obtain the result with least amount of 
time delay as the mood differs. It is pretty obvious that the accuracy of the 
output varies depending upon the algorithm used, time taken to process the 
data, so that it is easy for us to compare the reliability and dependency of a 
particular algorithm to another, prior to its practical implementation. The 
imbalance data sets that were used had an imbalanced class and thus, over fit-
ting occurred. This problem was handled by generating Artificial Data sets 
with the use of SMOTE Oversampling Technique. 
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1. Introduction 

Technology is rapidly advancing, bringing enormous benefits into our lives. The 
emotion recognition concept has the potential to revolutionise human-computer 
interface technology, identify the feelings of those who are mentally challenged 
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or autistic who are unable to communicate themselves. A person’s psychological 
condition after a serious injury or sickness is monitored. Emotion recognition 
could be a field from which business analysts, content creators, and advertising 
can benefit greatly because consumers are influenced by emotions when making 
purchasing decisions.  

The fascinating field of affective computing, also known as emotion recogni-
tion technology, focuses on creating systems and algorithms that can recognize, 
analyze, and understand human emotions based on a variety of data inputs, in-
cluding physiological signals, facial expressions, voice tones, body language, and 
body language. Data Acquisition: Emotion recognition technology gathers data 
from various sources, such as cameras, microphones, sensors, and wearable. 
These devices capture the user’s facial expressions, voice, gestures, or physiolog-
ical responses like heart rate and skin conductance. Feature Extraction: The col-
lected data is processed to extract relevant features. For example, in facial recog-
nition, features like eyebrow movement, lip curvature, and eye openness are 
analyzed. In voice recognition, pitch, tone, and speech rate are important fea-
tures. Machine Learning Algorithms: Machine learning models, such as deep 
neural networks, are trained on labelled data sets to recognize patterns and rela-
tionships between the extracted features and emotions. These models learn to 
classify emotions into categories like happiness, sadness, anger, and fear. Emo-
tion Classification: Once trained, the algorithm can classify emotions in real-time 
or based on historical data [1]. A wearable ring created by Mood metric tracks 
changes in the user’s skin conductance to measure emotional health. This tech-
nology can be used to monitor mental health and control stress.  

We were inspired to do research on emotion recognition, because we believe 
that if emotion recognition is effectively utilised in the fields indicated, the out-
comes will be useful to human civilization. Human understanding, conduct, and 
communication are all influenced by emotions. It’s a brain impulse that propels 
an organism into action, triggering instinctive reactive behaviour that has evolved 
as a survival mechanism to meet a survival need [26]. The process of recognizing 
human emotions is known as emotion recognition. There are two types of emo-
tions: positive and negative. While positive emotions are needed for good health, 
negative emotions can cause mental health problems, such as depression, stress, 
and anxiety [2].  

Billions of brain cells (neurons), are composed inside the human brain, which 
are interconnected to each other through synapses to form a neural network (1011 
neurons and 104 connections in the human brain). When these cells are acti-
vated, electrical activity occurs in the brain. Alpha, beta, delta, gamma, and theta 
rays’ classification of these waves is done using the Brain-Computer Interfaces 
(BCI) [3].  

Electroencephalography (EEG) is a neuropsychological measurement of elec-
trical activity in the brain that is recorded using electrodes. Electrodes are usual-
ly placed on the scalp, although in some circumstances they are implanted sub-
durally and in the cerebral cortex. The EEG measures voltage changes caused by 
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ionic fluxes within the cerebrum’s neurons. Even while EEG has a poor spatial 
resolution and requires several sensors on the scalp, it has great temporal resolu-
tion. Theta, alpha, beta, and gamma subbands make up a pure EEG signal. Indi-
vidual sub-bands are related with specific physical activities. Theta waves, for 
example, are associated with REM sleep, profound and raw emotions, and cog-
nitive processes. The Alpha waves are indicated by a drowsy condition. It also 
serves as a source of relaxation and tranquillity. The conscious state during the 
cognitive process is represented by the letter beta. When trying to comprehend 
two different senses at the same time, such as sound and sight, Gamma waves 
are available [4]. Through electrodes on the scalp, electroencephalography (EEG) 
monitors brainwave activity. Different emotions are linked to specific patterns of 
brainwave activity. Consider this: A happier state is associated with more activity 
in the left prefrontal cortex. Right prefrontal brain activity is more active when 
someone is sad. Beta and gamma oscillations, together with increased theta ac-
tivity, are a result of fear. Increased beta power and right prefrontal brain activity 
are associated with anger. Gamma activity may be more pronounced in surprise. 
EEG-based emotion identification is a developing field of research since indi-
vidual diversity and context might affect these patterns [5]. 

Because of their poor signal-to-noise ratio, classifying these signals is difficult. 
The electroencephalogram (EEG) is a technique used by scientists to collect in-
formation by putting an active electrode on the head and recording electrical ac-
tivity. Many algorithms may be used to classify EEG data, one of which is the Re-
current Neural Network. It’s utilised to tell the difference between seizure and 
non-seizure events in EEG signals for automated seizure detection.  

We discovered core data as well as six emotion labels when working with the 
DEAP dataset (arousal, valence, dominance and liking). It is possible to deter-
mine human emotion from DEAP data utilising only main data and two emo-
tion labels (arousal and valence). Each emotion label is separated into two equal 
segments, yielding four different emotional states. Also we have minority data-
sets, so unable to find the desired result. It is, nevertheless, possible to improve 
on the accuracy that they have gained. Because it only employs six emotional 
states, this binary classification is unable to detect real-life emotions precisely 
[6].  

Due to imbalance sets, we have introduced SMOTE and PCA in this result. 
When working with imbalanced datasets, the problem is that most machine 
learning techniques overlook the minority class, resulting in poor performance, 
even though it is often the minority class that is most relevant. In this research, 
we have used given datasets but have not tested with real time EEG datasets [7].  

In terms of research, small data sets are limited, thus we may test the models 
with a larger amount of data to test them to a greater extent. We can use more 
classifiers to build more models and evaluate them to see if any of them are more 
accurate than the one we used. The same algorithms can be applied for the brain 
waves of different people to know if it works the same when the data being fed is 
varied. Once the algorithm successfully provides a higher degree of output for a 
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huge number of data sets then it can be further experimented to obtain as recent 
data as possible. The optimum goal of the research would be to process the live 
data and provide instant results after the application of algorithms on them. In 
the future we would like to obtain data in as real time as possible so that the 
mental state could be known in a profound manner.  

There is no real-time data from the human brain. This study only contains a 
sample data set due to the difficulty of obtaining big data sets. Only a few Ma-
chine Learning Algorithms were used in this study. Because this neural net-
work’s calculation is slow and training can be challenging, resources are required 
to train and run the model. In terms of architecture, the models that have been 
used are quite simple and light.  

In comparison to the Support Vector Machine (SVM) and Multiple Layer Per-
ceptron, the K-NN classifier improves classification accuracy and needs less train-
ing and testing time (MLP). For time series data Recurrent Neural Network is 
better than traditional RNN. Furthermore, when compared to Bayes Network, 
Naive Bayes, SVM, Multi-layer Perceptron, and Random Forest, it is more accu-
rate in identifying EEG signals to detect satisfaction, engagement, frustration, 
and difficulty. In addition, when compared to Multilayer Perceptron Neural Net-
works, the k-NN gives superior eye state categorization accuracy [8].  

2. Literature Review  

Include the contents of section one of literature review here. In this section, we 
describe the related work on brainwaves and the application of the brain waves 
in various fields. In the past few decades, many authors and researchers have 
contributed to brainwaves, their significance, and their applications. Some of the 
works in the field of brainwaves related to this thesis are mentioned below. 
Many studies have been conducted to remove these artifacts from the EEG signal 
so that further processing of the EEG data may be done easily and accurately. In 
their study, the authors offer a fully automated and online artifacts reduction 
method for the electroencephalogram (EEG) that may be used in brain-computer 
interfaces (BCI). A new combination of wavelet decomposition, independent com-
ponent analysis, and threshold was used to create the approach. During online 
EEG acquisition, the FORCe was able to operate on a minimal channel set and 
did not require any extra signals (electrooculogram signals). Blink, electromyo-
gram (EMG), and electrooculogram (EOG) artifacts were among the sorts of ar-
tifacts that the approach was able to eradicate. Similarly, authors in paper [9] 
show how to remove artifacts from EEG signals using Quantum Neural Net-
work-based EEG filtering algorithms. It is a unique neural information processing 
architecture influenced by quantum physics and includes the well-known Schro-
dinger wave equation, according to the creators. The researchers suggested an 
RQNN architecture for representing non-stationary stochastic signals as time- 
varying wave packets. The RQNN filtering strategy was used to increase signal 
separability in a two-class motor imagery-based brain-computer interface by fil-
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tering electroencephalogram (EEG) data before feature extraction and classifica-
tion. Biometric authentication systems have also utilised brainwave oscillations. 
In terms of privacy compliance, resilience against spoofing attacks, capacity to 
conduct continuous identification, inherent aliveness detection, and universality, 
brain signals have several qualities not shared by the most regularly used biome-
trics, such as face, iris, and fingerprints. Because of these characteristics, the use 
of brain signals is intriguing. The authors in papers [10] [11], and [12] have ex-
plained the various methods to use brain wave signals for biometric user authen-
tication. According to these publications, EEG-based authentication systems are 
made up of four major modules: data collection, pre-processing, feature extrac-
tion, and classification. Identification and verification are typically used to eva-
luate EEG biometric authentication systems. In identification mode, the accura-
cy of the system is commonly assessed using the average correct recognition rate 
(CRR) or genuine acceptance rate (GAR). Four main factors impact the perfor-
mance of EEG biometric authentication systems: EEG acquisition methodology 
(the procedure used to capture EEG data), pre-processing approach, retrieved 
EEG signal properties, and classification scheme. 

In these papers [13] [14], and [15] authors have explained various feature ex-
traction methods like DWT, FFT, HHT, and classification algorithms like SVM, 
GA-ANN, Random Forest, etc. for the classification of motor imagery brainwave 
signals. The authors of the research proposed a method for accurately identifying 
off-line experimental electroencephalogram (EEG) signals from the BCI Competi-
tion 2003. There were three essential steps to the approach. To extract features of 
EEG for mental tasks, the wavelet coefficient was first recreated using the wave-
let transform. At the same time, they employed the AR model power spectral 
density as the frequency feature in frequency extraction. Second, as the final 
feature vector, they combine the power spectral density feature and the wavelet 
coefficient feature. Finally, a linear approach based on iteration was used to clas-
sify the feature vector and determine the weight of its components. The catego-
rised result revealed that utilising a feature vector produces a better effect than 
using a single feature. Similarly, the paper makes an appearance. Finally, a linear 
approach based on iteration was used to classify the feature vector and deter-
mine the weight of its components. The categorised result revealed that utilising 
a feature vector produces a better effect than using a single feature. The classifi-
cation of a three-class mental task-based brain-computer interface (BCI) is also 
presented in the paper, which uses the Hilbert-Huang transform (HHT) for the 
features ex tractor and fuzzy particle swarm optimization with cross-mutated- 
based artificial neural network (FPSOCM-ANN) for the classifier. Electroence-
phalography (EEG) signals from six channels were used in the trials on five able- 
bodied participants and five patients with tetraplegia, and several time windows 
of data were explored to identify the maximum accuracy. The Hilbert-Huang 
Transform (HHT) for the features extractor and fuzzy particle swarm optimiza-
tion with cross mutated-based artificial neural network (FPSOCM-ANN) for the 
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classifier were used to classify a three-class mental task-based brain-computer 
interface (BCI) [14]. Electroencephalography (EEG) signals from six channels 
were used in the trials on five able-bodied participants and five patients with te-
traplegia, and several time windows of data were explored to identify the maxi-
mum accuracy.  

Using wavelet transformations, the EEG data are divided into several frequency 
components and offer coefficients for different scales and places in time. EEG 
signals are divided into independent components using Independent Compo-
nent Analysis (ICA). It aids in separating genuine brain activity from artefacts. 
Thresholding Methodologies to identify and exclude components that are asso-
ciated with artefacts, apply a threshold to the ICA components. Keep just the 
parts that match to actual brain impulses. Together, these techniques improve 
the quality of EEG data by identifying and eliminating undesirable artifacts [16]. 
Also we can see the table of summary of literature review (Table 1). 

3. Model Implementation  

We can see the flow diagram of our research where the model implementation in 
below image Figure 1.  

1) Data Collection and Prepossessing:  
Because of the sensitive nature of the data, it is extremely difficult to extract; 

and hence, Open Neuron data set for classification is used [29].  
We collect Data from openneuro. The data is normalised using the min-max 

approach at this point. The signal magnitude is adjusted using normalisation. 
The range of all waves is mapped between 0 and 1. The following equation is 
used to calculate min-max normalisation:  

 
Table 1. Major research papers synopsis.  

Summary of Literature Review 

Citation Year Feature extraction Modelling technique Performance in Percentage 

Wei Liu et al. [17] 2016 PSD, DE BDAE Valence: 85.20 Arousal: 80.50 

Wei-Long Zheng et al. [18] 2016 DE GELM 69.67 

Xiang Li et al. [19] 2016 CWT C-RNN Valence: 72.06 Arousal: 74.12 

Samarth Tri pathi et al. [20] 2017 GD CNN Valence: 81.41 Arousal: 73.36 

Abeer Al-Naf jan et al. [21] 2017 PSD DNN Valence: 82 Arousal: 82 

Soheil Ray atdoost et al. [22] 2018 HOC, PSD, DE, HOS RF Valence: 60.86 Arousal: 58.08 

Guolu Cao et al. [23] 2019 PCA CNN Valance: 81.2 ± 3.0 Arousal: 84.3 ± 4.0 

Yucel Cimtay et al. [24] 2020 Raw Data CNN 91.5 

Yucel Cimtay et al. [25] 2020 Raw Data CNN DEAP-72.81 

Yulong Luo et al. [26] 2020 Variance SNN Valence: 78 Arousal: 74 

Zhongke Gao et al. [27] 2020 DE CDCN 92.58 

Rahul Sharmaa et al. [3] 2020 DWT LSTM 82.01 

Divya Acharya et al. [28] 2020 FFT LSTM 89.83 
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Figure 1. Flow diagram.  

 

y = x − min(x)/max(x) − min(x)                   (1)  

A genetic algorithm is essentially heuristic inspired by Charles Darwin’s natu-
ral selection theory. The fittest individuals are picked for reproduction in order 
to generate offspring for the following generation, and this algorithm is mod-
elled after natural selection [30].  

In my research on EEG (Electroencephalography) emotion analysis using Neur-
al Network (NN), LSTM (Long Short Term Memory) and RNN (Recurrent Neural 
Network) models, Genetic Algorithms (GAs) are integrated into the methodol-
ogy as follows: Hyperparameter Optimization: GAs are used to optimise hyper-
parameters for LSTM and RNN models, such as learning rates, batch sizes, and 
the number of hidden layers. This helps fine-tune the models for better perfor-
mance in emotion recognition tasks. Architecture Search: GAs explore different 
model architectures by evolving variations of LSTM and RNN structures. They 
determine the best network configurations, including the number of neurons in 
layers, to improve model accuracy.  

Feature Selection: GAs assist in selecting the most relevant EEG features for 
emotion analysis by evolving feature subsets. This reduces noise in the data and 
enhances the models’ ability to capture emotional patterns [31].  

Ensemble Creation: Genetic Algorithms can create ensembles of LSTM and 
RNN models with diverse architectures and hyperparameters. These ensembles 
improve model robustness and accuracy by combining multiple model predic-
tions.  

Objective Function Optimization: GAs optimise an objective function that 
measures the performance of LSTM and RNN models in emotion recognition 
tasks. This function typically considers metrics like accuracy, F1-score, or other 
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relevant criteria.  
The goal of this study is to improve the general performance of LSTM NN and 

RNN models in EEG-based emotion analysis by introducing Genetic Algorithms 
into the research technique. The search for the best model configurations and 
hyperparameters is automated using GAs, which enhances the models’ capacity 
to identify and categorise emotional states from EEG data.  

2) Emotion Classification and analysis using Machine Learning: With 
change in the mood of a person; changes the their brain signals as certain chem-
ical compositions happen in the neurons and the objective of this research is to 
tack the most recent mood of a person with highest possible accuracy using var-
ious available methods and to find out the best possible way to do so. To achieve 
the desired goal; altogether five different techniques-Recurrent Neural Network, 
Random Forest, Naive Bayes, Neural Network and Long Short-term Memory 
have been used to compare the results and the accuracy against one another.  

3) Model Evaluation and Tuning: While using the methods mentioned 
above the undersampling and oversampling of the data has been handled using 
Synthetic Minority Oversampling Technique (SMOTE) to create a perfect bal-
ance between the underfeeding and overfeeding. The result is being presented in 
the form of graphs and charts for the better and easy understanding of the read-
er.  

In this research five different algorithms-Recurrent Neural Network, Random 
Forest, Naive Bayes, Neural Network and Long Short-term Memory, have been 
used to analyze the data set and find out the mood of the person. Algorithms 
Recurrent Neural Network, Random Forest, Naive Bayes, Neural Network and 
Long Short-term Memory, has been used to analyze the data set and find out the 
mood of the person. By partitioning the data sets into numerous partitions, sev-
eral classification algorithms are employed to develop a model that predicts out-
comes. The stages that each of these categorization algorithms has in common 
are listed below.  
● Divide the data into two parts: training and testing.  
● Create the model with a machine and deep learning approach utilising a 

training set.  
● As many groups as feasible should be created from the data sets.  
● Data Fitting into Algorithms. 
● Assess the model’s precision.  

4. Data Augmentation and Upsampling  

Data Augmentation is a technique to increase the size of a training set artificially 
by changing existing data. Using Data Augmentation is recommended if we 
want to avoid overfitting, if the original data set is too small to train on or if we 
want to get more performance out of your model.  

It’s not simply about avoiding overfitting when it comes to data augmenta-
tion. In general, a large data set is required for the performance of both ML and 
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Deep Learning (DL) models. However, we can improve the model’s performance 
by adding the data we already have. This shows that using Data Augmentation to 
increase the model’s performance is a good idea. In our circumstance, we have 
about 2100 data sets, which is insufficient to train a machine learning model. As 
a result, for data augmentation, we have used Oversampling and SMOTE. In 
most cases, oversampling strategies are better than under sampling methods. 
Because we tend to eliminate occurrences that may contain essential information 
when we under sample data, this is the case.  

1) Synthetic Minority Oversampling Technique—SMOTE:  
Synthetic Minority Oversampling Technique (SMOTE) is one of the most ex-

tensively utilised oversampling techniques for resolving the imbalance problem. 
Its purpose is to achieve a more equitable distribution of classes by randomly re-
creating examples of minority classes. When one class—the majority class—sig- 
nificantly outnumbers another class in the data set, this is known as a class im-
balance [32].  

To balance the class distribution, SMOTE creates synthetic samples for the 
minority class. By interpolating between existing data, SMOTE generates syn-
thetic examples for the minority class. SMOTE chooses the k closest neighbours 
from the minority class for each sample. Then, it produces synthetic examples by 
combining the chosen sample and its neighbours in linear fashion. By adding 
fresh samples to the feature space, this procedure effectively increases the mi-
nority class. By giving the classifier a balanced data set, SMOTE makes it easier 
for it to learn the decision boundary.  

SMOTE brings together existing minorities to create new ones. It uses linear 
interpolation to construct virtual training records for the minority class. For 
each example in the minority class, these synthetic training records are con-
structed by selecting one or more of the k-nearest neighbours at random Figure 
2. The data is rebuilt after the oversampling approach, and several classification 
models can be used to the updated data. Working Procedure: The overall num-
ber of oversampling observations (N) is shown first. One of the most popular  
 

 
Figure 2. Synthetic minority oversampling technique (SMOTE) [33]. 
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binary class distributions is 1:1. This may, however, be reduced depending on 
the circumstances. The iteration starts with a choice of a positive class instance 
at random. The KNNs (by default 5) for that instance are then retrieved. 

Finally, N of these K instances are chosen to serve as the foundation for the 
creation of new synthetic instances. Any distance metric can be used to calculate 
the distance between the feature vector and its neighbours. This variance is now 
multiplied by any random value between 0 and 1 and added to the feature vector 
from before. Though this approach is quite beneficial, it has a few limitations. 
The synthetic instances are created in the same direction, with an artificial line 
connecting their diagonal instances. As a result, the decision surface generated 
by a few classification algorithms grows increasingly complex. SMOTE tends to 
generate a large number of noisy data points in feature space.  

a) Feature Scaling and Selection: 
The process of limiting the amount of input variables in a predictive model is 

known as feature selection. The number of input variables should be kept to a 
minimum to reduce the computational cost of modelling and, in some situa-
tions, to increase the model’s performance. The link between each input variable 
and the goal variable is examined using statistics, and the input variables having 
the strongest association to the target variable are chosen. Despite the fact that 
the statistical measures utilised are dependent on the data types of the input and 
output variables, these tactics can be quick and successful.  

Using the model’s feature importance attribute, we can determine the feature 
importance of each feature in our dataset Figure 3. A score is assigned to each of 
our data features; the greater the score, the more important or relevant the fea-
ture is to our output variable. We’ll use Extra Tree Classifier to extract the top 10 
features for the dataset because Feature Importance is an intrinsic class that 
comes with Tree Based Classifiers.  

b) Testing and Training Dataset: 
Separating data into training and testing sets is required for our model evalua-

tion. Only a tiny portion of the data is used for testing, with the rest being used 
for training. During this step of data preparation, data sets were split into train-
ing and testing sets Figure 4. To test the model, we construct predictions against 
the test set after processing the training data. As a result, a pseudo-random num-
ber generator was used to generate 80% of the data for the training set and 20% 
for the testing set.  

5. Exploratory Analysis  

One of the most typical techniques of dealing with an imbalanced dataset is to 
resample the data Figure 5. Undersampling and oversampling are the two of the 
most common ways for this. Oversampling techniques are preferred over un-
dersampling techniques in most circumstances. The reason for this is that when 
we undersample data, we tend to exclude occurrences that may contain crucial 
information.  
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Figure 3. Feature scaling result.  

 

 
Figure 4. Feature importance.  
 

 
Figure 5. Sample data sets.  

 
SMOTE is an oversampling approach that generates synthetic samples for the 

minority group. Overcoming the problem of overfitting produced by random 
oversampling is easier with this method. It focuses on the feature space to gener-
ate new examples by interpolating between positive occurrences that are near in 
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proximity.  

6. Results  

1) Recurrent Neural Network Algorithms: Recurrent Neural Networks (RNNs) 
great in capturing temporal dependencies in sequential EEG data, making them 
a good choice for emotion classification applications. RNNs are useful in this situa-
tion because they can simulate how emotions change over time.  

To function successfully, they need to be carefully tuned because they are vul-
nerable to the vanishing gradient problem, which can impair their capacity to 
learn long-term dependencies. Additionally, when working with huge data sets, 
training RNNs can be computationally expensive. The RNN Classifier revealed 
that the RNN model was able to predict with a 82% accuracy rate Figure 6.  

The training and test Accuracy of the RNN classifier are 82.45% and 81.36% 
respectively Table 2, Figure 7.  

2) Long Short Term Memory:  
Long Short-Term Memory (LSTM) networks are ideal for interpreting EEG 

signals since they are designed basically for sequential data. They can handle va-
riable-length sequences and are excellent at capturing long-term dependencies. 
LSTMs work best with enough training data, but they can be sensitive to hyper-
parameter settings and necessitate careful adjustment.  

LSTMs are an excellent option for emotion classification tasks since they are 
particularly effective at capturing temporal patterns in EEG data despite being 
computationally demanding in comparison to some other techniques. The train-
ing and test Accuracy of the LSTM classifier are 84.05% and 83.09% respectively 
Figure 8, Figure 9 (Table 3). 

 
Table 2. Result for RNN.  

Training Accuracy Test Accuracy 

82.45% 81.36% 

 

 
Figure 6. RNN model accuracy curve.  
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Figure 7. RNN model loss curve.  

 

 
Figure 8. LSTM model accuracy curve.  

 

 
Figure 9. LSTM model loss curve.  

 
Table 3. Result for LSTM. 

Training Accuracy Test Accuracy 

84.05% 83.09% 
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3) Random Forest Classifier: 
Random Forest is a strong and adaptable method that can handle both nu-

merical and categorical information. Due to its lower propensity for overfitting, 
it is especially helpful when working with noisy EEG data. Additionally, Random 
Forest offers feature priority scores that can be used to determine which EEG 
features are most important for classifying emotions. But because it’s not natu-
rally suited to sequential data, like EEG signals, it might have trouble accurately 
capturing the temporal dynamics of emotions.  

The Confusion Matrix of the Random Forest model demonstrated that it was 
able to predict TP (True Positives) and TN (True Negatives) with a 96% accura-
cy rate Figure 10.  

The classification report for the Random Forest model shows that it has a pre-
cision, recall, and F1 score Table 4.  

4) Naive Bayes Classifier:  
Naive Bayes is a simple but efficient computational technique for classifying 

emotions, especially for small datasets. It functions well under specific circums-
tances and can handle high-dimensional feature spaces. For EEG data, where 
features can be highly correlated, its essential premise of feature independence 
(the “naive” assumption) may not hold true, which may limit its ability to cap-
ture complex emotional patterns and temporal dynamics. The Confusion Matrix 
of the Naive Bayes model demonstrated that it could predict TP (True Positives) 
and TN (True Negatives) with a 94% accuracy rate Table 5.  

 
Table 4. Result for random forest classifier.  

Recall Score Accuracy Precision Score F1-Score 

96% 96% 96% 96% 

 

 
Figure 10. Confusion matrix for random forest classification. 
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The classification report for the Naive Bayes model shows that it had low ac-
curacy, recall, and F1 scores Figure 11.  

5) Neural Network:  
The versatility of neural networks (NNs) is high, and they can recognize com-

plex patterns in EEG data. They can be used in both shallow and deep architec-
tures, and because they can learn new features, they don’t require as much fea-
ture engineering. However, NNs are susceptible to overfitting if not adequately 
regularised and require a significant quantity of data to train deep models effec-
tively. Large neural networks can also be expensive computationally. 

The first 38 columns contain our input features. We have the feature that we 
want to forecast in the last column: by separating features and labels. After that, 
we divided our data into input features (X) and the label of what we want to pre-
dict (Y). We need to determine the optimal numbers for our architecture now 
that we’ve defined it. Before we begin training, we must first configure the model 
by telling it which optimization method to use, which loss function to employ, 
and which other metrics you want to track in addition to the loss function. Ac-
cording to the Neural Network Model study, it has an accuracy of 81% Figure 
12.  

Because we are fitting the parameters to the data, the function is termed “fit”. 
We must first determine what type of data we will use for training, which is x 
train and encoded1. Then we figure out how big our mini-batch will be and how 
long we’ll train it (epochs). Finally, we define our validation data so that the 
model can assess our performance at each level (Figure 13, Table 6, Table 7). 

 
Table 5. Naive Bayes classifier result. 

Precision Score Recall Score Accuracy F1-Score 

94% 94% 94% 94% 

 

 
Figure 11. Confusion matrix for Naive Bayes classification.  
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Table 6. Result for NN. 

Training Accuracy Test Accuracy 

80.68% 81.25% 

 
Table 7. Algorithm with their training and test accuracy Table 7. 

Algorithm Training Accuracy Test Accuracy 

Random Forest 96.03% 95.4 

Naive Bayes 94.72% 93.39 

LSTM 84.05% 83.09 

NN 80.68% 81.25 

RNN 82.45% 81.36 

 

 
Figure 12. Model accuracy curve.  

 

 
Figure 13. Model loss curve.  
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7. Conclusions 

While processing the brain waves-alpha, beta, delta, theta and gamma-received 
from the human brain, minority classes were found in a huge amount in the da-
tasets which led to a subsequent problem of overfitting and to overcome this is-
sue, SMOTE-Oversampling technique was used.  

The findings of this study reveal that varying accuracy can be obtained de-
pending upon the Machine Learning Algorithm used. Random Forest, Naive 
Bayes, RNN, LSTM and NN were used to develop the classification algorithm 
with a high accuracy.  

To improve it, this research can be expanded by decreasing the time unit used 
to retrieve signals and adjusting the weight value for each type of wave. After 
incorporating all of the data into our model, we obtained a weighted accuracy of 
96.03% while Random Forest was used in clarifying the final simulation. 
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