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Foreword 

It is a great pleasure to write this foreword for the book “Advances in Modern and Applied Sciences, 
A Collection of Research Reviews on Contemporary Research (Volume 1)”. When I heard about 
publishing a comprehensive book on science from one of the Editors, I was very much excited to 
see it. At last, the dream came true for Science Departments of Srikrishna College. Indeed, this book 
contains a wide variety of research topics in modern science presented in a systematic and 
engrossing way to acquire knowledge without knowing its cutting-edge technologies. The readers 
can experience the latest developments in the field of computer and material sciences. The field of 
atmospheric and space Sciences is of growing importance for our future life in view of Sustainable 
Developments Goals (SDGs). Then the articles regarding Astrophysics, Astronomy, and High 
Energy Physics attract our curiosity about how our universe works. All the above-mentioned topics 
are carefully and well documented in four chapters by many experts from their respective fields. 
This book must be suitable not only for scholars but also for students and researchers working in 
different research fields to widen their view of science. I am eagerly waiting for the next volume of 
this book.  
With best wishes. 

Yasuhide Hobara 

Professor 
Head, Center for Space Science and Radio Engineering  
Graduate School of Informatics and Engineering  
The University of Electro-Communications, Tokyo, Japan 



Preface 

This book Advances in Modern and Applied Science materializes our long-cherished dream of publishing a series of 
volumes consisting of review papers on contemporary research fields from a broad spectrum of basic sciences. The 
present volume, which is our first baby-step towards that fulfilment, includes a collection of twenty-five review articles 
contributed by about fifty researchers and scientists whose vocations are in diverse fields of science including 
astrophysics, astronomy, high energy physics, space science, atmospheric sciences, computer sciences to material 
sciences. 

The main objective of this book is to provide an insight into the advances that modern day science has made and bring 
forth a better understanding of this vast and exhilarating discipline called science. Keeping this in mind the contributors 
have emphasized on the essemplastic power by incorporating both the quantitative and qualitative research outcomes in a 
very lucid manner that would dulcify the readers with its ineluctable pedagogy as put forward by esteemed personalities 
mostly through the review articles. We are certain that new graduates, Ph.D. scholars, teachers, and researchers from 
diverse fields will benefit from this volume, which can be considered as a stock-taking of the new developments in recent 
day science. 

The editors have compiled and edited the articles duly to suit the purpose of the book and at the same time to keep a 
balance between diverse topics. We have organized our book into four specific chapters. To begin with, Chapter 1 
consists of nine articles from Astrophysics, Astronomy and High Energy Physics. In this section, the reader is provided 
with a brief overview on various topics focusing on Monte Carlo simulation of black hole imaging in X-ray domain, 
multi-messenger astronomy, properties of radio galaxies, galaxy rotation curves, neutron stars, radio study of the 
atmosphere in Saturn's moon and new quantum methods in Krein space. Chapter 2 is devoted to Atmospheric and Space 
Sciences comprising eight articles. Articles on recent topics like extraordinary air pollution in New Delhi, atmospheric 
factors affecting transmission of Covid-19, impact of extreme weather events on agriculture, effects of ionospheric 
forcing from above and below due to solar flares, seismic events, cyclonic storms, polar stratospheric warming events and 
their experimental measurement techniques have enriched this Chapter. In Chapter 3, researchers have explored advances 
in modern Computer Science and Mathematics through five articles focusing on recent topics like routing and spectrum 
allocation scheme in elastic optical networks, Spectrally-spatially elastic optical networks technologies and their 
challenges considering different types of fibers and Verifiable Visual Cryptography for transmitting secret image over the 
internet and Alexander-Spanier cohomology theory. Finally, Chapter 4 contains three articles from Material Sciences 
giving an overview of the current state of the art focusing on topics like data-based material designing using Machine 
Learning, thermo-electric devices, and applications of Chitin and Chitosan based composite as promising green energy 
resources.  

The book has been sponsored by Srikrishna College, Bagula, West Bengal, India. In this regard, we take the opportunity 
to thank Dr. Sukdeb Ghosh, Principal of the College, and Mr. Anup Kumar Bhadra, President of Governing Body for 
their constant support and encouragement without which it would have been difficult for the book to see the light of day. 
The book can truly be said to act as a springboard in our endeavours to promote and further advance the culture of 
research environment in our institution..  

We earnestly thank all the authors for their efforts and enthusiasm to submit their contributions to this volume and make 
this book a successful publication. Our sincere thanks reaches out to all the faculties and staff members of Srikrishna 
College, especially Dr. Bipul Mandal, Prof. Somnath Chakraborty, Prof. Anamika Chakraborty, Ujjal Kumar Das, Dr. 
Ankita Indra, Dr. Tushar Kanti Bose, Dr. Pranab Das, Supratick Adhikary, Dr. Paramita Hajra, Dr. Nabadyuti Barman 
whose constant support and succour made the book a success. Finally, we must thank the Publisher Scientific Research 
Publishing Inc., USA for agreeing to publish the book in a timely manner. 

May, 2022   

Sujay Pal  
Tushar Kanti Biswas 
Srikrishna College (Govt. Sponsored) 
Affiliated to University of Kalyani  
Bagula, Nadia, West Bengal, India 741502 
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Abstract
Theoretical X-Ray images of a black hole with an accretion disk have been studied for quite a long time. However, the

spectral and temporal counterparts of such images are barely explored for Galactic black hole candidates. Spectra of such
black hole candidates are primarily divided into two components: a disk radiation dominated black body component and a
Comptonization dominated power-law component. We explore a disk geometry combined with a Keplerian disk which acts
as seed photon source and a relativistic thick disks acting as a Compton cloud in our present study. Monte-Carlo technique
has been employed for image generation. The spectra corresponding to the images are presented. Using Ray-Tracing pro-
cess, we calculate the time lags of hard and soft X-Rays. The variations of lag properties with the size of Compton cloud
and inclination angle are presented. Later, we investigate the implications of outflows on the timing properties of Galac-
tic black holes using multi wavelength radio X-ray data and corroborate with our state-of-the art hydrodynamic simulations.

Keywords:Accretion Disks, Black Hole Physics, Radiative Transfer, Ray-Tracing

1 Introduction
Simulation of images of accretion disk started from 1979 with the pioneering work by J. P. Luminet [1]. Following his work,
Fukue & Yokohama [2] first presented colored images of an accretion disk around a non-rotating black holes. Viergutz [3]
extended the work including the spin in Kerr geometry. Marck [4], first employed Ray-Tracing process to get the images
of accretion disk around black holes. In recent years, after commissioning of Event Horizon Telescope (EHT), this field of
the study has received new boosts [5]. Bromley & Melia [6] studied polarization properties of accretion disk. The 2019
EHT observations [7, 8, 9, 10, 11, 12] of the super massive black hole at the centre of M87 galaxy put forward a new era of
black hole observations in radio frequency. However, the images in X-ray domain are less explored due to interferometric
challenges in shorter wavelength. For Galactic black hole candidates, Comptonization is a crucial physical process [13].
In X-ray regime, Chatterjee, Chakrabarti & Ghosh [14], simulated the theoretical images in presence of Comptonization
confined within the thick disks. Three dimensional Ray-Tracing equations allow to generate images and spectra of any
Compton cloud obtained from hydrodynamical solutions. Using the similar method, the time of arrival of photons on the
plane of the observer are also calculated [15] which provide higher accuracy for inclination angle based studies of accretion
physics.

X-ray time lags [16] provide deeper understanding of the disk geometry and physical processes in short timescales. Hard
lags are found when harder photons delay over the softer energy band and are commonly explained by Comptonization
model [16]. Soft/negative lag is produced when the hard photons reach the observer prior to the soft photons and can
be interpreted by propagatory oscillation [17], [18] or hard X-ray reflection from the disk [19]. Often, Quasi-Periodic
Oscillations are found in the light curves of Compact objects having broad range of mass [20], [21], [22]. The time lags
around the QPOs provides the information of the length scale of various X-ray emitting regions on the accretion disk [23],
[24]. They implicated that the gravitational bending could aid to the soft-lags as such cases are observed only for high
inclination angle sources. For type-B QPOs, they suggested that the base of the jet acts as the oscillating region and are
mostly observed when the source exhibits higher radio activity. Along with spectral properties, such as radio and X-ray
flux correlations (FR ∝ FX ; see [25], [26], the disk-jet connections are also found from the optical-X-ray time lags of
GX 339-4 [27]. Recently, Chatterjee et al. 2019 [28] discovered correlations between radio flux and soft-lags for XTE
J1550-564 during its 1998 outburst. Later, Patra et al. 2019 [29] found similar correlations for three other high inclination
GBHs. On the other hand, in case of low inclination sources, such as XTE J1650-500, the jet enhances the Comptonization
which increases the time lag (see [30]). Thus, to gain deeper understanding of time lags through simulations, one has to
encounter Comptonization, reflection, gravitational bending in the curved space-time, and disk-jet connections. To consider
the inhomogeneity of the Compton cloud requires robust simulation approach utilizing Monte-Carlo technique (see [31] for
details). Earlier theoretical works in the field includes (see [32], [33]) the jet model along with the Comptonization in the
simulations to understand the disk-jet connections through timing properties of GBHs.

In this present context, we opt for Two Component Advective Flow (TCAF) model where advection dominated outflows
can be produced self-consistently [34]. The model contains a low angular momentum and low viscous sub-Keplerian
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component and a higher angular momentum and higher viscous Keplerian component. Both, these component bloats after
reaching centrifugal barrier and creates a post-shock region which acts as Compton cloud. The region inside this barrier
is known as CENtrifugal pressure supported BOundary Layer or CENBOL and acts as the Compton cloud. Molteni et al.
(1994) [35] showed that post shock region behaves like thick disks that were earlier studied by [36], [37], [38], [39, 40].
Thus, the thick disks are safe assumptions in the context of modeling Compton clouds in TCAF paradigm. Later, [34]
produced the spectral variations of accretion disks around black holes due to variation of physical parameters like disk rate,
halo rate, shock location and shock strength. In this framework, it is much needed to investigate the images of TCAF where
connection between source spectra and observer spectra can be established by considering curved geometry.

The structure of this article is the following. We briefly demonstrate the thick disk geometry (§2), Radiation profile of
Keplerian disk (§3), Ray-Tracing process (§4) and Monte-Carlo Comptonization technique (§5). Then in Results (§6), we
first show the source spectra after Comptonization. In §6.2, we show image of Keplerian disk, image of an accretion disk
with thick disk acting as Compton cloud. We show the image of TCAF in presence outflows where post-shock region is
obtained from hydrodynamic TVD code. In §6.2.4, we show the observed spectra and spectral hardening due to inclination
angle. §6.3 deals with simulations of time lag properties and the implications of outflows on the lag-energy spectrum. Later
in §7, we draw our conclusions.

2 Compton Cloud or Thick Disks
In case of barotropic (p(ϵ)) process, Euler’s equation for perfect fluid becomes,

W −Win =

∫ p

0

dp

p+ ϵ
=

∫ ut

utin

ln(ut)−
∫ l

lin

Ω∇l

(1− Ωl)
, (1)

where, von-Zeipel relation [41] is taken as Ω = Ω(l) = c2/nl1−2/n with λ = rsinθ
(1− 2

r )
1/2 (C85 [39]). We have considered

four velocity components as [ut, 0, 0, uϕ].
From the intersection of Keplerian angular momentum and angular momentum of the thick disk at inner boundary (rin)

and the centre of disk (rc), we can easily calculate c and n using algebraic equations. We considered length in the unit of
rg = GM/c2, where G, M , c represents gravitational constant, mass of the black hole, and speed of the light respectively.

We take a polytropic equation of state, p = Kργ with p is pressure, ρ is matter density and K is measure of the entropy.
γ is the polytropic index having value as 4/3.

(b)(a)

Figure 1: (a) Energy (in keV plotted in log scale) of escaping Photons, (b) number of scattering (dimensionless number)
suffered by emergent photons from the Compton cloud are represented for a typical Compton cloud having the outer edge
at around 60 rg .

Typical meridional cross-section of the Compton cloud with outer boundary at 60 rg is presented in Fig. 1 where the
central temperature was around 200 keV . The energy and number of scattering distribution emergent photons suggests the
correlation between higher electron density and temperature regions produces harder photons. Later, for dynamical studies,
we employ the TVD (Ryu et al. 1997) [42] method where inflowing sub-Keplerian matter suffers through the shock before
entering the black hole. The ubiquitous outflows are generated at the shock front.

3 Keplerian Disk
While simulating the geometry of the accretion disk, the Keplerian disk is placed around the Compton cloud and has much
higher viscosity (see, Chakrabarti 1996 [43]; Chakrabarti & Das 2004 [44] and Nagarkoti & Chakrabarti 2016 [45]) with
lower temperature than that of the Compton cloud region.

We consider truncated Keplerian disk with radiation profile adopted from Page & Thorne, 1974 [46]. Flux and temper-
ature are given by,
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F (r) =
Fc(ṁd)

(r − 3)r5/2

×
[√

r −
√
6 +

√
3

3
log

(
(
√
r +

√
3)(

√
6−

√
3)

(
√
r −

√
3)(

√
6 +

√
3)

)]
and

T (r) =

(
F (r)

σ

)1/4

(2)

where, Fc(ṁd) = 3mṁd

8πr3g
, with ṁd being the disk accretion rate in Eddington unit, σ = 2π5k4

15h3c3 is the Stefan-Boltzmann
constant.

Photon flux emitted from the Keplerian disk surface is considered same as reported in Garain, Ghosh & Chakrabarti,
2014 [47] and [14, 15].

4 Ray-Tracing Process
The general equation motion of particles is given by,

d2xµ

dp2
+ Γµ

νλ

dxν

dp

dxλ

dp
= 0, (3)

with µ = [0, 1, 2, 3]; x0 = t, x1 = r, x2 = θ and x3 = ϕ, where p is an Affine parameter.
Introducing energy Pt = E = (1 − 2

r )
dt
dp and angular momentum Pϕ = L = r2sin2θ dϕ

dp (Chandrasekhar, 1983) [48],
one can drop fourth equation of motion keeping all the generality of the trajectory of photons. So, we can write

d2r

dt2
+

3

r(r − 2)

(
dr

dt

)2

− (r − 2)

(
dθ

dt

)2

−(r − 2)rsin2θ

(
dϕ

dt

)2

+
r − 2

r3
= 0,

d2θ

dt2
+

2r − 6

r(r − 2)

(
dθ

dt

)(
dr

dt

)
− sinθcosθ

(
dϕ

dt

)2

= 0 and

d2ϕ

dt2
+

2r − 6

r(r − 2)

(
dθ

dt

)(
dr

dt

)
+ 2cotθ

(
dθ

dt

)(
dϕ

dt

)
= 0.

(4)

Using tetrad formalism, velocities are connected from the curved to the flat spacetime. The three spatial velocity
components can be expressed as,

vr̂ =
dr̂

dt
=

r

(r − 2)

dr

dt
, vθ̂ =

dθ̂

dt
=

r
√
r√

(r − 2)

dθ

dt

and vϕ̂ =
dϕ̂

dt
=

r
√
rsinθ√

(r − 2)

dθ

dt
.

(5)

Ray-Tracing process is similar to what has been earlier used in [14, 15, 49, 50].

5 Monte-Carlo Comptonization
Injected photons that are generated from Keplerian disk acquire random velocities from three random numbers. We have
modulated the flux of the disk such that radiation from Keplerian disk maximize along the Z-axis and minimize along the
equatorial plane. A scattering within the Compton cloud occurs when the optical depth of a photon crosses the critical
optical depth τc.

We have considered the Klein-Nishina scattering cross section σ and is given by:

σ =
2πr2e
x

[(
1− 4

x
− 8

x2

)
ln (1 + x) +

1

2
+

8

x
− 1

2 (1 + x)
2

]
, (6)

where, x is given by,

x =
2E

mc2
γ
(
1− µ

v

c

)
, (7)

re = e2/mc2 is the classical electron radius and m is the mass of the electron.
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Energy exchange between electron and photon occurs by following Comptonization mechanism. Gravitational redshift
modulates the energy of photons in their entire path. The process is similar to what was used in Ghosh, Chakrabarti, Laurent,
2009 [51]; Ghosh, Garain, Chakrabarti, Laurent, 2010 [52]; Ghosh et al. 2011 [14], [15], [53].

After Comptonization, the last scattering point of photons are stored. Panel (a) shows the most energetic photons came
from the centre of thick disk where density and temperature are at maximum. Thus, these photons suffer most scatterings
(presented in Panel (b)) while leaving the central region.

6 Results

6.1 Spectra
To study the X-Ray imaging, we have considered outer boundary of the Compton cloud to be at 30 and this is the inner
boundary of the Keplerian disk. Keplerian disk extends up to 50. This saves significant amount of computational time. The
injected and emergent spectra are shown below.
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Figure 2: Variation of emergent spectrum with respect to (a) central temperature of Compton cloud keeping ṁd = 1.0 as
fixed. The injected spectrum is shown by solid-blue line. The dashed-black and double-dash-dot-green spectra correspond
to the central temperatures 50 and 140 keV, respectively. (b) Injected seed photons from truncated disks of accretion rates
ṁd = 0.00001 (solid− black) and ṁd = 0.001 (dashed− red). The central temperature is 200 keV with corresponding
emergent spectra in panel (c). (d) Direction dependent emergent spectra for ṁd = 0.1 with 0◦ − 22.5◦ (solid-black),
45◦ − 67.5◦ (dash-red) and 67.5◦ − 90◦ (dot-dash-blue).

Spectral hardening with increasing Compton cloud temperature is shown Fig. 2. Injected spectra for accretion rates of
ṁd = 0.00001 (solid− black) and ṁd = 0.001 (dashed− red) are shown in Fig. 2b. Fig. 2c shows the corresponding
Comptonized spectra for the central temperature fixed at 200 keV. The direction dependent source spectra is presented in
Fig. 2d (see [14] for further details).

6.2 Image
6.2.1 Image of Keplerian Disk

Due to the increase in Doppler effect the Keplerian disk gets brighter in one side and dims on the other side. The image of
the Keplerian disk seen from an inclination angle of 80◦ is shown in Fig. 3. Only primary photons are considered in this
current image. Contribution of secondary photons are minimal compared to the primary photons. The Keplerian disk has
the inner edge at 6 and outer edge at 50.
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Figure 3: Keplerian disk with rout = 50.0 seen from an inclination angle of 80◦. The color bar represents log(Tobs) of the
Keplerian disk. The inner edge (rin) of the Keplerian disk is at 6.0rg . Disk rate ṁd = 10−1.

Using proper Ray-Tracing mechanism allows us to have the entire phase space information of the photons in its trajec-
tory.

6.2.2 Image of an Accretion Disk

We constructed the image of an accretion disk on the plane of an observer by event simulation mechanism. Most of
the earlier studies in case of X-Ray imaging were done from the reference frame of the observer. This method save
computational time. But, it restricts most the information about the physical processes that are occurring in the accretion
disk. The variation of images with inclination angle and accretion rates are presented in [14].

Figure 4: Image of an accretion disk seen from 50◦ having a disk accretion rate of ṁd = 10−3. log(Tobs) is the color -bar
with the scale 104.5 − 106.5 Kelvin. Outer edge of Compton cloud is at 30 and Keplerian disk extends up to 50.

As presented in Fig. 4, the central region of the disk glows in hot colors as the hard photons are generated from the
central region. The colder geometrically thin but optically thin Keplerian disk exhibits the combined effect of gravitational
and Doppler red-shift on the observer plane which distorts the symmetry of the disk on the observer plane.

6.2.3 Disk with Outflows

To study the images of accretion disk in presence of outflows, we have used the hydrodynamic code TVD (Ryu et al. 1997
[42]; Giri & Chakrabarti 2012 [54]). The outer boundary of the Keplerian disk is kept at 100 while the inner boundary is the
shock location (around 45). Outflows are natural consequence of accretion. We have considered the reflection symmetry
of the outflowing matter. The visual appearance or image changes is a little due to the Lorentz boosting of the Jets (see
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Fig. 5). Inner region of the Compton cloud glows due to the hard photons that are produced via inverse Comptonization
mechanism. Detailed analysis of outflows are reported in [49].

Figure 5: Image of TCAF seen from 70◦ having a disk accretion rate of ṁd = 10−1. log(Tobs) is the color -bar with the
scale 105.5 − 106.3 Kelvin. Outer edge of Compton cloud is at 45 and Keplerian disk extends up to 100.

6.2.4 Observed Spectra

Spectral variation with respect to inclination angle is shown in Fig. 6. The disk rate is kept constant. With increasing
inclination angle more and more soft photons from Keplerian disk enters into the Comptonizing region. Gravitational
lensing bends the trajectories of photons such that the number photons which are passing through the Compton cloud
region increase.
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Figure 6: Variation of observed spectrum with inclination angles 10◦, 50◦ and 80◦ where disk rate fixed at ṁd = 10−3.

Due to gravitational bending of photons, we observe the spectral hardening in higher inclination angle objects (see Fig.
6). Spectra of 50◦ inclination angle corresponds to the image is shown at Fig. 4. Spectral hardening from our simulation
matches with the observational survey that has been done by Heil et al. 2015 [55].

6.3 Time Lag
Time lag properties were first discovered by Miyamoto et al. 1988 [16]. Dutta & Chakrabarti, 2016 [23], explained the
physical processes that contribute to the time lag properties. Comptonization, disk reflection, gravitational bending and the
inclination angle of the observer. We have added all these features to simulate the variation of time lag properties with shock
location Xs, energy of photons, inclination angles and compared our simulations with observational results. We simulate
electron clouds of various size from 20 to 65 to study the time lag variation with shock location and QPO frequencies.
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Figure 7: Time lag (in sec) between 5.0 − 100.0 keV and 1.0 − 5.0 keV is plotted with size of the Compton cloud (in rg
unit). (a) Black (square) and red (triangle) lines represent 0◦ & 10◦, (b) Black (square) & red (triangle) lines represents 36◦

& 50◦ respectively and (c) Black (square) & red (triangle) lines represent 60◦ & 70◦ respectively.

6.3.1 Time Lag Variation with Size of Compton Cloud

To study time lag properties, we have varied the Compton cloud size 20 to 65 rg . The soft energy band is considered 1 to 5
keV and the hard energy band is considered 5 to 100 keV (Fig. 7). With inclination angles, we have shown the variation of
time lag for numerous sizes of Compton cloud (see [15] for further details).

6.3.2 Time Lag Variation with Energy

Soft photons originated from Keplerian disk are intercepted by the electron cloud where inverse Comptonization occurs.
This enhances the energy of photons. The maximum energy of electrons can be found in the central region of Compton
cloud. The more scattering a photon suffers within cloud the more energetic it becomes. Thus, it spends more time in the
Compton cloud.
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Figure 8: Time lag w.r.t 2.0− 5.0 keV is plotted with energy bins for shock locations at 55rg for three different inclination
angles. Lag magnitude decreases with inclination angle.

In Fig. 8, we show the time lags of photons of different energy bins having fixed size of the Comton cloud with various
inclination angles. More soft photons from the opposite size of the disk are intercepted by the Comton cloud which increase
the number of hard photons for an observer at high inclination. The unscattered soft photons from the other side which are
arriving directly to the observer delayed even further due to bent trajectory. As a result, when the inclination increase, the
lag magnitude decrease. Details can be seen in CCG17b. Earlier in RXTE era, the energy dependent time lag studies were
possible up to 30 keV. With NuSTAR (Harrison et al. 2013) [56] and AstroSat (Singh et al. 2014) [57] missions, the time
lag studies are being conducted at higher energies (Mishra et al. 2017 [58]; Middleton et al. 2021 [59]).
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6.3.3 Comparison with Observation

Chakrabarti & Manickam 2000 [60], showed the QPO frequency is inversely proportional to the shock location. We con-
sidered the shock is moving inwards from day 0 with a speed of 500 cm/s.

0 0.5 1 1.5 2 2.5 3

Time (days)

0

0.005

0.01

0.015

0.02

(ν
q

p
o
/2

0
0
) 

(H
z)

 /
 T

im
e 

L
ag

 (
se

c)

(ν
qpo

/200)

Time Lag 

Figure 9: Time lag between 5.0− 100.0 and 0.1− 5.0 keV (solid-black-circle) photons is plotted for 50◦ inclination angle
along with calculated νqpo/200 Hz (solid-red-triangle). X-axis represents the day of evolution.

For 50◦ inclination angle, we show the time lag variation with νqpo/200. From Fig. 9, we can see the smallest QPO
produces largest time lag. This behavior is in complete agreement with the Fig. 4 of Dutta & Chakrabarti, 2016 [23], where
the similar variation of time lag and QPO frequency was obtained for GX 339-4 [27], an object with inclination angle
around 50◦ (Zdziarski et al. 1998) [61].

6.3.4 Lag-Energy Spectra in Presence of Outflows

We introduced the hydrodynamic simulation (Ryu et al. 1997 [42]; Giri & Chakrabarti 2012 [54]) to produce the dynamic
images of an accretion disk in presence of outflows (Chatterjee et al. 2018) [49].
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Figure 10: Time lag w.r.t 2.0− 5.0 keV is plotted with energy bins for shock locations at 45rg for a source at an inclination
angle of 80◦. Lag magnitude decreases with the inclusion of the outflows.

Simulated energy dependent time lags with and without the effect of outflows are presented in Fig. 10 for a source at
80◦ inclination. The soft energy band, considered here, is 2.0-5.0 keV for simulated lag calculations. We find that in the
presence of outflows, time lag magnitude decreases. The simulated results shows a general agreement with the observed
radio flux soft-lag correlation (Chatterjee et al. 2019) [28]. Currently, the simulation boundary extends up to 100 rg which
is also the outer boundary of the Keplerian disk. The outer boundary of the Compton cloud is around 45 rg . Studies on the
effect of jets for low inclination angle sources will be reported elsewhere.
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7 Conclusion
In this article, we presented the theoretical images of Two Component Advective Flow (Chakrabarti & Titarchuk 1995)
[34] using Monte-Carlo simulations. The model has been successful to explain the various spectral states present in the
outbursting or persistent black hole sources. Here, we have showed the images of modeled accretion disks around a non-
rotating black hole in presence of Comptonization. Using Ray-Tracing method, we have showed that even a very simplified
version of the model is able explain the observational time lag properties.

Monte-Carlo technique allowed us to investigate the energy transfer between electrons and photons in the inhomoge-
neous Compton cloud and its implications on the inclination dependent spectral and temporal properties of the Galactic
black holes.

The signatures of disk-jet connections are found in the spectral (Merloni et al. 2003 [25]; Corbel et al. 2003 [26]) and
temporal (Gandhi et al. 2008 [27]; Reig et al. 2018 [32]; Reig & Kylafis 2019 [33]; Chatterjee et al. 2019 [28]; Patra et
al. 2019 [29]; Chatterjee et al. 2020 [30]) properties of the GBHs. Both high and low inclination sources manifest the
jet interception of photons in different manner. For, high inclination, the feedback from the jet could downscatter photons
causing soft lags (see Chatterjee et al. 2019) [28]. Whereas, for low inclination sources, the jet interception could introduce
more Comptonization aiding to the hard lag (Chatterjee et al. 2020) [30]. In future, we expect to extend the numerical
simulations on low inclination sources where disk-jet interactions will be explored through spectral and temporal features
of the outbursting and persistent sources.
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Abstract

This review on the galaxy rotation curve provides the reader a brief historical account of observational discoveries of
galaxies and their properties. The galaxy rotation curve as indicated by Keplerian dynamics deviates for the outward stars
as their distances increase from the centre of the galaxy. This deviation may account for the presence of dark matter in the
galaxy. However there are other promising alternatives which can also explain these deviations. In this article we review
all the possible solutions so far in this context for the explanation of the galaxy rotation curves.

Keywords: Galaxy Rotation; Dark Matter; MOND.

1 Introduction
The galaxies were first identified by the French astronomer Charles Messier in the 17th century [1, 2]. Having no knowledge
about what they are, he made a catalogue, known as Messier Catalogue, of 110 star clusters and spiral nebulae. In this
Catalogue, each astronomical object was named by the letter ‘M’ followed by a numeric digit. For instances, M1 is identified
as a supernova remnant which is also known as the Crab Nebula. M31 was identified as Andromeda Galaxy which was
first observed around the year 964 by the Persian astronomer Abd al-Rahman al-Sufi [3]. Until 1900, astronomers observed
numerous faint, fuzzy objects in sky but could not gather much knowledge about them. These fuzzy objects were believed
by some astronomers to be the “island universes” beyond Milky Way at that time. There were other astronomers who had
a thought about these objects as being the planetary systems in the early stage of evolution like our solar system [4]. The
American astronomer Vesto Slipher, in 1912, was the first to measure the radial velocities of the galaxies [5, 6] and his
study on twenty five spiral nebulae and globular clusters led to the discovery that the distant galaxies are moving away from
us or the Milky Way [4]. Despite being known about the receding of the galaxies from Slipher’s observations, those days
it was highly controversial to get rid of the other classes of thoughts regarding those nebulae i.e., whether or not they were
island universes outside our own galaxy Milky Way. In this context this is worth mentioning about the “Great Debate” in
1920 between Harlow Shapley and Heber Doust Curtis [7, 8, 9, 10, 11]. In the debate Shapley argued that the spiral nebulae
are the parts of Milky Way galaxy. On the contrary, Curtis took stand by the idea that the spiral nebulae are the separate
galaxies or the “island universes” outside our own galaxy Milky Way and they are comparable in size and nature to our
own galaxy. This debate about the spiral nebulae continued until another American astronomer Edwin Hubble published
his results of the study of distances of the galaxies in 1929. His observations on M31 (known as Andromeda Nebula) and
M33 (known as Triangulum Galaxy) in 1924, concluded that those galaxies were too distant to be a part of our Milky Way
[12, 13]. Hence they are separate galaxies outside Milky Way. Moreover his results revealed that the velocity of a galaxy
is proportional to its distance i.e., the distant galaxies move faster than the nearby ones. This is known as the Hubble’s law
and given by

v ∝ d ,
v = H0d , (1)

where v and d are the radial velocity and the distance of the galaxy and H0 is the proportionality constant also known as
the Hubble’s constant which he measured to have a value around 65 Km.s−1.Mpc−1 [14]. Hubble’s results for the first time
conclusively argued that the Universe was expanding 1.

Slipher’s investigations on Virgo in 1913 showed that the spectral lines were not only shifted towards red (implication
of receding of the nebula) but also were slightly inclined which was the indication of the rotational motion of the nebula
[15]. Later in 1917, Francis Pease’s observation on the Andromeda galaxy revealed that the central region of it rotates with
almost constant angular velocity [16]. This observed rotational velocity of Andromeda was used to calculate its mass and
mass-to-light ratio by several astronomers and found to be consistent with the results that were obtained by Hubble [17] and
Oort [18]. In 1937, Fritz Zwicky claimed in his work [19] that the lower limits on the masses of galaxies can be put from
the observed luminosities, however the calculation of masses of the galaxies is not possible from the observed rotational
velocities alone. Later in 1939, Horace Babcock published the results of his observations on M31 in his PhD dissertation
[20] however the results are not consistent with the modern day observations. Revolution in observational astronomy began
around 1950’s when the first radio astronomical observations of rotation curve of M31 galaxy (2◦away from its centre) was

1Slipher’s results also had the cosmological implication of expanding Universe [5, 6] before Hubble.
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published by H. C. van de Hulst, Jean Jacques Raimond, and Hugo van Woerden in 1957 [21]. In a publication [22], Maartin
Schmidt explained the results of [21] on the basis of constant mass to light ratio of M31. Since the study was confined in
the region of 2◦away from the galactic centre, it was not possible to concluded anything about the central or outer regions
of Andromeda [22]. Despite these extensive studies of rotation of galaxies, there was almost no sense of crisis among the
astronomers that the observations of rotation curves are in conflict with the present day understanding of galaxies as argued
by Robert H. Sanders in his book [23].

However the situation began to change drastically in the early 1970s when Kent Ford and Vera Rubin published their
spectroscopically observed rotation curve on Andromeda galaxy (M31) [24] with the image tube spectrograph designed by
Kent Ford himself. Their observations included the stars near the edge of the Andromeda galaxy. Together with this the
other studies of Rubin with K. W. Ford and N. Thonnard [25, 26] suggested that the orbital velocities of most of the stars in
the spiral galaxies are nearly same which was the implication of growing mass of the galaxies with the radial distances. D.
Rogstad and G. Shostak [27] in 1972, analysed the rotation curves of five galaxies namely M33, NGC 2403, IC 342, M101
and NGC 6946 by the radio telescope at the Owens Valley Radio Observatory. They found, from their analyses, the rotation
curves to become flat at the largest observed radius. Morton Roberts was the first to realise the implications of the observed
flatness of the galaxy rotation curves at the large radius. M. Roberts in 1972 published his research work [28] on galaxy
M31 with R. Whitehurst and extended further study on M81 and M101 in 1973 with Arnold Rots [29]. The conclusion that
was put forward from these analyses was pointing towards the existence of significant matter density at the large distances
from the galactic centre which is responsible for the flatness of rotation curves at the large radius. In his PhD thesis (1978),
Albert Bosma [30] put forward the results of radio observation of 25 galaxies. He also found the flat rotation curve for the
largest radius observed which was larger than the optical size of the galaxy. Hence the interesting conclusion was that the
masses of the galaxies continue to grow beyond the visibly seen region occupied by stars and gas constituting that galaxy.
Rubin, Ford and Norbert Thonnard also in 1978, put forward the results of optical observation of rotation curves in the
optical region for ten spiral galaxies of considerably high luminosity [25]. The results of these observations were similar to
that they found earlier, i.e., the rotation curves flattens out for the outermost measured radius. This work is widely accepted
in the literature. However the fact that is to be noticed is that the optical measurements cannot meet the distances as large
as those that are probed by radio observations.

The aim of this article is to provide the readers with a brief historical account of the observations of the galaxy rotation
curves and their corresponding mass measurements in chronological order. In the Sec. 2, we describe the first radio
observation of van de Hulst, Jean Jacques Raimond, and Hugo van Woerden [21] and mass measurement of Maartin Schmidt
[22]. The Sec. 3 next to it, describes the results of observations obtained by Vera Rubin, Kent Ford and N. Thonnard
[24, 25, 26]. In Sec. 4, the physical implications of galaxy rotation curve is discussed in the Newtonian gravity background.
Here we discuss how nonluminious matter dubbed dark matter is important in explaining the galaxy rotation curves. The
Sec. 5 is dedicated for the current status of dark matter. Other possible alternatives for explaining the galaxy rotation curves
are discussed in Secs. 6, 7 and eventually bring about the conclusions in Sec. 8.

2 Radio Observations of 1950s
In 1957, the first radio measurements of Andromeda [21] was put forward by H. C. van de Hulst, E. Raimond and H. van
Woerden with the observations that the rotational velocity of Andromeda is very similar to that of the Milky way galactic
system with a time period of revolution of T = 6.12(R/v) × 109 years, where R (expressed in kpc) and v (expressed
in km/sec) are the distance form galactic centre and orbital velocity respectively. Fig. 1, adopted from the Ref. [21],
shows a comparison between the rotational velocities in Andromeda Nebula with the Milky Way galaxy. The dashed curve
shows the rotational velocities as estimated by Schwarzschild in his work [31]. The total mass in the first and final model
of the galactic system was computed by Schmidt in 1956 [32]. Several authors before Schmidt put forward models for
determination of mass distribution of Milky Way. It is worth mentioning about Oort’s 1952’s work [33] which consisted
of seven homogeneous spheroids having discontinuity in the derivative of the force at the boundary. Aller and Mayall
[34] studied the rotation of M33 in 1942 and Wyse and Mayall before Oort, in the same year for the estimation of mass
distribution considered a model of M31 and M33 galaxy as a plane circular disc where the density changes gradually
outwards [35]. Combining two aforesaid models, Perek [36] introduced in literature, the non-homogeneous spheroid model
of Milky Way galaxy with the arbitrary density profile. However assuming the ellipsoidal velocity distribution everywhere in
the galactic system, Parenago [37, 38] derived a model in 1950. Schmidt [32] in 1956 used this non-homogeneous spheroids
model for determining the mass distribution in galactic system and later in 1957 for Andromeda nebula [22]. Considering
M31 not exactly planner, but a set of two non-homogeneous spheroids the required mass distribution for giving rise to those
rotation curves were estimated by Schmidt [22]. Schmidt argued that in the first spheroid, inner part has the density is given
by,

ρ1 = −29.324 +
30.888

a
× 10−24 gm.cm−3 , (inner part of Andromeda nebula , ) (2)

where a is the semi-axis of the spheroid and is given by,

a =

√
x2 +

( z

0.07

)2
, (3)
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Figure 1: Rotational velocity of stars in the Andromeda nebula and in the Milky Way galaxy [21].

in which x is the distance from the axis and z is the distance from the plane of the galaxy. The factor 0.07 (= 1−e2, e being
the eccentricity of the spheroid) is the axial ratio for the Milky way galaxy [32] and also used arbitrarily for Andromeda
nebula. For the outer part the density in the spheroid is given by,

ρ1 =
3.807

a4
× 10−24 gm.cm−3 , (outer part of Andromeda nebula ,) (4)

Inner and outer part of the first spheroid is separated at a = 0.79◦. The density profile for the second spheroid is

ρ = −0.494 +
2.447

a
, (5)

where the boundary between two spheroids is given by a = 4.957◦. This is worth mentioning here that 1◦ corresponds
to 11 kpc. The total mass of Andromeda with this density profile turns out to be M = 3.38 × 1011 M�. Later in 1957,
Hulst, Raimond and Woerden derived the density of hydrogen (Fig. 2) in Andromeda as well as in Milky Way from the
observations of 21-cm line [21]. From the Fig. 2, it is evident that the density of Andromeda nebula is similar to that of
Milky Way galaxy.

3 1970’s Revolution: Rubin’s Observations
In 1970, Rubin and Ford furnished results of the spectral emissions sixty seven regions emitting Hα lines from M31 in
distance range 3 to 24 kpc from the galactic centre with the DTM image-tube spectrograph developed by Ford himself
[24]. In the Fig. 3 the rotation curve as obtained by Rubin and Ford is shown. The minimum near 2 kpc distance from the
center of galaxy corresponds to a narrow N II emission region of M31. They used this rotational velocity curve to make an
estimation of mass of M31 using the mass formula given by Kuzmin [39] and Brandt [40]

M =
2

Gπ

∫ R

0

v2ada√
R2 − a2

, (6)

where G is the Newton’s gravitational constant, v is the rotational velocity and M is the mass out to a = R. The integration
was carried out on IBM 1130 numerically with the substitution a = R sin θ. Their results showed that near r = 2 kpc
the density is very low and for the region R > 4 kpc the total mass of the Andromeda increases almost linearly upto
R = 14 kpc. Thereafter the rate of increment total mass slows down. The total mass estimated upto R = 24 kpc is
M = (1.85± 0.1)× 1011M�, half of which is confined in the region R ≤ 9 kpc. Having been continuing the study, later
in 1978, a paper [25] came up where Vera C. Rubin, W. Kent Ford and Norbert Thonnard extended their study to 10 spiral
galaxies of high luminosity. To the utter surprise, they found all the rotation curves to be approximately flat upto a distance
of 50 kpc from the galactic centres. Their results are adopted in Figs. 4 and 5. Needless to mention that the rotation curves
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Figure 2: Density of hydrogen in the Andromeda nebula and in the Milky Way galaxy [21].

Figure 3: Rotation curves M31 [24].

for all the galaxies in Figs. 4 and 5 flattens out to large radius. From their analysis, they argued that the linear increase in
the mass of the galaxies with the radius results in the flatness of the rotation curves. In another plot (Fig. 6) they showed
the mass gradient remains linear for all the galaxies they studied, however the slope differs in case of different galaxies.
Moreover they suggested that there should be a correlation between mass and luminosity of the galaxies as expected from
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Figure 4: Rotation curves for seven galaxies are shown here. [25].

Figure 5: Rotation curves for four galaxies which implies the lack of Tully-Fisher relation (see Sec. A) [25].

the flatness of the rotation curves such as the Holmberg relation of luminosity and the radius [41] given by

L = r2.4 . (7)

However they preferred to keep it open and did not reach any conclusion. In 1980, in another work [26] on 21 Sc galaxies
in the luminosity, mass and radius range 3 × 109 − 2 × 1011L�, 1010 − 2 × 1012M� and 4 − 122 kpc respectively, they
furnished the results of flat rotation curves for very large galaxies. The implication of this results was that the mass of
the galaxies is neither centrally concentrated nor converges to a limit at the optical boundary of the galaxies but increases
with radius linearly. They argued that beyond the optical edge of the galaxies there exists the non-luminous matter. In
the meantime, 1972’s other radio observations on five Scd galaxies (M33, NGC 2403, IC 342, M101 and NGC6946) of
Rogstad and Shostak [27] argued that the total mass of the galaxies remained unknown because of the flat rotation curves
however they found the mass luminosity ratios around 20 at Holmberg radius of the galaxies. In a work, M. S. Roberts and
A. H. Rots in 1973 [29] first argued from their study of 3 spiral galaxies that significant amount of matter exists at the large
distances and the galaxies are larger than their photometric measurements. In his PhD thesis, Albert Bosma in 1978 argued
from radio observations of 25 galaxies that the galaxies exhibit flat rotation curves and hence their mass keeps on growing
beyond region occupied by the stars and gas [30].
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Figure 6: Mass of 11 galaxies are shown with the diatances from the galactic centre. The linear increase of mass with the
distance results from the observed flatness of the rotation curves [25].

4 Newtonian Version of Keplerian Dynamics
The argument that the mass of the galaxy increases at the large distances from the galactic center for the flat portion of the
rotation curves is very simple to understand and is described below. If the cross-radial velocity of a star of mass m is v, the
centripetal force for its rotation around the galactic centre is provided by the gravitational force between the galaxy and the
star.

mv2

R
=

GMm

R
,

v2 =
GM

R
, (8)

where M is the mass of the galaxy upto the star of mass m distant at a radius R from galactic centre. Eq. (8) suggest that
the orbital velocity of the stars decreases as their distances from the galactic centre increase. This is in general referred to
as the “Keplerian” behavior. This is in contradiction with the results obtained by Rubin [24, 25, 26] since observational
indications suggests that for the flat portion of rotation curve v is independent of distances of the stars from the galactic
centre (shown in Fig. 7). From Eq. (8) we obtain M = v2

GR. As G is Newton’s constant of Gravitation, M ∝ R for the flat
portion of rotation curve implying the fact that mass of the galaxy increases as radius increases. Needless to say that this
matter is certainly not visible matter as the visible matter density was already been estimated by Schmidt for andromeda
galaxy in Ref. [22].

5 Dark Matter
To explain the observational results obtained by Rubin [24, 25, 26] with theoretical results obtained from Newtonian gravity,
it is evident from Eq. (8) that M ∝ r i.e., the mass of the galaxy should increase with galactic radius which in turn is in
contradictory with the visible matter present in the galaxy. Hence other than luminous matter there should be present some
non-luminous matter in the galaxy. That is known as dark matter which is optically invisible as well as does not undergo
any known interactions present in standard model of particle physics.

In a work of 1996 [44], Julio F. Navarro, Carlos S. Frenk and Simon D. M. White considered a spherically symmetric
density profile for dark matter halos given by

ρ(r) ∝ 1

r
(

1 + r
rs

)2 (9)
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Figure 7: NGC 3198 galaxy rotation curves data points are shown red [42] and the rotation curves prediction from Keplerian
dynamics are shown in dashed curves. The figure is adopted from the Ref. [43].

which they proposed in the context of X-ray galaxy clusters earlier in 1995 [45]. This is popularly known as NFW density
profile of dark matter halos. They performed N -body simulations for looking into the structure of dark halos. They argued
that the disk galaxies are embedded in the cold dark matter halo and structure of dark matter halos plays a significant role
in context of rotation curves spiral galaxies. Their results are shown in the Fig. 8 where ropt is the optical radius of the
galaxies and the choice of parameters is also shown in the same figure. It is clear from this figure the that presence of the
dark matter halo in the disk galaxies can explain the rotation curves very well. Massimo Persic, Paolo Salucci and Fulvio

Figure 8: Rotation curves for spiral galaxies with cold dark matter halos (solid lines). The dashed lines corresponds to
contribution from the dark matter halos [46].

Stel claimed in a work [46] from the investigations of a sample of 1100 optical and radio rotation curves that for high
luminosity galaxies, the discrepancy between the observed rotations curves with those that are theoretically predicted from
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luminous matter can be resolved by the presence of dark matter in the galaxies. For low luminosity galaxies the dark matter
is the only dominant component. Their results are shown in the Fig. 9 where Ropt is the optical radius of the galaxies.

Figure 9: Universal rotation curves of spiral galaxies. Ropt is the optical radius of the galaxies [46].

5.1 Experimental Search for Dark Matter Particle
As the astrophysical observations of rotation curve provides the existence of dark matter in galaxies, it is therefore obvious
that we would be able to detect it in our own galaxy Milky way. As the density is uniform throughout the galaxy, in principle
the dark matter particles in the form of WIMPs (Weakly Interacting Matter Particles) can be detected in the laboratories on
Earth. Here we will describe few experiments that are engaged in direct detection of WIMPs.

Direct detection methodology: The underlying principle behind the direct detection of WIMPs is very simple. The
detector are so designed that the WIMPs collide with the target nuclei placed in the detector and the recoils of the target
nuclei are observed to estimate the mass of WIMPs (Fig. 10). For example, WIMP mass of 10-1000 GeV/c2 (c is the speed
of light in free space) will produce the recoil energy of the target nucleus around 1-100 KeV [47].

Throughout the world, many research collaborations such as DAMA/LIBRA [48], CRESST [49], XENON [50, 51, 52,
53], CDMS [54] and CoGeNT [55] are engaged in direct detection of WIMPs. The direct detection techniques of WIMPs
are discussed in details in recent work by Schumann [56]. It is in principle also possible to detect the particles of dark
matter indirectly in the laboratories (Fig. 11).

Indirect detection methodology: There are many theoretical model for dark matter in the extended sector of Standard
Model of particle physics. These theoretical models explain the self interactions and scattering of dark matter particles or
decay of dark matter particles into Standard Model particles. These processes produce a particle flux that can be measured
experimentally. The products of the possible annihilation channels may further decay into photons and neutrinos which are
basically detected in this case of indirect detection of dark matter.

To date no significant signals from dark matter annihilations has been observed and upper limits are derived by the
collaborations MAGIC [58, 59], HESS [60, 61] and VERITAS [62, 63]. There are also satellite based instruments such
as Fermi-LAT [64, 65, 66, 67, 68] for detecting low-energy gamma rays of energy 20 MeV- 300 GeV. For the detection
of neutrinos as a signal from dark matter annihilations, large neutrino detectors such as Ice Cube [69], ANTARES [70] or
Super Kamiokande [71] are in function. However to this date, no signals as the evidence of dark matter from these detectors
has yet been observed and thus these experiment results only in putting constraints on the annihilation cross-sections. For a
detailed discussions on indirect detection of dark matter consider the Tasi Lectures by Tracy R. Slatyer [72].

6 Modified Newtonian Dynamics
Milgrom in 1983 [73] put forward a proposal that the observed flatness of rotation curves may be explained without the
presence of non-luminous dark matter in the spiral galaxies. Rather he proposed a suggestion to modify Newton’s second
law which in case of small accelerations would result in a stellar motion independent of its radius. Modified version of
Newton’s second law as proposed by Milgrom is given by,

⇒ F = mµ

(
a

a0

)
⇒ a , (10)
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Figure 10: The present constraints from all the experimental search for spin-independent WIMP nucleon scattering cross
section is shown here against the WIMP mass. The parameter space above the lines is excluded by the experiments at 90%
confidence level. Figure courtesy: J. Cooley [57]

where a0 ' 2× 10−8 cm.sec−2 is a constant acceleration determined by Milgrom himself and µ
(

a
a0

)
is a function given

by,

µ

(
a

a0

)
' 1 , for a >> a0 and µ

(
a

a0

)
' a

a0
, for a << a0 . (11)

For the accelerations a we encounter in our daily life are greater than a0 and hence Eq. (10) reduces to Newton’s second
law motion. For the celestial objects far away from the centre of galaxies a is very small and in this situation a0 becomes
important.

F =
GMm

r2
= mµ

(
a

a0

)
a , (12)

where G is the Newton’s universal gravitational constant, m and M are the masses of the star at a distance e from the centre
of galaxy and the galaxy respectively. For a << a0 from Eq.(12) we obtain

GM

r2
=

a2

a0
, (13)

where a is given by the centripeatal acceleration of rotation and is given by,

a =
v2

r
, (14)
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Figure 11: The present constraints from all the experimental search for spin-dependent WIMP proton (Top) and WIMP
neutron (Bottom) scattering cross section is shown here against the WIMP mass. Figure is adopted from [56].

where v is the rotational velocity. From Eqs. (13) and (14), we obtain

GM

r2
=

v4

a0r2
,

v = (GMa0)1/4 . (15)

Eq. (15) shows that the rotational velocity is independent of the distance from the galactic centre for large distances. Thus
MOND successfully explains the observed flatness of rotation curves.
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7 Metric Skew Tensor Gravity
The other alternative to explain galaxy rotation curves without postulating the presence of dark matter was suggested by
J. W. Moffat [74] in 2004. He put forward a simple theory of Einstein’s general relativity coupled to a skew symmetric
tensor of rank three known as metric-skew-tensor-gravity (MSTG) theory. Here in this MSTG model, the radial acceleration
experienced by a particle in a static and spherically symmetric gravitational field is given by

a(r) = −G∞M
r2

+ σ
exp(−r/r0)

r2

(
1 +

r

r0

)
, (16)

where G∞ is the effective gravitational constant at infinity and is given by

G∞ = G0

(
1 +

√
M0

M

)
. (17)

Here G0 is the Newton’s gravitational constant (bare) and M0 is the coupling parameter. σ is the coupling constant for
repulsive Yukawa force and is given by

σ = G0

√
M0M . (18)

Hence Eq. (16) reduces to

a(r) = −G(r)M

r2
, (19)

where G(r), the running gravitational constant, is given by,

G(r) = −G0

(
1 +

√
M0

M

[
1− exp

(
− r

r0

)(
1 +

r

r0

)])
. (20)

Therefore the rotational velocity of a star in the galaxy, derived from the acceleration a(r), is given by

v(r) =
√
a(r)r ,

=

√
G0M

r

(
1 +

√
M0

M

[
1− exp

(
− r

r0

)(
1 +

r

r0

)])1/2

, (21)

The parameters M0 and r0 are defined in such a way so as to obtain

a0 =
G0M0

r20
, (22)

with an assumption that a0 = cH0, where H0 is the Hubble constant given by H0 = 100h km.sec−1.Mpc−1 and h =
0.71 ± 0.07. This leads to a0 = 6.90 × 10−8 cm.sec−2. For low surface brightness (LSB) and high surface brightness
(HSB) galaxy data, good fits are obtained with the parameters M0 = 9.6 × 1011M� and r0 = 13.92 kpc. The authors
in a work [75] argued to have remarkably good fits to rotation curves from MSTG model for 102 LSB and HSB galaxies
including one elliptical galaxy (NGC 3379). Thus MTMG, being a consistent and viable relativistic gravitational theory
proposed by Moffat [74, 76], can successfully fits the rotation curves of galaxies and the X-ray data of galaxy cluster [77]
without having any necessity for dark matter.

8 Conclusion
Observations of a half century on galaxy reveals that the total mass of the luminous matter does not suffice to provide a
satisfactory explanation for the rotation curves. Hence existence of non-luminous matter dubbed as dark matter is invoked
to account for the galaxy rotation curves. This is worth mentioning here that the presence of dark matter is not only inferred
from the galaxy rotation curves but also supported by independent observations of galaxy cluster formation [16, 78, 79],
bullet cluster[80, 81] and gravitational lensing phenomenon [82, 83, 84, 85, 86]. Since till date there is no direct [48, 49, 50,
51, 52, 53, 54, 55] as well as indirect evidence [58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71] in favour of existance
of dark matter particles in laboratories or in natural events, other possibilities are also explored by several authors. MOND
is efficient in explaining galaxy rotaion curve. However there exist some serious issues that MOND fails to explain. In case
of galaxy clusters, MOND cannot explain the requirement of unseen matter as well as the density and temperature profiles
[87]. Moreover extreme low acceleration experiments suggest no departure from Newton’s second law and hence MOND
necessarily needs to be reduced to Newton’s second law in laboratory experiments [88, 89]. Since MOND proposed by
Milgrom [73] is a non-relativistic theory, it is unable to explain gravitational lensing phenomenon. Bekenstein in 2004 made
an attempt to develop a relativistic theory of Milgrom’s MOND in his work [90] to incorporate the gravitational lensing
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in MOND. Several authors used galaxy-galaxy lensing data to put empirical constraints on the MONDian light deflection
[91, 92, 93]. MSTG, being a viable model of gravitational theory, is also accepted as a fair alternative explanation to the
galaxy rotation curves and has been studied in extensively in the works [74, 75, 76, 77, 94]. Despite being successful
alternatives dark matter is still preferred over the MOND or MSTG to date in the context of cosmological missing mass
problem in the Universe. However in the galactic length scale which is much less than the cosmological length scale, things
may differ and MOND or MSTG may be a viable explanation. Hence being unbiased on the situtation we should be open
to all the explanations and it is not the time to bring about any conclusion.

A Tully-Fisher Relation

Figure 12: Apparent magnitude in near-infrared I band plotted against the maximum rotational velocity for five cluster.
[95].

Most abundant element in galaxies or interstellar medium is the hydrogen. Due to the symmetry of hydrogen molecule
(H2), it does not have any permanent dipole moment. Hence hydrogen molecule does not emit any radiation in radio fre-
quency range. However in the low density region of interstellar medium atomic hydrogen is abundant and spin interaction of
proton and electron results in hyperfine structure where two energy levels are separated by energy difference corresponding
to a wavelength of 21 cm. Hence whenever the spin state flips from a parallel to antiparallel state a photon of λ = 21 cm is
emitted. Doppler effect due to the motion of the galaxies broadens this 21 cm line. Hence the line profile of a galaxy informs
us about the motions in the galaxy. The observed 21 cm profile width ∆V corrected in accordance with the inclination is
a measure of maximum rotational velocity vm in the disk galaxies near its edge [96] and also a tool for mass measurement
of the galaxies [97, 98, 99]. In 1977, R. Brent Tully and J. Richard Fisher developed the a tool for better understanding of
the galactic structure on the basis of the global hydrogen profile widths versus absolute magnitude or diameters of galaxies
[100]. From the observations on the Virgo cluster, they found an empirical correlation between the luminosity and the
global profile width as

L ∝ ∆V 2.5±0.3 . (23)

The mass of the galaxy is related to the global profile width ∆V and the radius R of the galaxy by

M ∝ ∆V 2R . (24)

From Eqs. (23) and (24), it is clear that the ratio of mass of the galaxy to its luminosity (M/L) is almost constant which
was earlier obtained by Morton Roberts [98]. A strong empirical constrain on Tully-Fisher relation was found from 11
spiral galaxies in Virgo and 18 in the Ursa Major cluster [96]. Here the authors put forward the correlation LH ∝ v4m in the
infrared region and concluded that M/LH is a constant for late type galaxies but mass to blue light ration (M/LB) varies
as L1/4

H where LH is the luminosity for 21 cm line. In Fig. 12, the relation between apparent magnitude of 155 galaxies in
the near infrared I band and width of the 21 cm line is shown [95]. The parameter WR in Fig 12 is defined [101] in such
a way that it accounts for approximately twice the maximum rotational velocity of a disk galaxy. The five galaxy clusters
and number of galaxies provided by them is also shown in the aforesaid figure. From the study of slopes of B, R, K’ and
I bands it was found that in the infrared region the luminosity and the maximum velocity of rotation of galaxies takes the
form given by

L ∝ v3.4±0.1m . (25)

where L and vm are the luminosity and the maximum velocity of rotation respectively [95].
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"Equipped with his five senses, man explores the universe around him and calls the 
adventure Science." - Edwin Hubble

Abstract Astronomy and astrophysics, a multi-disciplinary subject has evolved into multi-messenger one as well. 
Various messengers, namely photons, Cosmic ray particles, neutrinos and others have been found to reveal 
different aspects of physical, chemical and even potential biological (or pre-biological) processes in space. Very 
recently, Gravitational waves (GW) have been detected from a few transient astrophysical sources and one of them 
is identified with a short Gamma ray burst (sGRB) resulting from collision of two neutron stars. The joint analysis 
of broadband multi-wavelength electromagnetic (EM) data and the GW signal of that single event have provided 
us enormous amount of information spanning fields as varied as compact object merger, jet physics, cosmology, 
and nucleosynthesis, helping us verifying many theoretical predictions. There have been extensive ongoing efforts 
on multi-messenger study of such events with existing and forthcoming instruments. The future of multi-
messenger astronomy, especially involving EM and GW, is looking extremely bright. 

1. Introduction
We, humans live in a tiny rock in space, famously called “The Pale Blue Dot” by Carl Sagan. With all our insignificance 
in the vastness of the universe, we have been pursuing relentlessly to comprehend it. In the backdrop of accelerating 
expansion of the universe, we are extremely fortunate to be existing in a time that has allowed us to receive messengers of 
information from distant parts of it. All our efforts in Astronomy then come down to extending the reach of our senses by 
constructing innovative instruments and detectors of those messengers and analysing them to extract the scientific 
information they are carrying. The success so far is overwhelming and should be counted at the top of the achievements 
of human intellect. 

Astronomers have long been dependent on receiving and analysing photons of various energies in their research and 
discoveries. The other messengers have also been exploited time to time with tremendous efforts, culminating at the latest 
addition of the gravitational waves in the last decade. Simultaneous detection and coherent interpretation of various 
messengers from astronomical sources can reveal true nature of those that is not conceivable by analysing any single type 
of messenger. In this article I intend to present a brief overview of the human endeavour in multi-messenger astronomy 
and astrophysics starting from the historical perspective, describing the current scenario and future efforts. I also 
introduce and briefly discuss about a very ambitious Indian mission called “Daksh” aiming to play the leading role in the 
coming decade in multi-messenger astronomy regarding gravitational counterpart detection in high energy. 

2. Astronomical Messengers: A Historical Perspective
There are mainly four types of messengers, namely, photons, neutrino, particles with mass and the gravitational waves 
representing different fundamental forces and interactions in the universe. 

2.1. Astronomy with Photons or Electromagnetic (EM) Signal 
From the earliest age of known history humans have wondered seeing light from numerous tiny dots in the night sky with 
their naked eye, and performed some calculation on the motion and brightness of those sources. They have gradually 
identified them as stars, planets, comets, asteroids, meteorites and many more. First astronomical observation with an 
instrument other than eye was done by Gelelio in the 15th century using his telescope. The visible light has been the only 
captured messenger from space till the 19th century. At the beginning of this century William Herschel separated the 
colours and hence energy of light through prism and laid the foundation of astronomical spectroscopy. By early 20th 
century many ground breaking astronomical observations were made and objects were discovered with optical telescope. 
The quantum theory recognized light as packets of energy or quanta and named them “Photon”. The same theory 
provided the inner structure and working of atoms and help shedding new light on interpreting astronomical spectra. In 
1930s radio signal from astronomical sources were discovered and radio astronomy was founded by Karl G. Jansky. Solar 
coronal X-ray was detected in 1948 by instrument onboard a German-made V-2 rocket from above the Earth’s 
atmosphere. X-ray/gamma ray astronomy effectively started with the detection of the first X-ray source (Scorpios-X1) 
outside of our Solar System. Cosmic microwave background from the remnant of the very hot radiation from the Big 
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Bang was first detected in 1968 [1]. UV and infrared astronomy were developed in the meantime as distinguished 
branches alongside visible light astronomy. Right now, there are numerous grounds and space-based observatories 
spanned along the whole of the photon spectrum plowing the sky for various astronomical objects. 

2.2. Neutrino and Particle Astronomy  
First solar neutrinos was detected in the Homestake experiment in 1968 [2]. Since neutrino has been found and analysed 
for nuclear interaction in many astronomical objects ranging from solar and stellar core to supernova and many highly 
energetic transients. Cosmic ray was first detected in 1912 with balloon borne instrument by Victor Hess. Solar charged 
particles and neutrino have also been in the use for understanding the nuclear and electromagnetic physics going in the 
solar atmosphere.  

2.3. Gravitational Waves (GW)  
The theory of gravitational waves (GW) was formulated from the field equations of General Relativity [3]. The orbital 
decay of the binary pulsar (binary NS) PSR 1913+16 indirectly supported the existence of GW [4]. There were many 
efforts of Bar detection of GW by ALLEGRO, AURIGA, EXPLORER, NAUTILUS and NIOBE over the subsequent 
decades [5] [6]. It was predicted that interferometry could possibly achieve the required GW detection sensitivity with 
better fundamental noise source characterization and broadband operation.  

Nearly a century after the prediction of GW, a signature emission of GW from a binary blackhole merger (BBH) event 
(GW150914) was detected on September 14, 2015 by the Advanced Laser Interferometer Gravitational Wave 
Observatory (LIGO) detectors [7]. GW signals from a total of 90 compact binary coalescence (CBC) candidates have 
been identified so far by the assembly of gravitational wave detectors, consisting of LIGO, Virgo and KAGRA, with 
(estimated) probability of astrophysical origin greater than 0.5 [8]. The advancement in GW science has allowed us to 
study extragalactic objects with a new perspective and finesse previously unknown to humankind. 

 

3. The Multi-Messenger Approach: EMGW 
On August 17, 2017 a GW event called GW170817 was detected jointly in the second observation run (O2) of the GW 
detector network comprising of advanced LIGO and Virgo detectors [9]. The event was identified as a merger of a binary 
neutron star (BNS) system, with the following observation of electromagnetic counterpart across a broad spectrum 
ranging from radio to gamma rays. The high energy X-ray/gamma ray space monitor Fermi detected a Gamma Ray Burst 
(GRB) near the location of the GW event obtained by LIGO/Virgo localization [10], just after 1.7 s of the GW detection.  
The INTEGRAL satellite also detected a gamma ray signal independently [11]. This is the most unique such astronomical 
achievement commencing a new era of multimessenger observation in astrophysics consisting of simultaneous detection 
of electromagnetic waves and gravitational waves (EMGW).  
3.1. Compact Object Merger as Source of EMGW  
Mergers post collision of two compact objects, one of which is not a black hole, are considered to be most genuine and 
prominent source of GW emission. This is the reason, the merger events of stellar-mass BHs and NSs have been the 
primary sources of interest for GW detection. Before the collision when the two compact objects spiral around each other, 
gravitational waves are generated lasting from a few seconds up to few minutes. The signal chirps upwards in frequency 
peaking when the two objects merge. There are three possible pairs of merging compact objects. They are black hole-
black hole (BH-BH), black hole-neutron star (NS-BH) and neutron star-neutron star (NS-NS or BNS). 

When two black holes merge, they produce a new black hole as the final product. EM counterpart should not be expected 
from this merging, as black holes have no matter capable of producing EM signals. There are some theories that the 
interaction of the accretion discs around the BHs may produce some photons (see [12] for example). The NS-BH mergers 
are among the possible sources of EMGW emission. A black hole should always swallow the entire neutron star in a NS-
BH merger with large masses, so there should not be any EM signature from those events. For lighter NS-BH systems, 
the tidal disruption of the NS before plunging into the BH [13] can release some amount of mass-producing EM 
counterpart. In Figure 1 the sequence of the merger of two compact objects (NS) and corresponding process of kilonova, 
formation of final compact object and finally the emanation of jet are demonstrated.  

3.2. EMGW from BNS Merger and Its Physical Significance  
For a long time BNS mergers are considered to be the most promising candidates of short GRBs. They are also 
considered a strong site of heavy r-process nucleosynthesis producing heavy elements. Following a BNS merger the 
remaining object created possess ≥ 90% of the total masses of the two individual objects. The GW signals from the whole 
process of merging should last for relatively longer period of time than other such candidates. Observing simultaneous 
emission of GW and EM counterpart from such events can provide significant insights into the progenitors (e.g. [14]) of 
short GRBs. In a joint observation of such merger event the GW signal can be used as standard siren to infer the distance 
of the source, while the source redshift can be obtained by joint EM observation. This ideal combination has the potential 
of providing unambiguous measurement of the Hubble constant [15] bearing immense significance for Cosmology. 

32



 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. A pictorial representation of the collision/merger process of two compact object through inspiral (1), followed by a kilonova (2), formation of 
a final spinning neutran star or magnetar with extraordinarily high magnetic field and emanation of jet (4). (Courtesy: sci-news.com) 

 

The tidal deformations of Neutron stars are governed by their Equation of State (EoS). These deformations enhance the 
GW emission and accelerate the decay of the quasi-circular in-spiral. The study of GW from the merger thus can infer the 
dynamics of the tidal deformation and hence infer a great deal of physics of the NS EOS.  

GW and EM observation of BNS merger, when done in combination can unravel significant information related to the 
physics of such energetic events. They can provide us a great deal of knowledge on the emission process, particle 
acceleration mechanism, jet emanation, propagation, and the nature of the progenitor itself. 

 

4. GW170817: Electromagnetic Counterpart Detections  
GW170817 (see Figure 2) is the only astrophysical event so far observed both with EM and GW signals [16]. There has 
been a worldwide collaborative effort on the electromagnetic study of this event post GW detection. The observation 
spans a large band of spectrum, starting from radio waves to X-ray and gamma ray allowing the scientific community to 
study various physical and cosmological aspects of the event.  

4.1. Radio Observations  
During the merger the interaction of expanding outflows and the surrounding material produces shocks, inside which the 
Synchrotron radiation of accelerated electrons produces radio emission. A radio afterglow with a few week timescale [17] 
should also be produced from the sGRB originated by the merger, that can be observed in an small viewing angle. This 
has already been detected by Fong. To probe the structure of corresponding merger ejecta regardless of the observing 
geometry, radio detection plays the key tole and can put constrain on the structure of magnetic fields via measurement of 
polarization. 
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Figure 2. Top: The detected GW signal by LVC and hard x-ray/gamma ray signal by instruments on board Fermi and INTEGRAL satellites from the 
BNS merger producing GW170817 and GRB170817A. Bottom: Localization of the GW, gamma-ray, and optical signals. (Courtesy: NASA GSFC & 
Caltech/MIT/LIGO Lab (Top), [10] (Bottom))  

4.2. Optical Studies 

For merger lead sGRB, the interaction of the relativistic jet with the surrounding medium produces afterglow in the 
optical band. Also, the kilonova, powered by the radioactive decay of the sub-relativistic material ejecta produces optical 
counterpart just after the merger. When the associated jet axis is oriented at a small angle to the observer, as in the case 
for GW170817, it should be detected as sGRB during multi-wavelength afterglows in optical and other spectral ranges. 
For this particular event the viewing angle is slightly misaligned (10 - 30 deg) with respect to the polar axis [18].  
Numerous telescope facilities and teams including the Antarctic Survey Telescopes (AST3), GRAvitational Wave Inaf 
TeAm (GRAWITA), Swope supernova survey telescope, ESO-VLT Survey Telescope (VST), Dark Energy Camera 
(DECam), DLT40, REM-ROS2, HST, etc. [19] has been surveying the sky for optical counterpart of GW. The AST3 
Dome A detected the object and located it at NGC 4993, an S0 galaxy at a distance of 40 mega-parsecs. It measured the 
brightness and time evolution of optical properties and characterized it as merging binary neutron star [20]. The Swope 
supernova survey telescope detected the kilonova [21] corresponding to the merger and located it at the same galaxy. The 
optical counterpart detection of GW170817 using VLT and REM telescopes by the GRAWITA team has also been 
reported [16]. The spectroscopic follow-up in optical/infrared of the related kilonova AT2017gfo provided the first 
compelling observation establishing BNS mergers as the dominant sites for r-process heavy elements production site. 

4.3. X-Ray/Gamma Ray Detections 
X-ray/gamma ray sky surveys play a significant role in the multi-messenger astronomical observation. EM counterpart
from the mergers involving neutron stars producing sGRBs are the prime source of interest as gravitational counterpart in
high energy. The prompt emission from GW170817 was detected by hard X-ray/soft gamma-ray with Fermi-GBM
detectors [22], on-board Fermi and SPI-ACS [11] on-board the INTEGRAL satellite. It consists of an emission spike of
about 0.5s followed by a softer signal with a t90 of 2 ± 0.5 s as observed by Fermi. T90 is the time period when the burst
is observed to emit between 5% to 95% of total measured counts in X-ray/gamma ray. The source was found to have
isotropic equivalent gamma-ray energy three orders of magnitude lower than the faintest sGRB observed so far. The
probable off-axis configuration of the sGRB and resulting suppressed emission along the viewing angle of the jet was
assumed to be the cause of this low energy observation. Apart from the first confirmation of compact object merger as
predicted source of sGRBs, there are further implications of the X-ray/gamma ray observation of the event. The delay
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between the GWs and photons detected from the BNS merger provides valuable information of the jet mechanism, such 
as jet injection time, breakout time of the jet/cocoon etc. [23]. The essential role of a structured outflow outside the jet 
core in gamma-ray emission observed by Kasliwal [24] has also been established. Two competing models have been 
proposed as the probable cause of the observed high energy emission. The first one is the emission inside a less energetic 
wide-angle jet “wings” around the jet core. The second one is the shock breakout emission of the cocoon emerging from 
the ejecta.  

MAXI telescope got the first observation of soft X-ray in the limit of 2-10 keV after ~5 hours. Swift, NuSTAR and CXO 
followed the afterglow observation in X-rays from hours to days following the trigger and corresponding to deeper upper 
limits. X-ray afterglow continuously rose to the peak up to 130 days and then went through a rapid fall, a pattern showing 
a clear signature of sGRB observed off-axis. From the single case of GW170817 the estimated rate of BNS merger is 
found to be consistent with local rate of sGRB (∼1000 Gpc−3yr−1). It is of utmost necessity to have a larger statistical 
sample of the BNS/NS-BH mergers needing more and more future endeavour to further constrain the proposed models. 

The detection of the sGRB associated with the GW event (GW170817) has been proved to be of immense importance and 
established many ‘firsts’. This consists of the discovery of the association of EM signals with GW, first localization of 
BNS merger in the local universe, definitive detection of a kilonova, first observation of a structured relativistic jet 
observed from the side and so forth. The efforts in observing this particular event in high energy has led the astronomical 
community towards clear comprehension of the future need on the specifications of the detectors/instruments. 

5. Current Facilities and Future Opportunities
Surveys of GW objects with various bands of electromagnetic waves have been performed during the LIGO and Virgo 
Collaboration (LVC) scientific runs O2 and O3 by numerous telescope facilities and science teams.  

5.1. Existing and Proposed Facilities of EMGW Observation 
Currently, radio telescopes like Karl G. Jansky Very Large Array (VLA), The Square Kilometre Array (SKA) and the 
next-generation Very Large Array (ngVLA) etc. will be employed for such GW counterpart detection in radio. Kasliwal 
[25] presents the important results related to optical counterpart observation of 13 GW triggers, which involve at least one
neutron star. ZTF survey helped finding the upper limits to constrain the associated kilonova luminosity function. Though
there has not been fruitful simultaneous detection of EM counterpart of GW events, the non-defections help us
constraining the GRB rate and observation parameters [26]. Among many optical telescopes worlwide the GROWTH-
India telescope or GIT [27] situated at the Indian astronomical observatory (IAO), Hanle, ∼4500 m above the sea level is
going to play a significant role in study of EMGW events during O3 and further runs of LVC.

Other than the detection of GRB170817A by Fermi and INTEGRAL as GW counterpart of GW170817, attempt has been 
made to search for possible similar sGRB signals in past data of similar observations in the Fermi-GBM catalogue. 
Thirteen probable candidates have been identified. Out of these, for 12 GRBs no redshift information exists, and so, no 
further conclusion on GW association could be made. For the remaining one, namely, GRB150101B, analyses of prompt 
and afterglow emission have been done extensively. It is found that for this one prompt and several afterglow emission 
properties matched those of GRB170817A. A similar cocoon breakout model has been used successively to explain the 
corresponding emission mechanism [28]. Recently, significant progress has been made in the attempt of searching for 
sub-threshold GW events, coincident with Fermi and Swift GRB detections. Real time detection of such events can be 
made through ongoing and future cross searches between GWs and GRBs and would be of tremendous importance in 
constraining the emission models. Efforts of further such studies have been underway using both existing and future high 
energy space missions. Existing instruments, like those in Chandra, XMM, NuSTAR, Fermi, and IXPE observatories are 
actively looking for such events to make follow up EM survey of GW events. Many new instruments have also been 
launched and proposed. GECAM [23] already launched by Chinese academy of science (CAS); SVOM, a small X-ray 
telescope satellite [29] to be launched jointly by CAS and French Space Agency; Daksha, an all-sky monitor to be 
launched by IIT Bombay with an ISRO rocket are some notable such missions. Some proposed small high energy 
satellites (cubesats) such as Burstcube [30], Camelot [31], BlackCAT [32] are also waiting to join the venture. Existing 
AstroSat CZTI instrument [33] and proposed Polar 2 mission intend to investigate the polarization property of prompt 
and afterglow emission from such events to lift the degeneracy in spectral property and emission mechanism imposed by 
spectral observations alone.   

5.2. Daksha: A High Energy Transient Monitor from India 
The sGRB, GRB170817A has very low isotropic energy (Eiso) and only been detected by high energy instrument onboard 
Fermi and INTEGRAL satellites. If the sGRB were fainter even by 30% it would have not been detected at all. Due to the 
fact that it was occulted by the earth as seen from other important instruments like Swift-BAT and AstroSat-CZTI, the 
event was missed by them entirely. 
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 Figure 3 : A schematic of one of the pair of Daksha satellites (Courtesy: Daksha collaboration) 

These facts point out the shortcomings of the existing observational facilities in detecting such events. Higher sensitivity 
and better sky coverage are the two most essential criteria for the upcoming instruments for finding and observing such 
EMGW counterparts. Proposed Indian mission ‘Dakshs’ has such capabilities. Daksha (Figure 3) proposed by IIT 
Bombay and to be launched by ISRO in few years. It will consist of two identical satellites in two exactly opposite 
positions in a Low Earth Orbits (LEO). It will have detectors in each of the low energy (~1-20 keV), medium energy 
(~20-1000 keV) and high energy (above 1 MeV) detectos spanning the possibility of observation in the whole range of X-
ray to soft gamma ray (~1 keV-2 MeV) range. It will have the effective area of ~1300 cm2 for the medium energy part of 
the spectrum. At any point of time, it will have a sky coverage of ~87% and will have detection sensitivity of 4×10−8 erg 
cm−2 s−1 or 0.6 ph cm−2 s−1. Daksha with its large energy range will have the ability to observe Comptonised spectrum of 
all kinds of GRBs, such as, classical (on-axis) long and short GRBs, fainter high redshifted classical GRBs, higher off-
axis GRBs. The high energy coverage of Daksha will allow constraining the spectral (Band) parameters (β, Epeak), that is 
very difficult with the existing instruments.  

On the localization front, large sensitive area detector plates, aligned at certain angles with respect to each other will 
allow precise (upto ~5o) and prompt localization of GW counterparts. In addition, for high fluence sources, Compton 
imaging will be used to localize more precisely, with an angular resolution of ∼1o. Currently it is realized that the 
unambiguous identification of the emission process from such sources cannot be possible with spectral observation alone. 
X-ray/soft gamma ray polarization may play an important role in proper understanding of the physics and geometry of
emission, jet launching and propagation geometry, configuration of matter and magnetic field etc. Daksha with its
medium-high energy detector arrays will take an important part in achieving the goal.

With all the above-mentioned capabilities, Daksha will be extremely effective in detecting high energy transients. Its wide 
field of view, high sensitivity and polarisation capabilities will make it able to observe ~10 GW counterparts (sGRBs) and 
thousands of classical GRBs in a year, making it one of the most important missions to study prompt emission from 
GRBs as well as electromagnetic counterparts of the GW in the coming years. 

6. Conclusion
We are standing in an exciting period of Astronomy. The culmination of human endeavour in Astronomy has reached in 
the form of the acquired ability to detect fundamental ripple of space time by most sophisticated instrument.  It has 
enabled us to look at the universe with a new eye. Gradual and tremendous development of the instrumentation to capture 
and analyse electromagnetic and other messengers has strengthen the ability to comprehend extreme nature of the 
universe at the same time. With the establishment of the new LIGO-India facility the localization by GW observation 
alone is going to be more precise, enabling the astronomical community in more prompt and efficient observation in all 
EM spectrum. We are looking forward to upcoming runs of LVC to detect more and more exotic events like GW170817. 
In association with the next level high energy telescopes, like Daksha, giant optical telescopes, like VLT and TMT and 
radio detection facilities, like VLA and SKA, we are hoping to explore the physics of nature at its extremity, It will 
expand our knowledge and ability to comprehend the universe manifold.  
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Abstract

One of the largest astrophysical radio structures in the Universe is the Giant Radio Galaxies (GRGs), with
a linear projected size of nearly 0.7 Mpc or more. GRGs are rare objects that were once used to grow in low-
density environments. Morphologically, the majority of GRGs display bright hot-spots at the edges of their radio
lobes (FR-II). Over the course of about 45 years, a few hundred GRGs were discovered. In this review, we study
different radio and physical properties of GRGs (total radio flux density, angular and projected linear size, jet
kinetic power, radio power, the mass of black holes, black hole spin, and classification of GRGs, etc.).

Keywords: Radio Galaxies, Giant Radio Galaxies, Active Galactic Nuclei (AGN), Radio Jets.

1 Introduction
In the Universe, giant radio galaxies are the largest singular structures. These sources are rare and useful probes to 
study intergalactic space. In the 1950s, it was discovered that many galaxies dominantly emit at radio wavelengths 
through synchrotron radiation [1] [2] [3] [4]. These galaxies later came to be known as radio galaxies (RGs) 
because their radio emission frequently extends beyond the visual limit of galaxies at optical wavelengths. There 
are double linear formations of two diffuse portions of radio emission, known as lobes, which are located on both 
sides of a host optical galaxy. Between the lobes, a small, luminous centre (known as the core) is frequently 
detected, coinciding with the host galaxy. The core is related to one or both lobes via straight, narrow jets. Often, 
a hotspot is visible on the outer edge of a lobe where a jet approaches the end of the lobe. A hotspot is a tiny 
area of stronger emission within the lobe. Based on the distribution of luminosity inside their lobes [5], there are 
two kinds of double sources: (1) FR-I, 2) FR-II [6]. The core region of FR-I samples is edge-darkened, with a 
greater density of radio flux compared to the edges of the l obes. But for FR-II sources, they are edge-brightened, 
where the outside edges of lobes have higher flux density compared to the interior a reas. The core areas of an 
FR-II source may be invisible depending on the observation limit of flux d ensity. In general, FR-II sources have 
a stronger luminosity (total power of radio emission) [6]. Radio galaxies with an active supermassive black hole 
(SMBH) at the centre are called active galactic nuclei (AGNs), which are observable from radio frequencies to 
gamma frequencies. AGNs that mainly radiate at radio frequencies are known as radio-loud AGNs (RLAGNs). 
Quasars are called radio-loud quasars (RQs) when they emit radiation at radio wavelengths.

GRGs are active galaxies that form primarily from SMBHs. Massive amounts of mass are accreted under the 
impact of the gravitational field of SMBH. From different morphological studies, for most GRGs, the radio core 
is less luminous than two edge-bright hot spots, and hence they are classified as FR-II radio g alaxies. The core 
engine consists of a super massive black hole (SMBH) with a typical mass of 108 − 1010 M⊙. Two collimated, 
relativistic radio jets are produced in the perpendicular direction to the accretion disc [7]. In the Universe, a small 
fraction of AGNs display high-power radio emission and bright luminosity. The radio jets are directed through the 
low density intercluster medium (10−5 − 10−6 per cubic centimetre), resulting in a projected linear size ranging 
from a thousand kiloparsec (kpc) to a megaparsec (Mpc). Such types of GRG sources are not detected in the 
high-frequency surveys since radio lobes are not always visible in that case. Low-frequency radio surveys are 
ideal for detecting GRGs [8].

The main criterion of a GRG is a large angular size. A very extensive 4.69 Mpc GRG is detected in the 
NVSS survey [9]. Most GRGs are found below redshift z ∼ 0.5, and their projected linear sizes are limited 
to 2 Mpc. Usually, bright elliptical galaxies are the optical hosts of GRG galaxies, but in some rare cases, two
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tremendously massive rapid rotating spiral galaxies host the two relativistic jets and lobes, and they elongate on 
Mpc scales [10]. There are many studies to realise the cause of the long projected linear sizes of GRGs. The 
study of the dynamical age of GRGs indicates these have evolved over a long interval of time [11]. However, 
the spectral age of GRGs is comparable to that of normal-sized radio galaxies [12]. Hence, different scientists 
believe that the lengthy projected linear sizes of GRGs are probably due to the lower density of the intergalactic 
medium surrounding these sources. Many authors have also investigated the role of AGN power in creating these 
giant radio sources. The giant radio galaxies have similar core strengths compared to the rest of the radio galaxies 
of normal sizes, having comparable luminosity [13]. It is also interesting to note that several of the giant radio 
sources show recurrent jet activity [14].

2 Discovery of GRGs in Different Surveys
Millions of RGs have been discovered and catalogued over the last six decades, but only a few hundred have been 
discovered to have linear sizes of Mpc-scale. Since GRGs’ discovery in the 1970s, various names have been given 
to this uncommon sub-class of RGs, such as ‘giant radio sources’ (GRSs), ‘large radio galaxies’ (LRGs), and 
‘giant radio galaxies’ (GRGs) [15]. To get rid of confusion and retain uniformity, we assign to this giant sub-class 
of RGs the name giant radio galaxies [16] [17] [18] [19] [20].

From the 1970s until the early 2000s, many RGs were classified as GRGs depending on their projected linear 
size, which was computed by using the Hubble constant (H0). At that time values of H0 were assumed in between 
50 to 100 km s−1Mpc−1. The outcome of the projected linear sizes of these sources were often above or under-
estimated, which led to the misleading statistical result of their population.

The value of H0 was settled to ∼ 68 km s−1Mpc−1 with the increasing precision of cosmology measurements 
using the cosmic microwave background radiation seen with the Wilkinson Microwave Anisotropy Probe (WMAP;
[21]) and Planck mission [22]. The first two GRGs (3C 236 and DA240) were discovered by Willis [15], both of 
which have a linear size longer than 2 Mpc, and as a result, they did not clearly define a minimum size requirement 
for RGs to be classified a s G RGs. I n l ater r esearch, a  1  M pc l inear s ize was u sed a s a  l ower l imit o f GRGs, 
assuming the value of H0 nearly to 50 km s−1Mpc−1 [13] [15] [16]. Recent research [17] [18] [19] has adopted 
that 0.7 Mpc linear size is the lower limit of GRGs. This limiting value is computed from the updated H0 value.

Different deep and large sky radio surveys like Faint Images of the Radio Sky at Twenty cm (FIRST; [23], 
NRAO VLA Sky Survey (NVSS; [9]), Westerbork Northern Sky Survey (WENSS; [24]) and Sydney University 
Molonglo Sky Survey (SUMSS; [25]) were conducted to search for different RGs. Millions of RGs have been 
discovered, and a significant portion of them have been thoroughly investigated. Only a few hundred of these RGs, 
however, have been classified as giant radio sources, or GRGs. Several difficulties in the identification resulted in 
the detection of a small number of GRGs.

The lobes of GRGs are dominated by steep spectral indices, and hence they are clearly detected at low radio 
frequencies. The low-frequency 7C survey first discovered a  sample of GRGs at 151 MHz [26]. Using a  better 
resolution of the WENSS survey in comparison to the 7C survey, 47 GRGs were discovered [16]. Four large low-
frequency surveys have been conducted in recent years: (1) 119 − 158 MHz Multifrequency Snapshot Sky Survey 
(MSSS; [27]), (2) 150 MHz TIFR GMRT Sky Survey-Alternate data release-1 (TGSS-ADR1; [28]), (3) 72 − 231 
MHz GaLactic and Extragalactic All-sky Murchison Widefield Array (GLEAM) survey [29], (4) 120 − 168 MHz 
LOFAR Two-metre Sky Survey (LoTSS; [30] [31]). Over the course of about 45 years, about six hundred GRGs 
were discovered [18].

3 Formation Model of GRGs
Giant radio galaxies have extreme sizes, being bigger than other radio galaxies. The giant radio sources are the last 
episodes of radio galaxy evolution in existing models [11]. Radio galaxies begin as small and confined sources 
with a size not greater than 10 kiloparsecs (kpc), which is shorter than the optical host galaxy. When radio jets are 
extended and begin to inflate, then the radio sources are transformed into normal FR-I or FR-II RGs depending 
on the jet kinetic power. The two radio jets are eventually closed down, and the radio jet kinetic power reduces as 
the electrons miss out on the energy, but the radio lobes continue to spread. Radio galaxies may have grown large 
enough to become giant radio galaxies after ∼107 years. Radiation cutoff energy in giant radio galaxies can be 
explained by the loss of energy in the ageing lobes. In Figure 1, we presented a sample of GRGs taken from the 
TGSS ADR 1 survey.
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The models of the mechanisms in GRGs are in their infant stage. These are very general theories, and many
details need to be filled in and checked. Till now, it is unclear what percentage of FR-I and FR-II sources become
giant radio sources and which factors influence the possibility of such a change. The lifetimes of giant radio
galaxies are not very different from the ages of other small-sized radio galaxies, which suggests that other elements
may play a role in their giant size. The fact that GRGs are more likely to be FR-II suggests that substantial
beginning energies are required to form a 0.70 Mpc projected linear size of lobe. The lobes of FR-I sources are
hard to identify at first because they are less energetic, and as they lose strength with age, they become more
difficult to identify [13]. Another possible scenario is that the density of the intergalactic medium (IGM) is lower
near GRGs. As the Universe grows, the density and pressure of the IGM should decrease. If the production of
GRGs is highly influenced by ambient pressure, we should expect to detect a lower number of GRGs at higher
redshifts.

4 Radio Properties of GRGs

4.1 Radio Flux Density
Radio emission seen from extragalactic populations observed in radio surveys, AGN, and star-forming galaxies,
originates mainly from synchrotron radiation. This radiation is generated by relativistic electrons in the presence of
magnetic fields and produces the electromagnetic energy spectrum that is emitted by charged particles (relativistic
and ultra-relativistic). When charged particles move at a velocity near the velocity of light, the trajectory of
particles is changed by the magnetic field. This radiation is mainly dependent on the mass of the charged particle.
This process is accountable for the radio spectrum generated from GRGs. It is also responsible for the optical
spectra of the non-thermal process.

The observed radio spectrum (1 cm – 100 m) of extragalactic sources are well described with a power law:
Fν ∝ ν−α, where Fν is the observed monochromatic energy flux at the specific frequency ν, and α is the spectral
index (α = −p−1

2 , where p is the power-law index of the initially injected electron energy distribution). A pure
power-law spectrum is a clear signature of synchrotron radiation. Synchrotron self-absorption (photons emitted
via the synchrotron mechanism can scatter off an electron) is observed at the low-frequency end of radio-emitting
plasma, where power follows as Fν ∝ ν

5
2 .

4.2 Angular and Linear Size
The conventional physical projected linear size of GRG ≥ 0.7 Mpc. The linear size of GRGs can be computed
using the following formula:

d(Mpc) =
δ ×Dco

(1 + z)
× π

10800
(1)

where Dco is a comoving distance of the galaxies, δ is angular size between two radio lobes, z is the redshift, and
d is projected linear size [32]. Throughout this review, the flat ΛCDM cosmological model is adopted based on
the Planck results (H0 = 67.8 s−1 Mpc−1, Ωm = 0.308, ΩΛ = 0.692, and Ωk = 0 [22].

In the updated catalogue of giant radio sources, the projected linear size of GRGs is larger than 0.7 Mpc,
which extends up to 4.7 Mpc with the median size of 1.14 Mpc [33]. In the catalogue of GRGs using LOFAR,
GRGs have projected linear sizes of between 0.7 Mpc – 3.5 Mpc, with a median and a mean size of 0.89 Mpc and
1.02 Mpc, respectively [18]. In the TGSS GRG catalogue, 54 GRGs have linear sizes in the range of 0.7 Mpc to
1.82 Mpc, with a median size of 1.02 Mpc and a mean size of 1.09 Mpc [34]. With matched redshifts of samples
of GRGs and GRQs, the extension of the projected linear size of GRQs is not remarkably separate from that of
GRGs.

4.3 Spectral Index
The spectral index (alpha) of a radio source represents the energy distribution of relativistic electrons, and its
spectrum should ideally extend over a wide wavelength range [35]. The radio flux density changes with frequency
as Fν ∝ ν−α, resulting in a two-point spectral index measurement, given as follows:

α =
logFν1 − logFν2

log ν2 − log ν1
(2)
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Figure 1: Giant radio galaxy J1046+0144 in TGSS as observed in 150 MHz [34].

The uncertainty of spectral index measurements due to flux density uncertainty [36] is

∆α =
1

ln ν1

ν2

√(
∆F1

F1

)2

+

(
∆F2

F2

)2

(3)

where Fν1
and Fν2

refers to flux densities at two different frequencies. For example, the flux density accuracy
in TGSS ADR1 and NVSS are ∼ 10 per cent [28] and ∼ 5 per cent [9]. Using the above equation, the spectral
index uncertainty (∆α) is 0.05. Different surveys (Westerbork Synthesis Radio Telescope (WSRT) at 325 MHz
and 1400 MHz towards the Lynx field [37]; Australia Telescope Compact Array (ATCA) at 1.4 GHz and 2.4 GHz
towards the Marano field [38]; Molonglo Radio Catalogue sources with the VLA at L and S bands [39]; 150 MHz
band of the Giant Metrewave Radio Telescope and other archival data from GMRT at 610 MHz and 325 MHz
in the LBDS-Lynx field [40], and LOFAR 150 MHz and WSRT 1.4 GHz in the Lockman Hole field [36]) were
conducted to study the spectral properties of RGs. All the above surveys found a spectral index in the range of
∼ 0.7− 0.8 for most RGs, and as a result, α ∼ 0.75 is commonly considered to be the average spectral index for
RGs.

GRGs and GRQs are found in the LOFAR survey. For GRGs, the mean and median values of the spectral
index are 0.79 and 0.77, respectively, and for GRQs they are 0.76 and 0.78, respectively [18]. The average value
of the spectral indexes of GRGs and GRQs is analogous to those of RGs. The aforementioned result indicates
that RGs and GRGs have similar spectral index properties and that the majority of GRGs are active phases of RGs
rather than remnants or dead RGs.

4.4 Radio Power
The luminosity distance (DL) is dependent on various cosmological assumptions, specifically, the density of
matter as a fraction of critical density Ωm, the cosmological constant as a fraction of critical density ΩΛ, the
deceleration parameter q0 = 1

2Ωm − ΩΛ and the Hubble constant H0.
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For a Universe with ΩΛ = 0, the luminosity distance is defined by [41]

DL =
c

q20H
2
0

[q0z + (q0 − 1)(
√
1 + 2q0z − 1)] (4)

The radio power (Prad) of GRGs can be calculated (using spectroscopic and photometric z value) using stan-
dard formula [42]

Prad = 4πDL
2F0(1 + z)α−1 (5)

where z is the redshift of the radio galaxy, α is the spectral index (S ∝ ν−α), DL is luminosity distance to the
source (Mpc), F0 is the flux density (Jy) at a given frequency.

The overall radio power of FR-I sources is, in general, less than that of FR-II sources [43]. The distribution
of radio power of the FR-I type of GRGs has a limited range of 1024 to 1026 W/Hz, whereas the FR-II displays
a broad range of radio powers (1024 – 1028 W/Hz). In the SAGAN GRGs and GRQs catalogue at 1400 MHz
(for matched and not matched redshift samples), GRQs have more radio power than GRGs [18]. Core engines
of GRQs can generate massive, powerful radio jets, resulting in more radio-luminous sources than GRGs. In the
GRG catalogue from TGSS, sources of radio power at 150 MHz are in the order of 1027 W Hz−1, which is similar
to a typical giant radio galaxy. The average value of Log P [W Hz−1] for GRGs is 27.25 (1σ standard deviation
= 1.61, median = 27.12). The detected GRGs from TGSS ADR 1 at 150 MHz are more luminous compared to
those detected from the NVSS survey at 1400 MHz and the low-frequency survey LOFAR Two-metre Sky Survey.

4.5 Black Hole Mass Estimation of GRG
The central black hole mass of the host of the GRGs can be computed using two methods, which are as follows:
1) MBH − σ relation, 2)MBH − LK,bulge relation.

Information about the central velocity dispersion for optical hosts is available via fibre spectroscopy in SDSS
DR15 [44]. One can compute the central black hole mass using the well known MBH − σ [45].

log(MBH/M⊙) = α+ β log(σ/200 kms−1) (6)

where α = 8.32± 0.05 and β = 5.64± 0.32.
The central black hole mass of GRGs was computed using the K band magnitude of the (bulge dominated)

elliptical host galaxy (LK,bulge) and using the correlation MBH − LK,bulge [46] [47]

log(MBH/M⊙) = (0.95± 0.15) log
LK,sph

1010.91LK ,⊙ + 8.26(±0.11) (7)

where LK,sph

LK,⊙
is the K band luminosity of the spheroid component of the galaxy (i.e., the bulge or the elliptical

galaxy itself) in solar units. A broad-band luminosity in K band is calculated from [48]

LK = 4πD2
LαKνK10−0.4×mk , (8)

where αK is the zero-magnitude flux (Jy) for given frequency band, mk is the observed source magnitude, νK is
the central frequency (Hz), and DL is the luminosity distance at specified redshift (z).

4.6 Jet Kinetic Power
The jet kinetic power (Pjet) can be derived from the low-frequency radio observations, which allow us to study
various characteristics of the radio-loud AGN system. High radio frequencies (∼ 1 GHz) are ideal for studying the
nuclear radio jet components due to their flatter spectral nature. Due to the high velocities of these components,
relativistic effects, including the Doppler enhancement effects, are significant. Therefore, low radio frequencies
are more appropriate for probing the jet’s kinetic power. At low frequencies, the contribution from Doppler
boosting is negligible. The following relation from the simulation-based analytical model can be used to estimate
the jet kinetic power [49]:

L150 = 3× 1027
Pjet

1038W
WHz−1, (9)

where L150 is the radio luminosity at 150 MHz (W/Hz). In GRGs, the radio luminosity of the sources reduces
with linear size for different jet kinetic powers [49].
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4.7 Accretion Rate of SMBH
The accretion rate of the SMBH of GRGs can be measured by the dimensionless Eddington ratio (λEDD). This
ratio is defined as the AGN bolometric luminosity to the maximum Eddington luminosity, i.e.,

λEDD =
Lbol

LEDD
, (10)

where the term Lbol is the bolometric luminosity, and LEDD is the Eddington luminosity. The bolometric luminosity
of AGN is sometimes approximated by its optical luminosity. From the optical [OIII] emission line spectra, Lbol
is calculated as Lbol = 3500 × L[III] [50]. The highest luminosity of a black hole is known as the Eddington
luminosity. For pure ionised hydrogen plasma, the expression of the Eddington luminosity is LEDD = 1.3 ×
1038 ×

(
MBH
M⊙

)
erg/s.

4.8 Black Hole Spin
The spin (a) is a fundamental property of the black hole together with the mass. This can assist in the understanding
of the history of mergers and accretion activity in the central engine during the past billion years [51] [52] [53]
[54]. In the B-Z model, the combined impact of rotation and the accumulating magnetic field surrounding the
black hole fed matter through the rotating accretion disc [55] [56] [57].

According to the B-Z model, the relationship between the jet power (Pjet), the black hole mass (MBH), the
black hole dimensionless spin (a = Jc/GM2, where J is the angular momentum), and the poloidal magnetic
field (B) threading the accretion disc and ergosphere take the following form:

Pjet ∝ B2MBHa
2 (11)

where Pjet is in units of 1034 erg/s, B is in units of 104 Gauss, MBH is in units of 108M⊙. The zero and unit value
of dimensionless spin parameter (a) represents a non-rotating black hole and a maximally spinning black hole. In
this model, the proportional constant of the above equation is taken ∼

√
0.5. In order to compute the spin of a

black hole, there is difficulty in predicting the magnetic field in the surroundings of the black hole.
We consider the Eddington magnetic field strength (BEdd) [54] [57] is

B ∼ BEDD ≈ 6× 104(
MBH

108M⊙
)−

1
2 Gauss (12)

This is the maximum strength of the magnetic field near the centre engine. There is an assumption that the overall 
energy density of the accreting plasma with an Eddington luminosity radiation field is balanced by the magnetic 
field energy density.

5 Physical Properties of GRGs

5.1 Morphology of GRGs
GRGs can be classified into four categories using various kinds of radio sky surveys (VLASS, FIRST, NVSS, 
and TGSS): FR-I, FR-II [6], HyMoRS [58] [59] [60], and DDRG. HyMoRS, or hybrid radio galaxies, are radio 
galaxies having FR-I and FR-II morphologies on opposite sides of the radio core. Higher-resolution radio maps 
are required to evaluate the morphology of the HyMoRS candidate GRGs. About 93 per cent (50/54) of the GRGs 
in the TGSS survey [34] show an FR-II type (edge-brightened hotspots within radio lobes) radio morphology, 
whereas only 4 out of 54 GRGs (7 per cent) show an FR-I type radio morphology. The radio power (P150) for 
FR-I type GRG ranges from ∼ 0.3 × 1027WHz−1 to ∼ 1.3 × 1027 W Hz−1, and for FR-II type GRGs the range 
extends from ∼ 3.0 × 1027WHz−1 to ∼ 1.21 × 1030 W Hz−1.

5.2 GRGs and GRQs
Giant radio galaxies which acquire the radio powered by radio-loud AGN and quasars are known as GRGs and 
GRQs, respectively. Normally, GRGs and GRQs have different redshift distributions since GRQs tend to be born 
at higher redshifts than GRGs. The estimated linear size distributions of GRQs and GRGs are not significantly
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different for a particular redshift evolution range. The radio power of GRQs is greater than that of GRGs at
1400 MHz and 150 MHz for matching redshift samples [18] [34]. The central engines of GRQs are capable of
producing stronger radio jets and luminosity than GRGs. The jet kinetic power of GRQs is found to be larger than
that of GRGs. It is suggested that they may host more massive black holes that accrete at a greater Eddington rate.
Till now, the GRQs with the strongest radio power have been observed in the TGSS field with Prad ∼ 1.21× 1030

WHz−1, at z ∼ 4.30 [34]. The jet kinetic power of GRQs is greater than that of GRGs. The jet kinetic power of
GRGs was reported in the range of 1042 ergs−1 to 1044 ergs−1 [19]. There is a negative correlation between jet
power (Pjet) and dynamical age (tage), i.e., Pjet ∝ 1

t2age
[61]. This implies that, if their sizes are identical, the more

powerful radio jets of GRQs would scale Mpc length faster than the GRGs (if they belong to a similar environment 
of ambient density). The spectral index distributions of GRGs and GRQs are identical [18] [34].

5.3 Comparison of HEGRGs and LEGRGs
Depending on various accretion mechanisms, radio-loud AGNs can be divided into two classes: low-excitation 
giant radio galaxies (LEGRGs) and high-excitation giant radio galaxies (HEGRGs) [62]. The colour-colour plot 
in four mid-IR bands (W1, W2, W3, and W4) is used to separate not only LEGRGs and HEGRGs, but also AGNs 
from starforming and inactive galaxies. For HEGRGs, W1–W2 > 0.5, W2–W3 < 5.1, and for LEGRGs, W1–W2 
< 0.5, 0 < W2–W3 < 1.6.

Considering the projected linear sizes, the natural tendency of HEGRGs is found to be higher than LEGRGs. 
HEGRGs have a stronger radio power compared with LEGRGs because they are in high accretion condition. As 
a result, GRGs have gained high radio power [63]. The higher median and mean values of jet kinetic power of 
HEGRGs compared to LEGRGs strongly suggest that GRG-AGNs with high-excitation types are accountable for 
launching maximum-powered radio jets [18]. For LEGRGs, optical r-band magnitude (Mr) is higher compared 
to HEGRGs. LEGRGs are primarily hosted by bright, massive elliptical galaxies with an aged star population 
[64]. A comparative study of the black hole mass (MBH) distribution in LEGRGs and HEGRGs is very important 
for understanding the main factors controlling the two distinct accretion modes of AGN. The mean and median 
MBH of LEGRGS are higher than those of HEGRGs in a redshift-matched sample of LEGRGs and HEGRGs 
[18]. LEGRGs exhibit lower Eddington ratios than HEGRGs, which signifies the inefficient radiative state with 
a low accretion rate of LEGRGs. HEGRGs, in contrast to LEGRGs, are rare and have a relatively high λEdd that 
shows a more radiatively efficient mode and a fast rate of accretion of these sources.

5.4 P-D Diagram
A P-D diagram depicts the relationship between the linear size (D) and radio power (P ) of radio galaxies at a 
given frequency [65] [66]. Many giant radio sources appear to have low radio power at high projected linear sizes, 
as the P-D diagram clearly shows. The radiative energy loss and adiabatic expansion help in the reduction of radio 
luminosity. In certain situations, the radio-loud process may be switched off. The power of the radio lobes reduces 
sharply as the GRG size increases to a longer extent after the first rapid increment [67]. As the sources become 
older, they become less powerful and larger in scale. Figure 2 shows the P-D diagram of giant radio galaxies at 
150 MHz.

5.5 GRGs in Galaxy Cluster
The huge, extensive linear size of GRGs is found in less dense galaxy cluster environments. GRGs are found in 
brightest galaxy cluster (BCG), which possibly implies the tracer of inhomogeneities in the intergalactic gas. This 
could be one of the important factors for the evolution and growth of these giant sources. The intergalactic gas 
controls the ongoing propagation of radio jets and also back-flow f rom hot-spots in the lobes of G RGs. These 
galaxies grow to a linear size of 0.71 to 0.88 Mpc despite being in a dense galaxy cluster [33]. A detailed study is 
needed to fully understand their basic and spectroscopic evolution.

A very small number of massive-GRGs are detected in BCGs [53] [68] [69]. This study shows the necessity 
of further study and investigation into alternative parameters in the external surroundings of GRGs.

5.6 High Redshift GRGs
In the TGSS GRG catalogue, 9 GRG candidates have a redshift ≥ 1, where the most distant GRG is J1612+5945 
at a redshift of 4.30 [34]. In the previous GRG catalogue with an NVSS survey at 1.4 GHz, [33] inspected 27
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Figure 2: PD diagram of giant radio galaxies.

GRGs with a redshift of ≥ 1 where the maximum value of redshift was ∼ 3.2200. The density (ρmedium) of the
intergalactic medium (IGM) increases with redshift as (1+z)4. At high redshifts, the growth of the radio lobe can
be obstructed significantly [70]. Moreover, the increasing value of redshift can affect the brightness of the surface
as it shrinks as (1 + z)−4. This makes identification of GRG radio lobes difficult. Nevertheless, high resolution
and sensitive radio surveys are very helpful to find high-redshift GRGs.

6 Summary
GRGs and GRGQs are both thought to be rare. Data from various radio surveys, such as the FIRST, TGSS ADR1,
LOFAR, WENSS, and VLASS, were critical in identifying and studying a large number of GRGs. A summary of
giant radio source properties is given below.

• The finding of a large number of new GRGs from current all-sky surveys gives the chance to make statistical
studies of different properties of these enigmatic sources and helps to understand the causes of their enormous size
and rarity.

• In the radio galaxy family, GRGs and GRQs have lobe-dominated extended structures, indicating a steep
spectral energy distribution (α ∼ 0.70). The particle injection index and projected linear size of GRGs and GRQs
are in identical patterns.

• The maximum GRGs have an FR-II morphology as observed in different radio catalogues (92 and 93 per
cent in SGS and TGSS catalogue), and the remaining GRGs belong to FR-I, HyMoRS, and DDRG morphology.

• The jet kinetic power and radio power of GRQs are superior to those of GRGs. This clearly demonstrates
that central engines of GRQs are more potent than GRGs. The minimum values of radio power at 1400 MHz and
150 MHz are 1023 WHz−1 and 1025 WHz−1 respectively.

• From the study of GRGs-AGN at mid-IR and optical frequencies, HEGRGs have higher jet kinetic power,
radio power, and mass accretion rate but lower black hole mass.

• The natural tendency of giant radio sources is to avoid the galaxy cluster environment. It is uncommon to
discover a giant radio sources in a extremely rich galaxy cluster (the optical mass M200 > 2×1014M⊙). In LOFAR
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and TGSS catalogues, only 21 (21/240) and one (1/54) GRGs are found in rich galaxy cluster environments.
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[63] Kozieł-Wierzbowska, D. and Stasińska, G., “FR II radio galaxies in the Sloan Digital Sky Survey: observational facts”, Monthly Notices
of the Royal Astronomical Society, 2011, 415, 1013–1026

[64] Hardcastle, M. J., Evans, D. A., and Croston, J. H., “Hot and cold gas accretion and feedback in radio-loud active galaxies”, Monthly
Notices of the Royal Astronomical Society, 2007, 376, 1849–1856

[65] Baldwin J. E., Heeschen D. S., Wade C. M., eds, Extragalactic Radio Sources, 1982, 97, 21–24

[66] Bhukta, N., Pal, S., Mondal, S. K., “Search for X/Z Shaped Radio Sources from TGSS ADR 1”, Monthly Notices of the Royal Astro-
nomical Society, 2022, 4308-4323

[67] Blundell K. M., Rawlings S., “The inevitable youthfulness of known high-redshift radio galaxies”, 1999, Nature, 399, 330–332

[68] Bagchi J., Kapahi V. K., “A VLA 20 and 90 centimetre radio survey of distant A-bell clusters with central cD galaxies”, Journal of
Astrophysics and Astronomy, 1994, 15, 275–308

[69] Best P. N., von der Linden A., Kauffmann G., Heckman T. M., Kaiser C. R., “On the prevalence of radio-loud active galactic nuclei in
brightest cluster galaxies: implications for AGN heating of cooling flows”, Monthly Notices of the Royal Astronomical Society, 2007, 379,
894–908

[70] Kapahi, V.K., “Redshift and luminosity dependence of the linear sizes of powerful radio galaxies”, Astronomical Journal, 1989, 97, 1

48



‘Winged’ Radio Sources: A Peculiar Subclass of Radio Galaxy

Dusmanta Patra1∗

1Department of Astrophysics and Cosmology, S. N. Bose National Centre for Basic Sciences,
Block-JD, Sector-III, Salt Lake, Kolkata-700106, India

∗Dusmanta Patra: dusmanta.phy@gmail.com

Abstract
‘Winged’ or ‘X’-shaped radio galaxies (XRGs) are a small subclass of extra-galactic radio sources. These sources ex-

hibit a pair of secondary low surface brightness radio lobes or wings oriented at an angle to the ‘active’, or primary high
surface brightness lobes, resulting in the complete source an ‘X’ shape. In some cases, the set of secondary lobes comes
from the edges of the primary lobes, giving a ‘Z’-symmetry. We provide an overview of the observational results that pro-
vide us with the census of these peculiar ‘winged’ radio sources. Very Large Array Faint Images of the Radio Sky survey at
Twenty centimeter is one of the promising database to detect these sources. Along with the radio emission, optical and X-
ray emissions are detected from these sources. The nature of ‘X’-shaped sources is a matter of considerable debate. Several
authors have prescribed different models to explain the mechanism for the peculiar morphology of these sources. Backflow
of plasma from the hot spots of the active lobes into the surrounding medium is one of the strong possibilities for such ex-
otic structures. The merger event of two supermassive black holes is another possible cause for the origin behind ‘winged’
radio sources. They have even been proposed to provide evidence for black hole mergers/spin reorientation, and therefore
constrain the rate of strong gravitational wave events. We briefly summarize the few models and discuss their drawbacks. A
more detailed morphological and spectral results on milliarcsecond-scales is needed to provide a crucial test of these model.

Keywords: Active Galactic Nuclei (AGN), Jets, Quasars, Radio Continuum Emission, Catalogs, Surveys

1 Introduction
Radio galaxies (RGs) are the largest observable astronomical object in the sky. The overall linear sizes of RGs range from
less than a few tens of parsecs to over a Mpc distance. RGs are lobe-jet structure objects that harbor active galactic nuclei
(AGN) at the center between the lobes. There is narrow collimated features called jets connecting the core to the extended
components and the outer lobes, which are the signatures of the beams carrying energy from the core to the outer lobes.
For a typical double-lobed radio galaxy, the jets are directed opposite to the central AGN. Based on the radio brightness
distribution, radio galaxies are categorized into two major classes; one is Fanaroff-Riley class I (FR-I), where the central
region of the radio galaxy is brighter than both the edges and another is Fanaroff-Riley class II (FR-II), where brightness
increases from the center towards the edges [1]. FRI RGs have higher radio flux density in the center than the outer edges
of the lobes. On the other hand, FR II sources have edge-brighten morphology, i.e., the outer edges have higher radio flux
than the inner regions.

‘Winged’ or ‘X’-shaped radio galaxies (XRGs) are a small subclass of extra-galactic radio sources that exhibit a pair of
secondary low surface brightness radio lobes or wings oriented at an angle to the ‘active’, or primary high surface brightness
lobes, resulting in the total source an ‘X’ shape (see Figure 1) [2, 3, 4, 5]. In some cases, the set of secondary lobes comes
from the edges of the primary lobes, gives a ‘Z’-symmetry [5], and these sources are known as ‘Z’-shaped radio galaxies
(ZRGs). There is another class called Head-Tail or ‘C’-shaped radio sources [6, 7], where two jets are bent in the same
direction. Morphologically RGs can be classified into two types: FR I and FR II [1]. Some radio galaxy obeys some mixed
type of Fanaroff-Riley dichotomy, known as Hybrid Morphology Radio Sources (HyMoRS) [8], having FR-I morphology
in one side of the active nucleus and FR-II morphology on another side.

3C 272.1 is the first reported ‘winged’ radio galaxy [9] , showing a ‘Z’-like structure. Ekers et al. 1978 found that
NGC 326 also showed a ‘Z’-like structure with possible precessing beams. Later Kotanyi (1990) identified NGC 3309 as
an S-shaped source. A source with an ‘X’-shaped structure was first classified by [2]. Cheung (2007) searched for XRG
candidates using the Very Large Array (VLA) Faint Images of the Radio Sky at Twenty-centimeters (FIRST) [10] survey
and identified 100 candidates. A color thumbnail image of the sample of 100 FIRST ‘X’-shaped candidates adopted from
Cheung (2007) is presented in Figure 2. Proctor (2011) also identified 156 XRG candidates from the FIRST survey. Later
Yang et al. (2019) found 290 ‘winged’ radio sources from the FIRST survey. Bera et al. (2020) also continued the search
for ‘winged’ radio sources from the FIRST survey and found 296 ‘winged’ radio sources, out of which 161 are XRGs, and
135 are ZRGs.

The reason behind the peculiar morphology of ‘winged’ radio is a debatable subject. Several authors have prescribed
different models to explain the mechanism for the peculiar morphology of these sources. Leahy & Williams 1984 and
Capetti et al. 2002 have proposed the backflow of plasma model. The merger event of two supermassive black holes
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(SMBHs) is another possible cause for the origin behind ‘winged’ radio sources [11, 12]. Reference [13] suggested that
the realignment of a central SMBH accretion disk system is also responsible for forming secondary lobes in XRGs. The
precession of twin jets models [14] may be another probable reason for the formation of these sources. A summary regarding
all of the above models is presented in Section 5. However, none of these models are self-sufficient to explain each property
of all reported XRGs.

P1

P2

S1

S2

3C52

P1

P2

S1

S2

3C326

Figure 1: VLA radio maps of two prominent XRGs are shown: 3C 52 (Leahy & Williams 1984) in the left panel and NGC 326 (Murgia et al. 2001) in
the right panel. The primary lobes are marked with P1 and P2, while secondary lobes are marked with S1 and S2.

2 The Observation of ‘Winged’ Radio Sources
This section provides an overview of the observational results that provide us with the census of ‘winged’ radio sources.
Different authors carry several observations from radio to X-ray wavelength to understand the nature of these sources.
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Figure 2: Color thumbnail images of the 100 FIRST ‘X’-shaped radio source candidates from Cheung et al. (2007) showing the diffuse emission from
the objects.

2.1 A Brief History of the Searches
3C 272.1 is the first reported ‘winged’ radio galaxy (Riley 1972), showing a ‘Z’-like structure at 2.7 and 5.0 GHz maps.
Ekers et al. 1978 found that NGC 326 also showed a ‘Z’-like structure at a 5 GHz radio map with possible precessing
beams. Reference [15] found that radio maps of some of their objects show that two-thirds of the bridges are deformed near
the central galaxy. Among 39 samples of their study, 3C315, 3C136.1, and 3C52 showed ‘X’-shaped morphology. Later
[16] identified NGC 3309 with an S-shaped morphology. Reference [2] reported 11 sources with wings and classified them
as XRGs. Reference [3] did a literature survey for XRGs and reported another eight XRGs, increasing the sample to 19
XRGs. A systematic study was done by [3] to look for ‘winged’ radio galaxies and identified 100 new XRG candidates
using the FIRST survey. The samples of 100 sources by [3] are presented in Figure 2. Out of the 100 XRGs, they found
optical identifications for 94 candidates. Reference [17] presented the lowest-frequency images of 11 known ‘X’-shaped
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sources at 240 and 610 MHz using Giant Metrewave Radio Telescope (GMRT) and studied the spectral indices properties
across the sources. Reference [18] identified 156 XRG candidates using an automated morphological classification method
from the FIRST radio survey. Twenty-one of these were previously reported in [3], and one source, 3C 315, is a well-known
XRG, giving 134 new XRG candidates. Reference [4] presented a catalog of 290 XRGs extracted from the FIRST survey.
Out of the 290 candidates, they classified 106 as strong XRG candidates and 184 as probable XRG candidates. These
probable XRGs need to be verified by further observations. Another search for XRGs from the FIRST survey was done by
[5] , and they cataloged 296 ‘winged’ radio sources, out of which 161 are XRGs, and 135 are ZRGs.

Reference [19] studied the ‘X’-shaped RG, SDSS J1130+0058 in optical wavelength. They found double-peaked low-
ionization broad emission lines (see Figure 3), supporting the twin-AGN model formation scenario. The first time optical
spectral properties of XRGs using a sample of ∼ 50 sources was studied by [20]. They found that the XRGs population
is composed about equally of sources with weak and strong emission-line spectra, which means that they typically have
radio powers between those of FR I and FR II types RGs. Reference [20] also found that the nuclear regions of XRGs are
relatively hot. Reference [21] identified the optical host galaxy and found their position for a sample XRGs. The orientation
of the wings shows a strong connection with the optical axis, providing support for a hydro-dynamic origin of the formation
of the radio wings [21].

Figure 3: The observed spectrum of SDSS J1130+0058 (Zhang et al., 2007).

2.2 X-Ray Observation of ‘Winged’ Radio Sources
X-ray emissions from RGs are a crucial factor in studying their gaseous medium and helps to understand better the mech-
anisms related to the dynamics of the radio structures. Observations of radio galaxies by Chandra and XMM-Newton have
revealed non-thermal X-ray emission from their jets and hot spots, as well as the emission from thermal coronae. Reference
[22] presented the first Chandra observation of an ‘X’-shaped radio galaxy 3C 403 to determine the relationship between
the gas emitting from the X-ray and the ‘X’-shaped radio morphology.
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Figure 4: A Chandra ACIS-S image of 3C 403 in the 0.5–2.0 keV band overlaid with 8.4 GHz radio contours (Kraft et al., 2005). Emission from the
active nucleus, the hot ISM, compact radio components, and diffuse emission from the lobes and wings are detected.

Chandra ACIS-S image of the XRG 3C 403 in the 0.5–2.0 keV band overlaid with VLA 8.4 GHz radio contours of ‘X’-
shaped radio galaxy 3C 403 is shown in Figure 4 [22]. They found diffuse emission from the lobes and wings and emission
from the active nucleus, the hot ISM, and several of the compact radio components. They have also detected X-ray and
optical emissions from radio knots and hot spots of the source. The X-ray emission flux detected from the radio wings is
consistent with inverse Compton scattering of cosmic microwave background (CMB). According to the radio/optical/X-ray
spectra, they attribute the emission in all cases to the synchrotron emission rather than inverse Compton scattering of CMB.
Reference [23] presented Chandra X-ray observations of XRGs within redshift 0.1 and compared the result with the sample
of standard double-lobed FR I and II RGs. They found that the ellipticity and position angle of the hot gas follows that of
the stellar light distribution for radio galaxy hosts by fitting elliptical distributions to the observed diffuse hot X-ray emitting
atmospheres. Reference [24] examine NGC 326, one of the most prominent ‘X’- or ‘Z’-shaped radio galaxies, with a 100
ks Chandra X-Ray Observatory exposure and find several features associated with the RG.

3 Morphology of ‘X’-Shaped Radio Sources
About 10% of the FR II radio galaxies have an unusual morphology of two misaligned pairs of radio lobes, and these objects
are classified as ‘winged’ radio sources (e.g., [2]). In Figure 1, color thumbnail images of 100 ‘winged’ radio sources are
presented by [3] showing the diffuse emission from the objects. These misaligned pairs of radio wings in radio galaxies
appear as the secondary lobes. These two pairs of misaligned radio lobes are approximately equal in linear extent. These
secondary radio lobes are aligned at a reasonably large angle from the primary radio axis defined by the primary lobe pair.
VLA radio images of two prominent XRGs are shown in Figure 1. In left panel 3C 52 [15] and, in the right panel, NGC
326 [25] are shown. The two primary lobes of these XRGs are marked with ‘P1’ and ‘P2’, while the secondary lobes are
marked with ‘S1’ and ‘S2’. These types of radio galaxies have low radio luminosities, generally lying near the FR I/FR II
division. The maximum number of these sources are of FR II type [1], and the remaining are either FR I or mixed [12].

Depending on the position of the wings, ‘winged’ radio sources are classified into XRGs and ZRGs [5]. XRGs exhibit
a pair of secondary low surface brightness radio lobes or wings oriented at an angle to the ‘active’ or primary high surface
brightness lobes, resulting in the complete source an ‘X’ shape. In this scenario, the wings are coming out from near the
central region of the primary lobe. In some cases, the set of secondary lobes or wings from the edges of the primary lobes
gives a ‘Z’-symmetry, and these sources are ZRGs [26]. In some cases, the latter group of wing sources shows a ‘S’-like
morphology also.

5

53



4 Spectral Index Distribution
Studies of the radio spectral index along the lobes and wings and from comparisons their value between the lobes and
wings, provides us a better insights to understand their physical properties. The variation of radio spectral index is typically
observed to be steeper in the wings than in the primary lobes, suggesting that the wings have older radio emission than the
primary lobes. (e.g. [11, 13, 17, 25]. The spectral-index map of the ‘X’-shaped RG PKS 2014–55 is shown in Figure 5 [27],
showing the variation of spectral index is steeper in the wings than in the primary lobes . Reference [28] studied sample of
28 ‘X’-shaped radio sources using the GMRT at 610 and 240 MHz and presented the spectral index map of these sources.
Based on the spectral index distribution they categorized these sample into three groups:
(i) the wings have flatter spectra as compared to the primary active lobes,
(ii) the wings and primary lobes have comparable spectral index,
(iii) the wings have steeper spectra compare to the primary lobe.

Figure 5: The greyscale image shows the spectral index variation of the XRG PKS 2014–55 with values given by the top scale bar (Cotton et al. 2020).

5 Formation of ‘X’-Shaped Radio Sources
The origin behind these peculiar structures is still not clear to us. There are few models available in different literature
which explain the possible reason for these peculiar morphologies. In this section we briefly discuss about the models, that
have been proposed for the XRG phenomenon.

5.1 Backflow
One possibility is that the wings emerge from the backflow of plasma from the hot spots of the active lobes into the
surrounding medium [15, 29]. Backflow is produced by jet material released by the hotspots and flows back towards the
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host galaxy. In their model, [15] proposed that this back-flowing jet material remains straight until it collides with the
opposite backflow and spread out laterally in the perpendicular direction to the radio lobe axis (see Figure 6). They also
proposed two symmetry-breaking processes, which might cause the bending of backflow in the opposite direction. The first
one is that the back-flowing material is deflected by a spheroidal gas distribution misaligned with the radio axis. The second
mechanism proposed that an existing cavity in the interstellar medium provides a path for backflow to flow preferentially.

Figure 6: Sketch of two symmetry breaking mechanisms proposed by Leahy & Williams (1984).

Hodges-Kluck & Reynolds (2011) Reference [30] have conducted hydrodynamic simulations of light, hypersonic jets
to study the viability of the backflow model for the formation of wings in ‘X’-shaped radio galaxies. Their simulation
showed that the wings are produced considerably by the deflection of the back-flowing plasma from the hot spots. They
also argued that their models show that lobe interaction with the hot atmosphere may have a significant influence in defining
the morphology of these radio galaxies.

5.2 Buoyancy
Usually, the lobes of a radio galaxy have less density compare to the surrounding ISM/IGM [31]. As a result, buoyancy
may be responsible for the large-scale shape of the radio lobes. Sometimes buoyant forces are responsible for the bending
of the lobes towards the ISM/IGM that maintain the density equilibrium between the lobe and the surrounding medium.
Therefore, buoyancy can form such ‘X’-shaped structures [30, 32, 33]. [33] could not explain the development of ‘X’-
shaped radio galaxies NGC 326 using the buoyancy model. The primary and secondary lobes of an ‘X’-shaped source have
an angle ±10o between them, and if the buoyancy is the dominating creation process, one would expect a more random
distribution of these angles [11]. Reference [17] concluded that buoyancy may act upon the large-scale morphology of radio
galaxies near the dense cluster environments as is seen for head-tail radio sources in a cluster of galaxies, and it is unlikely
that buoyancy, without a suitable configuration of the ISM or IGM, would influence the morphology of XRGs.

5.3 Twin-AGN Jet Model
NGC 326 is a well-known XRG associated with a dumbbell galaxy, i.e., two roughly equally luminous ellipticals within
a common envelope [33, 34]. This NGC 326 phenomenon inspired the twin-AGN model concept. In this model, it is
considered that the set of twin radio lobes to be two distinct radio doubles associated with a nearby pair of active SMBHs
inside a merging pair of giant ellipticals [17]. In this illustration, the interacting neighbor could be in a very eccentric

7

55



orbit or a circular orbit. In the first scenario, an inversion-symmetric distortion of the jet pair happens due to an impulsive
gravitational interaction, leading to an ‘X’-shaped or ‘Z’-shaped morphology. In the second situation, the continued tidal
interaction can generate periodic inversion-symmetric wiggles in the radio jet pair, leading to a helical radio structure. A
warped and slanted accretion disc is often expected to form in SMBH binaries, resulting in an ‘X’-shaped radio morphology
[35]. Zhang et al. 2007 discovered double-peaked emission lines in the optical spectra of a few XRGs, which supports this
twin-AGN scenario also.

The twin-AGN model appears especially promising if the dynamical friction is minimal, causing the two SMBHs to
delay their approach. On the other hand, such delay is unusual [36]. Furthermore, because this scenario requires both
central engines to launch jets simultaneously, it has an extremely low probability. This twin-AGN jet model cannot explain
why none of the XRGs have both FR II type lobe pairs. Furthermore, it does not explain why the primary lobe prefers to be
oriented along the major axis of the optical host galaxy [29, 32]. In addition, it is difficult in this scenario to understand the
‘Z’-symmetric morphology of the secondary lobes [26]. On these arguments, it is clear that, while this model may account
for a small percentage of XRGs, it is incapable of being defended for the vast majority of XRGs.

5.4 Reorientation of Jet
A natural way to understand the existence of the wings in XRGs is a change of jet axis at a past time during the lifespan of
the source. The wings in XRGs are the relic emission of the previously active radio lobe developed during a previous phase
of nuclear activity once the jets were pointing in that direction. After that, the jet orientation changed quickly, probably in
an abrupt flip, resulting in the presently feeding primary lobes pair. Precession or other realignment mechanisms have been
proposed in different models to explain jet reorientation [13, 37, 38, 39].

Reference [26] argued that the spin-flip scenario could also easily account for the ‘Z’-symmetry morphology of these
sources.provide an MWE for your .tex file and .bib file. They also demonstrated how it might occur before the spin-flip
as the jets propagated through the ISM of the huge elliptical. A study of NGC 3801, a ‘Z’-shaped FR I RG, finds solid
evidence for a recent merger and a large rapidly rotating gas disk interacting with the jets [40].

6 Summary
This article gives brief information about the peculiar class of ‘X’-shaped radio galaxies. In the above sections, we have tried
to understand the XRGs through the observation aspects. XRGs are a class by themselves, and the formation mechanism is
unlike normal RGs. There are many ‘winged’ radio sources in the sky, and detection effects keep us to find more of them.
From different literature surveys, we give an idea about the census of ‘winged’ radio sources till now. FIRST survey is one
of the promising database to detect these sources.

We have discussed the morphology of these sources as observed by the different authors. These types of radio galaxies
have low radio luminosities, generally lying near the FR I/FR II division. The definition of XRGs and ZRGs is discussed
based on morphology. XRGs exhibit a pair of secondary low surface brightness radio lobes or wings oriented at an angle
to primary high surface brightness lobes, resulting in the complete source an ‘X’ shape. In this scenario, the wings are
coming out from near the central region of the primary lobe. On the other hand, the wings pair emerges from the edges of
the primary lobes, gives a ‘Z’-symmetry, and these sources are known as ZRGs. Diffuse X-ray emission from the lobes and
wings of XRG 3C 403 and emission from the active nucleus, the hot ISM, and several of the compact radio components are
detected [22]. In general, the variation of radio spectral index was noticed to be steeper in the wings than in the primary
lobes. This typical variation suggests that the wings are older than the primary lobes.

We also compare various available clues from different literature to arrive at a better understanding of the mechanism
responsible for the XRGs. We briefly discuss the following formation models of XRGs. Backflow, buoyancy, twin-AGN
jet model, and reorientation of the jet axis are discussed. We present strong evidence against these models based on the
different literature surveys. The drawbacks are also discussed based on the previous study. The orientation of the wings
shows a strong connection with the optical axis of the host galaxy, providing support for a hydro-dynamic origin of the
formation of the radio wings. Further milliarcsecond-scales radio observation (e.g. VLBA observation) and optical and
X-ray observation are needed to understand the formation scenario of these ‘winged’ radio sources.
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Abstract

Winged radio galaxies are known to be a mysterious and weird set of radio galaxies with complex structures.
In winged radio galaxies, there are a pair of secondary lobes (wings) misaligned with the primary lobes. De-
pending on the location of wings in the structure, these radio galaxies are classified as X-shaped radio galaxies
(XRGs) and Z-shaped radio galaxies (ZRGs). In XRGs, secondary lobes (wings) appear to emerge from near the
centre of the galaxy and, most of the time, move nearly perpendicular to the primary lobes. In ZRGs, secondary
lobes (wings) appear to emerge from near the edge of the primary lobes by making some angle with the primary
lobes. To explain the formation mechanism of wing structures in winged radio galaxies, various models have
been proposed. According to these models, the origin of winged radio galaxies may be due to the backflow of
plasma, jet re-orientation due to the SMBH merger, and dual active galactic nuclei (AGN) present in the core
of the galaxies, etc. Each source of winged radio galaxies has its own mystery, and none of these models is
capable of explaining the structures of all winged radio galaxies. Statistical and physical properties of winged
radio galaxies in comparison to normal radio galaxies are studied here

Keywords: Radio Galaxies, Winged Radio Galaxies, Active Galactic Nuclei (AGN).

1 Introduction
Radio galaxies are well known to have a compact radio nucleus coincident with the core of the host galaxy from 
which a pair of opposite jets emerge. This jet pair travels a large distance in the order of a few kpc to Mpc, which 
makes the structure of an extended radio galaxy. It is believed that a supermassive black hole (SMBH) in the 
galactic nucleus is the energy source of the radio galaxy from which the jets seem to emerge. The SMBH actively 
accumulates the gas and dust from its surroundings. This accretion of gas and dust helps to launch high-energy jet 
streams, which have the power to accelerate charged particles away from the supermassive black hole almost to 
the speed of light. Radio wavelengths allow for a clear observation of these jet streams. The jets of radio galaxies 
can be many times larger than the optical galaxy (see Figure 1). Radio galaxies were discovered in the era of the 
1940s by some radar handling engineers, but it took another decade to better understand them. The first radio 
galaxy to be identified was Cygnus A, which is still among the brightest radio sources discovered in the sky.

In 1974, Fanaroff-Riley (FR) classified r adio g alaxies i nto t wo g roups: F anaroff-Riley t ype I  ( FR I ) and 
Fanaroff-Riley type II (FR II) [24]. Initially, radio galaxies were classified on the basis of the FR index (the ratio 
of the separations of the two brightest hotspots on either side of the host galaxy to the farther extension of the 
source). The sources are called FR I if this FR index value is less than 0.5 and FR II if this ratio is greater than 
0.5. It is found that FR I radio galaxies are very prominent and have clear jets emerging from the centre of the 
host galaxy. FR I-type radio galaxies are centre-oriented and have low power with no hotspot near the edge of the 
structures. Lobes in FR I galaxies diffuse after achieving ∼ 1 parsec distance. FR II-type radio galaxies are edge-
dominated (lobe-dominated) with compact hotspots at the edges of radio lobes. The critical radio luminosities 
of the majority of FR I sources are measured as L178 MHz < 2 × 1025 W Hz−1sr−1 and that of FR II sources, 
L178 MHz > 2 × 1025 W Hz−1sr−1 [24].

The life of radio galaxies can be understood by their different stages, just like human life. The changes that 
occur in radio galaxies can be visualised by their sizes. The variation in the radio luminosity with their linear 
sizes is depicted in Figure 2. With their increasing linear sizes, they become older and fainter with a decrease 
in their radio luminosity. The sizes of radio galaxies in their early stages are observed to be smaller, and these
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Figure 1: J0216+0244: The FR radio galaxy with large angular size as observed by the VLA FIRST survey.
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Figure 2: A schematic diagram of the variation of radio galaxy size with radio luminosity.

sources are known as CSS (Compact Steep Spectrum) and GPS (Gigahertz Peaked Sources) [11]. These compact
radio sources reside only a few kiloparsecs away from the core. After this stage, radio galaxies grow and become
powerful radio sources like FR I/FR II. It is believed that the life of giant radio galaxies began when their sizes
were very large in comparison to normal FR I/FR II radio galaxies. After passing through the giant stage, radio
galaxies enter the dying stage. The radio luminosity of dying radio galaxies becomes very faint. Because of their
extremely low radio luminosity, they are difficult to detect even with advanced radio telescopes.

Various radio galaxies with irregular shapes and sizes have been observed in the last two decades, in addition to
normal FR I/FR II radio galaxies. The morphology of these radio galaxies depends on the alignment and structure
of radio jets, and they are classified as follows:

i. Winged Radio Galaxies: Winged radio galaxies are described as a mysterious sub-class of radio galaxies.
In these radio galaxies, despite the main lobes (primary lobes), extra secondary lobes (wings) originate near the
center or edge of the primary lobes. Because of the extra wings (secondary jets) in these radio galaxies, they are
known as winged radio galaxies. A detailed discussion of these sources is described in section 2.

ii. Head–tailed radio sources: Head–tail (HT) radio galaxies are known as a subclass of radio galaxies with
jets in two opposite directions that are bent in an apparent common direction. This distortion possesses ‘HT’
morphology, in which the primary jets are twisted rearward to form a tail, while the bright galaxy serves as the
‘head’ [62]. The bent morphology of jets in HT galaxies is thought to be based on two possible mechanisms
relating to the intra-cluster medium (ICM) and intra-galactic medium. For the first mechanism, the host galaxy
has a higher than predicted velocity that leads to the ram pressure on the primary jets, which distorts the galaxy
morphology [60] [74]. For the second mechanism, cluster weather is responsible for the bending of jets. There
may be dynamic interactions (cluster-cluster merger, galaxy merger) in the cluster that cause the strong winds
in the ICM and are responsible for the bending of the jets [9]. HT radio sources are commonly found in the
environments of rich clusters of galaxies [10].

Because high-sensitive radio observations can detect radio sources up to a high redshift, the HT radio galaxies
can be used as a tracer of galaxy clusters for more distant clusters. The peculiar morphology of HT radio galaxies
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indicates that radio jets interact strongly with their intracluster medium. These galaxies are classified as Wide
Angle Tailed (WAT) radio sources or Narrow-Angle Tailed (NAT) radio sources based on their distorted angle
and radio luminosity [65]. WATs are the sources with a bending angle greater than or equal to 90 degrees. NAT
sources are those that have an angle of less than 90 degrees. 3C 465 is the first known WAT [22] [32] and NGC
1265 is the first known NAT radio source [75] [63].

Using the NRAO Very Large Array (VLA; [80]) Faint Images of the Radio Sky at Twenty cm (FIRST; [3])
survey, 614 new HT radio sources (of which 398 are WAT and 216 are NAT sources) are identified [78]. Using
the TIFR GMRT Sky Survey, 268 (189 WATs and 79 NATs) sources are identified [8]. Recently, 459 bent-tailed
radio galaxies [61] have been detected by the LOFAR Two-Metre Sky Survey (LoTSS). Using the same survey
(LoTSS), fifty new HT radio sources (of which forty-five are WATs and five are NATs) are identified [67]. An
interacting narrow-angle tail radio galaxy J0037+18A has been discovered in the Cygnus constellation [68].

iii. Hybrid Morphology Radio Sources: Hybrid Morphology Radio Sources (HyMoRS) are sources with mixed
FR morphology. It is seen that these sources exhibit FR I and FR II lobes together on the opposite side of the
structure [30] [27]. HyMoRS are found to be an extremely rare sources in the sky (<1% of radio galaxies fall into
this category), and only a small number of sources have been discovered so far [27] [39] [44]. Though the exact
cause of HyMoRS is unknown, it is thought to be the result of asymmetric jet interactions with the interstellar
medium (ISM) or due to jet orientation, [30] [39]. These sources will demonstrate the relationship between the
morphology of radio galaxies and the nature of the core engine, its surroundings, and the constitution of jets
[30] [44] [18]. Hybrid morphology radio sources may be extremely useful to understand the origin of the FR
dichotomy, which has been a topic of intense debate for more than four decades [44]. The asymmetric structure
of HyMoRS may also be caused by the properties of host galaxies like pressure, accretion rate, black hole mass,
etc., which can affect jet propagation as well as jet orientation.

From VLBI observations on 5 HyMoRS with a 10 kpc jet length, it is indicated that the jet orientation may
not be responsible for the morphology of HyMoRS [13]. The supermassive black hole (SMBH) spin may also
play a crucial role in the asymmetric structure in HyMoRS [44]. With the help of the Giant Metrewave Radio
Telescope, six candidate HyMoRS were detected [30]. Three certain and two possible HyMoRS were discovered
from the list of 1700 sources observed by the Faint Images of the Radio Sky at Twenty-cm (FIRST) survey, which
proves that these sources are very rare [3] [27]. Previously, there was a very small number of known HyMoRS
and, among them, only a small percentage had been thoroughly investigated. Recently, using the same NRAO
Very Large Array (VLA; [80]) FIRST; [3] data, Kumari and Pal (2022) discovered a large number of thirty-three
HyMoRS that significantly increased the sample size of known HyMoRS [44] [43].

iv. Giant Radio Galaxies (GRGs): Giant radio galaxies (for a detailed review, see Bhukta, Pal and Mondal
(2022) of the present volume [6]) are much larger objects compared to most of the other objects in the universe.
They are thought to be very rare objects that grow in low-density environments [37]. We can use a giant radio
galaxy to understand the evolution of the life of a radio galaxy. It is also useful to investigate the distribution of
gas in the inter-galactic medium [79] [69]. A large number of GRGs were discovered using TGSS at 150 MHz
[5].

2 Winged Radio Galaxies
Winged radio galaxies are a subclass of radio galaxies that have two extra secondary lobes (wings) in addition
to the primary lobes. These secondary lobes (wings) extend at an angle from the centre or from the edge to a
distance that is nearly equal to or less than the length of the active lobes and sometimes more than the primary
lobe. Winged radio galaxies are classified as X-shaped radio galaxies (XRGs) or Z-shaped radio galaxies (ZRGs)
based on the location of their secondary lobes (ZRGs). In X-shaped radio galaxies (XRGs), secondary lobes
emerge near the central region of the host galaxy at some angle to the primary jets, giving rise to the X-shaped
structure. In Z-shaped radio galaxies, secondary lobes emerge from the edge of the primary lobe, making an angle
mostly perpendicular to the primary lobes [31]. It is found that for the majority of XRGs, the primary lobe pair
are FR II type and the secondary wings are always FR I type [55].

For most XRGs, wing sizes are at least 80% of the size of the primary lobes [55]. Due to the projection
effect, some of the wings may look much shorter than their actual size. Because of the lack of hotspots near the
edges of wings, detection of wings is difficult and the size of wings is highly dependent on the depth and spatial
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Figure 3: Examples of X-shaped radio galaxies from FIRST survey [4].

resolution of the radio map. Identifying the optical counterparts is very important to understanding the nature of
winged radio galaxies. After knowing the optical counterparts, the classification of winged radio galaxies can be
easily understood. For searching for optical counterparts and redshifts of sources, various versions of SDSS1 and
NASA/IPAC Extragalactic Database (NED) are used. In Figure 3 and 4, we presented images of two XRG sources
taken from FIRST and LOFAR survey with optical counterpart at the center of the galaxy [4] [66]. In Figure 5
and 6, we presented a sample of two ZRG sources taken from FIRST and LOFAR survey with optical counterpart
at the center of the galaxy [4] [66].

Discoveries of a large number of XRGs and ZRGs will help to understand the nature of XRGs in comparison to
normal FR II radio galaxies. The detailed study of 388 FR II radio galaxies with 106 strong XRG candidates was
done [35] [41] [86]. The mass of SMBH is estimated using the well-known tight relation [28] [26] [81] with the
equation 1. It is found that in comparison to normal radio galaxies, the central black holes of XRGs are somewhat
less massive (average masses of XRGs and FR II are log MBH ∼8.81M⊙ and 9.07 M⊙, respectively).

MBH

109M⊙
= (0.310+0.037

−0.033)

(
σ∗

200 km s−1

)4.38±0.29

(1)

Wide-field Infrared Survey Explorer (WISE) counterparts were searched with the help of WISE archival data
for 25 XRGs taken from Yang and Cheung ([86] [14]) and 388 FR II radio galaxies [35]. With measured infrared
colours for three mid-IR bands of the WISE survey for each host galaxy, it is found that XRGs are more infrared
than FR IIs and often have a substantial fraction of ∼80% [35]. This shows that XRGs have more cool ISM than
FR II radio galaxies, presumably caused by recent merger activity.

2.1 Statistical Properties
2.1.1 Spectral Index

The two-point spectral index is calculated between two frequencies by assuming Sν ∝ ν−α, where Sν indicates
the flux density at the corresponding frequency ν and α denotes the spectral index. The spectral indices are
determined by measuring flux density at both frequencies over the same aperture.

1http://www.sdss.org.
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Figure 4: Examples of X-shaped radio galaxies from LOFAR survey [66].
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Figure 5: Examples of Z-shaped radio galaxies from LOFAR survey [66]
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Figure 6: Examples of Z-shaped radio galaxies from FIRST survey [4].

Cheung (2007) calculated spectral indexes (α) for 100 winged radio sources between frequencies of 365 MHz
and 1.4 GHz and between 1.4 GHz and 4.9 GHz [14]. Among these winged radio sources, 90–94 sources showed
a steep radio spectrum (α > 0.5). A spectral index was calculated in the frequency range 150 MHz – 5 GHz and
steep radio spectra were detected for almost all strong XRG candidates in the catalogue of Yang et al., (2019) [86]
using FIRST survey. There are only a very few winged sources that have flat or inverted radio spectra (α < 0.5)
[86] [14]. This result helps to probe the dual-AGN scenario for the formation of X-shaped morphology [86] [49]
[50]. The spectral index of regular radio galaxies is normally found in the range of 0.7 to 0.8 [58] [64] [38] [34]
and the average spectral index for all identified winged radio sources is also in the range of 0.7–0.8 [4] [66] [86]
[14] [7]. The histogram in Figure 7 shows the distribution of the spectral index of XRGs and ZRGs using all
major surveys. The histogram shows the peak of the spectral index nearly at 0.7–0.75 for all identified winged
radio galaxies (XRGs and ZRGs). This value of the spectral index of winged sources suggests that, in terms of
spectral index, these sources are comparable to normal radio galaxies.

2.1.2 Radio Luminosities

Radio luminosity is an important parameter for understanding the nature of radio galaxies. The below formula can
be used for calculating the radio luminosity of winged sources.

Lrad = 4πD2
LSν(1 + z)(α−1) (2)

where Sν is the radio flux at a frequency ν  and DL is the luminosity distance (in meter), here (1 + z )(α−1) is the 
standard k-correction term. In this equation, the spectral index (α) is assumed to follow Sν ∝ ν−α. It is expected 
that X-shaped radio sources will have radio luminosities close to the FR I/FR II division of L178 ∼ 2×1025 W 
Hz−1 [55] [20]-[51]. The connection between FR I and FR II radio galaxy divisions is not well understood, and 
winged galaxies may be the missing links between these two classes of galaxies. The average radio luminosity of 
32 (out of 100) identified winged radio galaxies (from Cheung (2007); [14]) was close to the FR I-FR II divide 
(log Lrad ∼ 25.49 W Hz−1). For all discovered winged radio galaxies, including some quasars, log Lrad lies in the 
range of 24.56 to 27.09 [66] [86] [14] [7]. The distribution of radio luminosity (log Lrad) with redshift (z) for all 
reported winged radio sources in surveys like FIRST [4] [86] [14], TGSS [7] and LoTSS [66] is shown in Figure 
8 with various colors. The majority of XRG sources reported in these surveys were average luminous sources. 
Some of the sources reported in FIRST were more extended and powerful winged sources compared with other

65



Figure 7: Spectral index distribution of XRGs and ZRGs. Here sources are taken from surveys based on LOFAR
[66], TGSS [7] and FIRST [4] [86] [14].

Figure 8: Plot of radio luminosities (logLrad) with redshifts (z) for XRGs and ZRGs. Blue filled circles repre-
sented sources from LoTSS DR1; purple, yellow and green color stars represented sources from FIRST [4] [86]
[14]; black color stars represented sources from TGSS-XRGs (FR II) [7].
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surveys. It is found that the redshift limit of winged radio sources reported in these surveys ranges from 0.3–2.245
[4] [66] [86] [15].

2.2 P-D Diagram
The projected linear size (pc) with log(radio luminosity) (W Hz−1) of available sources discovered in TGSS
[7], FIRST [4] and LOFAR [66] surveys was shown in Figure 9. This diagram depicted the dynamic evolution of
radio galaxies from CSO–CSS–FR I/FR II-(XRGs) for high radio-powered sources to low radio-powered and very
faint sources. The radio power of sources, the local environment of the host galaxy, and the evolutionary age of
sources have a great impact on the structural and spectral properties of radio sources [36] [1]. The compact steep
spectrum sources (CSSs), and compact symmetric objects (CSOs) are very small and represent the earliest stages
of radio source growth. The radio power varies greatly with source size and synchrotron losses are dominates by
adiabatical expansion inside the ISM–intergalactic medium (IGM) transition point, where the radial dependence
(β) of the ISM density changes. This distance falls in the range of 1–3 kpc, but it can also be significantly larger.
They reach a distance in the range of kpc from the central black hole (a few thousand light-years) [1]. The lifetime
of CSO and CSS sources is very short, which means that within a very short time, these sources are spotted in the
sky. As the brightness of these sources is high enough to be detected easily, some sources are detected as compact.
As the source grows in size, the radio luminosity of the radio galaxy starts to decrease. XRG sources (mostly FR
II) belong to an adult class of radio sources with a larger size and appreciably medium radio luminosity. Figure 9
showed the distribution of radio power (Prad) with the linear sizes (D) of discovered winged sources from various
surveys such as LoTSS DR1-XRGs [66], TGSS-XRG (FR I-FR II) sources [7], FIRST-XRGs and ZRG sources
[4]. Here we also included low and high-power compact symmetric objects (CSOs), compact steep-spectrum
sources (CSSs), GHz peaked-spectrum (GPS) sources [46]-[57], and FR I giant radio galaxy (GRG) sources [54].
The orange dashed line and the black dashed line represent the evolution paths for low and high radio power
sources. Three black vertical dashed lines represent the range of medium-sized symmetric objects (MSOs). From
Figure 9, it can be seen that some XRGs belong to the group of large symmetric objects (LSOs) with high as well
as low radio power and linear sizes of the order of mega-parsec (Mpc). CSO and CSS sources are the first stage,
and LSOs are the final stage of radio source evolution. The well-grown FR I and FR II sources of larger linear
size (greater than 10 kpc) were also found in the last stage of evolution. The variation of radio power with linear
size follows the relation Prad ∝ D−1.6 [1] [7]. Here, radio power decreases as the linear size of radio sources
increases because inverse Compton losses from the cosmic microwave background (CMB) take precedence over
synchrotron losses [1] [7]. This leads to the hypothesis that XRGs are undergoing a transformation into giant radio
galaxies (GRGs) with linear sizes of ≥ 2 Mpc.

2.3 Wing Structure
The wings that originated from the centre and edges of the primary jets are different in shape, size, point of ejec-
tion, and direction of propagation, or more than one such condition. Thus, morphologically, the sources look
asymmetric. There is a variation of wing structures in XRGs. Based on the properties of wings, XRGs are further
classified into four sub-classes [7]:
(1) XRGs with small wings : The primary lobes in these XRGs are larger than the wings. The faint and small
wing structure may point to either the beginning or end of the source activity. A study with high resolution and
better sensitivity radio images of these types of structures is required to circumvent this limitation.
(2) XRGs with long-wings: The wings of these XRGs are larger than the primary lobes. We must keep in mind
that the effect of projection may have an impact on primary jets. Long wings indicate the maximum backflow
activity [15].
(3) Single-wing XRGs: These XRGs have a small or missing wing on one side.
(4) Z-symmetry XRGs: A Z-symmetric structure is formed by the centre AGN because of the distinct misalign-
ment of the opposite jets of the galaxies. Here it is noticeable that ZRGs that have wings that seem to emerge from
the edge of the primary jets are different from Z-symmetric XRGs.

2.4 Different Models
In the last five decades, several mechanisms (models) have been proposed for the formation of X or Z-shaped radio 
galaxies. Some widely discussed models are summarised below:
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Figure 9: Distribution of radio luminosity with the linear size of mentioned sources; green stars and green reverse
triangles represent low and high power compact symmetric objects (CSOs) [46] [45]; filled blue reverse triangles
and magenta pluses represent low and high power compact steep-spectrum sources (CSSs) [16] [17] [25]; red filled
circles and yellow filled squares represent TGSS-XRGs (FR I) and FR II sources [7], blue open circles and orange
open diamonds represent FIRST-XRGs and ZRG sources [4], black open triangles and orange filled diamonds
represent low and high power GHz peaked-spectrum (GPS) [19] [85] [57], magenta open squares represent FR
I giant radio galaxy (GRG) [54] and orange crosses represent LoTSS DR1-XRGs [66]. Here, orange and black
dashed lines represent the evolution paths for low and high radio power sources.
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• Backflow and Buoyancy Model: This model suggests that the formation of wings in winged radio galaxies
is due to the backflow of plasma near the central host galaxy. The dense ISM of the host galaxy plays a
crucial part in the backflow diversion concept for the formation of secondary wings by applying buoyancy
pressure to the back-flowed synchrotron plasma [56] [42]. In this approach, there is a significant propensity
for the wings to align with the optical minor axis of the elliptical host galaxy. This hydrodynamic backflow
hypothesis, however compelling for its simplicity [20], is contradicted by the crucial finding that in some of
the XRGs the wings are noticeably longer than the primary lobes [4] [86] [7] [76]. In contrast to the wings,
which are designed to grow subsonically, it is expected to move forward supersonically for the external
medium (whose ram pressure generates a glowing hotspot at the edge of the lobes) [55].

• Black hole Merger ([20] [59] [29]): According to this model, when two radio galaxies merge, their central
supermassive black holes also merge. Due to the merger of two black holes together, their axis of rotation
gets disturbed. If one of the black holes is launching a jet along its spin axis before the merger, and if the
resulting merged black hole also launches a jet, then the jet will appear to change its direction, which may
cause the wing structures to shape. This re-orientation of the jet axis in XRGs is well explained by this
model. Previously, Merritt & Ekers (2002) [59] proposed that XRGs are indicators of such mergers, and
they predicted that the prevalence of such sources will be useful to detect the magnitude of the gravitational
wave background (GWB) radiation.

• Twin active galactic nuclei (AGNs): The occurrence of elliptical galaxies with twin active galactic nuclei,
such as NGC 326 [84] [2], served as motivation for this model. According to this model, twin radio lobes are
thought to be two separate radio doubles connected to a pair of nearby active SMBHs that are merging into
two massive ellipticals [49]. Furthermore, because it requires both of the centre engines to be concurrently
launching jets, this scenario has an extremely low likelihood. The conceptual simplicity of this “twin AGN”
model is advantageous, but it is unable to explain the XRGs that possess FR II type lobe pairs. It also does
not explain the reason for pointing the primary lobe along the major axis of the host galaxy [12] [77] [33].

2.5 Identified Winged Radio Galaxies in the Last Ten Years
3C 272.1 is the first discovered radio source [71] that has Z -shaped m orphology. NGC 326 and NGC 3309 are 
classified as winged r adio sources [23] [21] [40]. For t he first ti me, a li st of  11  sources as  an  X- shaped radio 
galaxies was reported [55]. Cheung (2007) [14] used the NRAO Very Large Array (VLA; [80] Faint Images of 
the Radio Sky at Twenty cm (FIRST; [3]) data to identify a list of 100 X-shaped sources. Recently, using the VLA 
FIRST survey, 296 winged sources (of which 161 were identified as XRGs and 135 as ZRGs) were detected using 
FIRST [4]. A list of 290 XRG candidates using the same survey is also presented in the literature [86]. Using the 
TIFR GMRT Sky Survey (TGSS) at 150 MHz, 58 winged sources are discovered, out of which 40 are XRGs and 
18 are ZRGs [7]. By the automated morphology detection process, a list of 156 XRG sources from the FIRST is 
presented [70]. A detailed study of the properties of XRG sources detected in Cheung (2007) was carried out using 
follow-up VLA observations [14] [76] [72] [73]. Recently, using the LOFAR Two-metre Sky Survey First Data 
Release (LoTSS DR1), Pal and Kumari discovered twenty-nine winged radio galaxies [66]. Some of the quasars 
are seen in the samples of XRGs in various surveys. In the Cheung (2007) sample, 12 sources are confirmed 
as quasars [14] [76]. The detection of X-shaped quasars are quite rare; the first reported X -shaped quasar was 
(4C+01.30 at z = 0.132) [83]. According to further study, one more X-shaped quasar, WGA J2347+0852, was 
reported in the literature [53]. It is found that 4C+01.30 exhibits a double-peaked (broad) emission line [87]. In 
the catalogue of Yang et al. (2019) of XRG candidates, three sources of a similar kind have been detected that 
show double-peaked narrow emission lines [86]. In Figure 10, the location of winged sources observed from 
survey-based on LOFAR [66], TGSS [7] and FIRST [4] [86] [14] are shown. SMBH pair/binaries can be searched 
from these sources with the help of VLBI high-resolution observations because the appearance of double-peaked 
emission lines in XRGs may be interpreted as a piece of evidence preferring the binary or dual blackhole model 
[50] [47].
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Figure 10: The distribution of winged radio sources. The ‘X’ symbols represent X-type and the square symbols 
represent Z-type sources. Here the sources are taken from surveys based on LOFAR [66], TGSS [7] and FIRST 
[4] [86] [14], indicated by green, red, magenta, blue and cyan colours respectively.

3 Multi-Wavelength View of Winged Radio Galaxies

3.1 High Frequency Radio Observation
With the help of MeerKAT observation advanced telescope data in African Radio Astronomy Observatory (SARAO) 
situated in the Northern Cape of South Africa, a study on the well-developed X-shaped radio galaxy PKS 2014–55 
at 1.28 GHz frequency was carried out. It is observed that this source is well consistent with the hydrodynamical 
flow model in t erms of i ts m orphology, s pectra, and magnetic field st ructure. This source has a spectral index 
of 0.8 and radio luminosity is in the order of 2×1025 W Hz−1. According to this study, AGN activity has re-
cently restarted in this source (PKS 2014–55) with the resurrected jets pointing in the same general direction as 
the primary lobe. As a result, it is extremely unlikely that the secondary wings were caused by a shift in the spin 
axis of SMBH.A host galaxy called PGC 064440 is located at the centre of the galaxy, and it has the appropriate 
position angle and virial halo to effectively redirect backflows from the large primary jets in the direction of the 
observation.

3.2 Optical Observation
After studying high-frequency radio observations and Chandra-X-ray observations, optical observations are also 
very important to understanding the nature and origin of winged radio galaxies. Optical imaging revealed that 
XRGs are typically found in weak clusters and are mostly found in unaltered, highly elliptical galaxies [20]-[15]
[82]. It is found that for some of the sources, there exist optical spectra with narrow and broad emission lines 
[66] [15]. Broad emission lines are primarily visible in winged sources with quasar-like behaviour. These spectra
show the Balmer emission lines with the inclusion of [O III] λ5007 and [O II] λ3727 emission lines [51]. In
the work of Landt, Cheung and Healey (2010) [51], they calculated the flux ratio between the sum of the oxygen
line [O III] λ4363 and the oxygen doublet [O III] λλ 4959, 5007 when available. This flux ratio is an effective
indicator of electron temperature (temperature reduces with increasing its value). They detected [O III] λ4363
line for nineteen sources out of twenty-eight sources, and these nineteen sources were categorised as strong-lined
radio-loud AGNs. With the help of these spectra, the power of the emission line is calculated and, considering the
general relationship between emission line and radio power, the evidence of recent merger activity can be searched
and it can also probe the nuclear environment [51]. In these spectra, most sources have narrow emission lines,
while only a few (quasars) have broad emission lines. A transition point in radio and narrow emission line power
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Figure 11: Optical spectra of winged radio galaxies J1054+5537 and J1239+5314 [66] from SDSS DR16.

is pointed out at Lrad ∼ 1025.6 and LNLR ∼ 1035 W Hz−1 [51]. Calculations are also made for the Ca II break 
value (placed at wavelength nearly 4000 Å) in the spectrum of fλ versus λ. The Ca II break value is calculated 
using the formula C = 1 − (f−/f+). Here, f+ and f− indicate the fluxes in the wavelength range (4050–4250)

and (3750–3950) Å respectively. Ca II break value, which measures the angle between the line of sight of the 
observer and radio jets, is used to determine the orientation of AGN [51] [52].

In Figure 11, optical spectra of two winged sources are presented, one for the XRG source (J1054+5537) and 
the other for the ZRG source (J1239+5314) [66]. Both the sources are quasars with redshifts of z = 0.924 and 
z = 0.20. With the measured fluxes of [O III](λ5007) and H α l ines, the flux ratio of  [O  II I](λ5007)/Hα of  the 
source J1239+5314 is found to be > 0.2 (suggesting that this source is high-excitation radio galaxy (HERG)).

Any unique broad emission lines that might reveal details about large-separation binary black holes or dusty 
nuclear environments as explored by the narrow emission lines are looked for as indicators of a recent galaxy 
merger. Searches are also being conducted for indications of accelerated star formation in the host galaxy. Further 
research revealed that all three approaches (galaxies merging, dusty nuclear environments, and accelerated star 
formation regions in the host galaxy) produced unfavourable findings, suggesting that some sort of merger had 
to have taken place a long time ago, and thus the pair of wings can be attributed to relic radio emission [51]. 
The electron densities and nuclear environment temperatures of XRGs were estimated with the analysis of narrow 
emission lines. It is found that the estimated temperatures for the majority of sources are relatively high (T > 
15, 000 K). This result is in favour of the hypothesis that the formation of XRGs may be caused by overly pressured 
conditions rather than recent mergers [51].

4 Discussion and Conclusion
Primary lobes usually have an edge-brightened morphology, which is characterised by a hot spot near the edge of 
the lobe. Only a small proportion of radio galaxies (< 10%) have wings [55]. The formation of wings is linked 
with the properties of the host galaxy. Usually, XRGs possess high ellipticity (ϵ ≥0.2) galaxies. All the wings 
form in the minor axis direction of the host elliptical galaxy [12]. Wings usually have a steep spectral index, 
suggesting that the wings are comparably older than the lobes. Some XRGs also possess a flat spectral index in 
the wings compared to the lobes [50] [48]. Usually, the radio power of FR II is higher compared to the radio 
power of FR I sources [24]. XRGs radio luminosity is comparable to the FR I and FR II division luminosity 
L1.4=1025 W Hz−1 at 1.4 GHz [4] [20] [15]. Winged radio galaxies may be the missing link in the transition 
between FR I and FR II sources. The structure of wings varies in XRGs and ZRGs. As discussed in Bhukta et al.,
(2022) [7], sources differ in their wing structure. For the sources taken from LoTSS DR1 [66], the secondary jets 
(wings) were longer than the primary jets (wings) for four sources (J1056+5111, J1129+5407, J1414+4842, and 
J1336+4900). Longer wing XRGs were also found in the previous study [4] [86] [7] [76]. The longer size of the 
wings can indicate the stage of evolution of the radio source. Long wings can also indicate maximum backflow 
activity in a hydrodynamic origin, whereas short wings can indicate either the beginning or end of source activity. 

The morphology of one of the sources J1109+5314 in Pal and Kumari (2021) [66] was complicated. It has
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only one wing, but a clear, bright hotspot was visible in the wing, which had never been seen before in any XRG.
It is possible that this elongation was due to the presence of a background source. A follow-up deep observation
must be conducted to understand the nature of this source. For the XRG source J1112+4755, secondary jets had
a sign of a Z-symmetry structure [66]. The Z-symmetry of the wings may be easily comprehended using the
spin-flip model [31] [20]. This model is characterised by the merging of two radio galaxies in which both possess
a supermassive black hole at their core. A significant amount of gas is emitted into the ISM as the smaller galaxy
spirals toward the common centre. The axial spin vector of the heavier active galaxy will be required to move
towards the orbital angular momentum vector of gas of the confined black hole [59] [88]. A significant spin re-
orientation of the heavier active radio sources in a particular direction may occur at a distance of ∼10 kpc from the
AGN due to adequate ram pressure resulting the Z-symmetry secondary wings [31]. In the source J1442+5043,
the primary jets and secondary jets both have a sign of Z-symmetry in their structure [66]. The Backflow scenario
appears to be the most likely explanation for the evolution of X-structures, where a combination of buoyancy, high
cocoon pressure, and galactic winds may promote the construction of wings. More systematic study is needed
to look for the signature of other models, such as galaxy mergers or dual AAGN. t is clear that although there
are various models for describing the origin of winged radio galaxies, there is no such unique model that fits the
structure of all winged radio galaxies. To confirm the exact nature of these unique sources, a detailed study with
multi-frequency high-resolution radio observations with deeper optical and X-ray imaging of XRGs and radio
spectral mapping of these sources is encouraged. We anticipate that future deeper high-resolution surveys, such as
SKA, high-resolution LOFAR, and MeerKAT, will allow discoveries because they can detect faint, diffused light,
which previous telescopes were unable to do. Additionally, it will also reveal any spectral changes between the
wings and lobes, as well as any spectral signature, regarding the age of the wings and the life-time of sources.
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[41] D Kozieł-Wierzbowska and G Stasińska, FR II radio galaxies in the Sloan Digital Sky Survey: Observational facts, Monthly Notices of
the Royal Astronomical Society 415 (2011), 1013–1026.

[42] R. P Kraft, M. J Hardcastle, D. M Worrall, and S. S Murray, A chandra study of the multicomponent X-Ray emission from the X-shaped
radio galaxy 3C 403, The Astrophysical Journal 622 (2005), no. 1, 149–159.

[43] S Kumari and S Pal, A catalogue of newly discovered Hybrid Morphology Radio (HyMoR) galaxies from the VLA FIRST survey, Confer-
ence: 21st national space science symposium; doi: http://dx.doi.org/10.13140/rg.2.2.30624.66568, 2022.

[44] , Search for hybrid morphology radio galaxies from the FIRST survey at 1400 MHz, Monthly Notices of the Royal Astronomical
Society 514 (2022), 4290–4299.

[45] M Kunert-Bajraszewska, M. P Gawroski, A Labiano, and A Siemiginowska, A survey of low-luminosity compact sources and its impli-
cation for the evolution of radio-loud active galactic nuclei – I. Radio data, Monthly Notices of the Royal Astronomical Society 408
(2010).

[46] M Kunert-Bajraszewska, A Marecki, and P Thomasson, FIRST-based survey of compact steep spectrum sources IV. Multifrequency VLBA
observations of very compact objects, Astronomy & Astrophysics 450 (2006).

[47] D. V Lal, M. J Hardcastle, and R. P Kraft, ‘Normal’ Fanaroff–Riley type II radio galaxies as a probe of the nature of X-shaped radio
sources, Monthly Notices of the Royal Astronomical Society 390 (2008), 1105.

[48] D. V Lal and A. P Rao, Spectral structure of X-shaped radio sources, Bulletin of the Astronomical Society of India 32 (2004), 247.

[49] , Giant Metrewave Radio Telescope observations of X-shaped radio sources, Monthly Notices of the Royal Astronomical Society
374 (2007), 1085–1102.

[50] D. V Lal, B Sebastian, C. C Cheung, and A Pramesh Rao, GMRT low-frequency imaging of an extended sample of X-shaped radio
galaxies, The Astronomical Journal 157 (2019), 195.

73



[51] H Landt, C. C Cheung, and S. E Healey, The optical spectra of X-shaped radio galaxies, Monthly Notices of the Royal Astronomical
Society 408 (2010), 1103–1112.

[52] H Landt, P Padovani, and P Giommi, The classification of BL Lacertae objects: the Ca H&K break, Monthly Notices of the Royal
Astronomical Society 336 (2002), 945–956.

[53] H Landt, E. S Perlman, and P Padovani, VLA observations of a new population of blazars, The Astrophysical Journal 637 (2006), 183.

[54] L Lara, W. D Cotton, L Feretti, G Giovannini, J. M Marcaide, z I Marque, and T Venturi, A new sample of large angular size radio
galaxies, Astronomy & Astrophysics 370 (2001), 409–425.

[55] J. P Leahy and P Parma, Multiple outbursts in radio galaxies, Extragalactic Radio Sources: From Beams to Jets, 1992, pp. 307.

[56] J. P Leahy and A. G Williams, The bridges of classical double radio sources, Monthly Notices of the Royal Astronomical Society 210
(1984), 929–951.

[57] X Liu, L Cui, W. F Luo, W. Z Shi, and H. G Song, VLBI observations of nineteen GHz-peaked-spectrum radio sources at 1.6 GHz,
Astronomy & Astrophysics 470 (2007), 97–104.

[58] E. K Mahony et al., The Lockman Hole project: LOFAR observations and spectral index properties of low-frequency radio sources,
Monthly Notices of the Royal Astronomical Society 463 (2016), 2997–3020.

[59] D Merritt and R. D Ekers, Tracing black hole mergers through radio lobe morphology, Science 297 (2002), 1310–1313.

[60] G. K Miley, G. C Perola, P. C Van Der Kruit, and H Van Der Laan, Active galaxies with radio trails in clusters, Nature 237 (1972),
269–272.

[61] B Mingo et al., Revisiting the Fanaroff–Riley dichotomy and radio-galaxy morphology with the LOFAR Two-Metre Sky Survey (LoTSS),
Monthly Notices of the Royal Astronomical Society 488 (2019), 2701–2721.

[62] Y. M Minnie, J. H Melanie, B. S Jamie, and J. W Simon, Head–tail Galaxies: beacons of high-density regions in clusters, Monthly
Notices of the Royal Astronomical Society 392 (2009), 1070–1079.

[63] C. P O’Dea and F. N Owen, Multifrequency VLA observations of the proto typical narrow-angle tail radio source, NGC 1265, The
Astrophysical Journal 301 (1986), 841.

[64] Windhorst R. A Oort M. J. A. Steemers W. J. G., A deep 92 CM survey of the Lynx area, Astronomy and Astrophysics Supplement Series
73 (1988), 103.

[65] F. N Owen and L Rudnick, Radio sources with wide-angle tails in Abell clusters of galaxies, The Astrophysical Journal 205 (1976), L1.

[66] S Pal and S Kumari, Winged radio sources from LOFAR Two-metre Sky Survey First Data Release (LoTSS DR1), arXiv:2104.00410
(2021).

[67] , A new catalogue of head-tail radio galaxies from LoTSS DR1, Journal of Astrophysics and Astronomy, in press (2022).

[68] D Patra, S Pal, C Konar, and S. K Chakrabarti, Multi-frequency properties of an interacting narrow-angle tail radio galaxy J0037+18,
Astrophysics and Space Science 364 (2019), 1–8.

[69] B Peng, R. R Chen, and R Strom, Giant radio galaxies as probes of the ambient WHIM in the era of the SKA, Advancing Astrophysics
with the Square Kilometre Array (AASKA14) 109 (2015).

[70] D. D Proctor, Morphological annotations for groups in the first database, The Astrophysical Journal Supplement Series 194 (2011), 33.

[71] J. M Riley, Observations of 3C 272.1 at 2·7 and 5·0 GHz, Monthly Notices of the Royal Astronomical Society 157 (1972), 349–357.

[72] D. H Roberts, J. P Cohen, J Lu, L Saripalli, and R Subrahmanyan, The abundance of X-shaped radio sources. I. VLA survey of 52 sources
with off-axis distortions, The Astrophysical Journal Supplement Series 220 (2015), 7.

[73] D. H Roberts, L Saripalli, K. X Wang, M. S Rao, R Subrahmanyan, C. C KleinStern, C. Y Morii-Sciolla, and Simepson L, What are
“X-shaped” radio sources telling us? I. Very Large Array imaging of a large sample of candidate XRGs, The Astrophysical Journal 852
(2018), 47.

[74] L Rudnick and F. N Owen, Head-tail radio sources in clusters of galaxies, The Astronomical Journal 203 (1976), L107–L111.

[75] M Ryle and M. D Windram, The radio emission from galaxies in the perseus cluster, Monthly Notices of the Royal Astronomical Society
138 (1968), no. 1, 1–21.

[76] L Saripalli and D. H Roberts, What are “X-shaped” radio sources telling us? II. Properties of a sample of 87, The Astrophysical Journal
852 (2018), 48.

[77] L Saripalli and R Subrahmanyan, The genesis of morphologies in extended radio sources: X-shapes, off-axis distortions, and giant radio
sources, The Astrophysical Journal 695 (2009), 156.

[78] T. K Sasmal, S Bera, S Pal, and S Mondal, A New Catalog of Head–Tail Radio Galaxies from the VLA FIRST Survey, The Astrophysical
Journal Supplement Series 259 (2022), 31.

[79] R Subrahmanyan, L Saripalli, V Safouris, and R. W Hunstead, WHIM environment of giant radio galaxies, The Astrophysical Journal
677 (2008), 63.

[80] A.R Thompson, B.G Clark, C.M Wade, and P.J Napier, The Very Large Array, The Astrophysical Journal Supplement Series 44 (1980),
151–167.

[81] S Tremaine et al., The slope of the black hole mass versus velocity dispersion correlation, The Astrophysical Journal 574 (2002), 740.
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Abstract

The cyclotron resonant scattering feature (CRSF) is important for estimating the magnetic fields of neutron
stars directly. We have summarized results from different sources where the CRSFs have been discovered. Since
their discovery, cyclotron lines have produced plenty of important results, which this review explores and sum-
marizes. This review aims at summarising the importance of CRSFs, particularly in the context of studying the
magnetic field and luminosity pulse phase dependence of the CRSFs. The evolution of cyclotron line param-
eters with luminosity has given a probe into how accretion geometry changes with accretion rate fluctuations.
We also review the impact of CRSFs on different timing properties like pulse profile, pulse fraction, and emis-
sion geometry. Near the cyclotron line energy, pulse profile, pulse fraction, and beaming pattern show significant
evolution. We have discussed the impact of the cyclotron line on different timing parameters for different pulsars.

Keywords: Cyclotron Lines, Pulsars, Accretion, Accretion Disks, Magnetic Fields, High Energy Astrophys-
ical Phenomena.

1 Introduction
In X-ray astronomy, the study of cyclotron lines in accreting X-ray binaries or isolated neutron stars has grown 
into its own discipline. This is a thriving field, both from the perspective of theoretical and observational research. 
The study of Cyclotron Resonant Scattering Features (CRSF) is focused not only on the finding of new lines but 
also on several recently discovered features of these lines, such as the dependence of line energy, line width, and 
depth on X-ray luminosity. CRSF was first discovered in the spectrum of Her X-1 [108]. The majority of CRSFs 
are found in the 10–60 keV energy range. Important information on the emission geometry and many physical 
characteristics, such as the electron temperature and optical depth, are provided by CRSFs. The accretion physics 
of highly magnetized neutron stars can be explored using CRSF.

A few dozen X-ray pulsars (XRPs) have CRSFs, which are used as clear indications of a strong magnetic 
field at the surface of accreting neutron stars (NSs). The absorption-like characteristics in the energy spectrum are 
caused by the continuum photons’ resonant scattering with electrons, which quantizes into Landau levels in the 
presence of strong magnetic fields [72]. Cyclotron l ines are known to vary with accretion luminosity for a  few 
XRPs. This is expected that variations in the geometry and dynamics of the accretion flow over the magnetic poles 
of NS are related to variations in the cyclotron line scattering features that have been seen. Due to accretion from 
hot spots at the magnetic poles, a positive correlation between the line centroid energy and luminosity is seen for 
the sub-critical regime of XRPs. In super-critical XRPs with large mass accretion rates, where radiation pressure 
sustains accretion columns above the star surface, the negative correlation is mostly seen.

The accretion rate, accretion geometry, and other factors all have a significant impact on the precise location 
of the X-ray emission region. It is also uncertain whether the CRSF region is consistent with the shock region or 
the emission zone of the X-ray continuum. In order to determine the magnetic field from the observed CRSF, it is 
typically assumed that the CRSF is formed somewhere in the accretion column, near to the neutron star surface. 
However, point to the CRSF generating region being close to the shock region. The luminosity dependence of 
CRSF properties is used to determine the plasma deceleration mechanism and the transition from subcritical to 
supercritical accretion regimes [5]. These accretion regimes are dependent on the “critical luminosity” Lcrit, 
which strongly depends on the magnetic field of the neutron star [5], [7]. For L > Lcrit, an accretion column
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forms in the super-critical regime, and the falling plasma is slowed down by a radiation shock that originates at
a specific distance from the neutron star surface. In this instance, when luminosity rises, emission height rises
as well. In the sub-critical regime, for L < Lcrit, the in-falling matter is presumably decelerated by Coulomb
interaction forming a region whose height decreases with increasing luminosity. At even lower luminosity, the
description of the deceleration process of falling material is not very conclusive.

The goal of this review is to provide an overview of the significance of CRSFs, particularly in the context of
study on the magnetic field, luminosity, and pulse phase dependency of the CRSFs for various NSs. Section 2
describes the origin of CRSFs. Section 3 reviews the evolution of the cyclotron line for different sources. Sections
4 and 5 summarize results on the luminosity and pulse phase dependence of line energies, respectively. Section
6 reviews the magnetic field strength estimated from different sources. The impact of CRSFs on the timing
properties is discussed in Section 7, and we have summarized conclusions in Section 8.

2 Origin of CRSFs in Different Neutron Stars
The most common cause of CRSF is the inelastic scattering of photons off electrons in a strong magnetic field and
quantized the electron momentum perpendicular to the magnetic field [95], [14], [4]. The magnetic field of the
neutron star can be directly calculated using this CRSF and the energy of the fundamental line and the distance
between harmonics are exactly proportional to the magnetic field strength [76]. Sometimes, in a few instances,
the cyclotron line can be created as a result of X-rays reflecting off the neutron star [85], [57].

The detected CRSF can be described using different spectral models. Here we have summarized the most used
spectral models to explain the CRSFs.
1. XSPEC multiplicative model cyclabs

exp

(
−τcycl(E/Ecycl)

2σ2
cycl

(E − Ecycl)2 + σ2
cycl

)
(1)

where Ecycl, σcycl and τcycl are the line central energy, width and depth, respectively [74].
2. XSPEC multiplicative model gabs

exp

[(
−τcycl√
2πσcycl

)
exp

(
−(E − Ecycl)

2

2σ2
cycl

)]
(2)

where Ecycl, τcycl, and σcycl are the line central energy, depth, and width respectively (see equations 6 and 7 in
[19]).
The normalization corresponds to the line depth is associated to the optical depth, which at the line center is given
by

τ =
norm√
2πσ

(3)

3. A simple additive Gaussian with a negative normalization.

3 Evolution of Cyclotron Line for Different Pulsars
Sometimes the position of the cyclotron line for different pulsars evolved with time. The parameters related to
CRSF also show variations with time for different sources. Table 1 summarizes different CRSF sources and
their corresponding magnetic fields. The CRSF line energy evolves with time in sources like Her X–1 [98] and
4U 1538–522 [38]. In the pulse phase averaged spectra from 1996 to 2012, Her X—1 indicated evidence of a
long-term decline in the centroid energy of the CRSF [99].

Here we have discussed a few sources, where the presence of CRSF was discovered or CRSF was observed
recently in an outburst.

1. 1A 0535+262: This is a well known pulsar with a spin period ∼104 s [92] and an orbital period ∼110.3 d
[29]. During the 1989 outburst, a fundamental cyclotron resonance feature was detected near 50 keV and the first 
harmonic was found near 100 keV [46]. This source went through a giant outburst in 2020 [67], [82] and the flux
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Table 1: A summary of sources with detected cyclotron lines. The sources are arranged in increasing order
of cyclotron line energy. The sources with the mark “” imply that the CRSFs have claimed but need more
confirmation.

Source Type Ecyc Ref. Magnetic Field
(keV) (1012) G

1 GRO J1744–28 LMXB 4.7, 10.4, 15.8 [23] 0.53
2 XMMU J054134.7–682550 HMXB 9 [68] 1.0
3 Swift J1626.6–5156 Be pers 10, 18 [20], [24] 1.1
4 GRO J2058+42 HMXB 10, 20, 30 [75] 2.0
5 4U 0115+63 Be trans. 12, 24, 36, 48, 62 [117] 1.2
6 KS 1947+300 Be trans. 12 [31] 1.2
7 NGC300 ULX1 Be HMXB 13 [116] –
8 XTE J1829–098 Be trans. 15 [97] 1.7
9 4U 1700–37 HMXB 16 [3] 2.1

10 IGR J17544–2619 Be trans. 17 [9] 2.0
11 4U 1907+09 HMXB 18, 36 [59], [90] 2.1
12 IGR J18179–1621 HMXB 21.5 [55] 2.4
13 4U 1538–52 HMXB 22, 47 [17], [15] 2.5
14 IGR J18027–2016 HMXB 23 [58] 3.0
15 2S 1553–542 Be trans. 23.5 [113] 3.0
16 Vela X–1 HMXB 24, 52 [59], [51] 2.6
17 SMC X–2 HM trans. 27 [41] 2.3
18 V 0332+53 Be trans. 28, 51, 74 [60] 2.5
19 IGR J16393–4643 HMXB 29 [11] 2.5
20 4U 0352+309 (X-Per) Be XRB 29 [18] 3.3
21 4U 2206+54 HMXB 29–35 [107], [70] 3.3
22 Cen X–3 HMXB 30 [12] 3.5
23 Cep X–4 Be trans. 30, 45 [73], [40] 2.6
24 4U 1901+03 HMXB 30 [8] 3.5
25 IGR J16493–4348 SG HMXB 30 [22] 3.7
26 RX J0520.5–6932 Be trans. 31 [105] 2.0
27 RX J0440.9+4431 Be trans. 32 [109] 3.2
28 4U 1822–371 LMXB 0.7, 33 [39], [94] 2.8
29 MXB 0656–072 HMXB 33 [71] 3.6
30 XTE J0658–073 Be trans. 35 [37] –
31 EXO 2030+375 Be trans. 36 [86] –
32 XTE J1946+274 Be trans. 36 [36] 3.8
33 IGR J19294+1816 Be trans. 36 [93] 4.1
34 Her X–1 LMXB 37 [108] 3.8
35 GX 301–2 HMXB 37 [59], [102] 4.1
36 4U 1626–67 LMXB 37 [79] 3.8
37 4U 1909+07 HMXB 44 [43] 3.8
38 MAXI J1409–619 HMXB 44, 73, 128 [80] 3.8
39 1A 0535+262 Be trans. 45, 100 [51], [46] 5.0
40 XTE J1858+034 HMXB 48 [114], [62] 5.2
41 GX 304–1 Be trans. 54 [120] 4.8
42 1A 1118–616 Be trans. 55 [26] 4.8
43 GRO J1008–57 Be trans. 78 [96], [119] 6.6
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reached a record high of ∼12 Crab as measured by Swift/BAT (15–50 keV). A transition from sub-critical to super-
critical accretion regime happened [82]. During the transition, the study of the evolution of CRSF parameters is
significant and interesting. The source was studied using NuSTAR observations and the presence of cyclotron
lines was detected in 40–46 keV during several days of the outburst [65]. The fundamental cyclotron line and first
harmonic was found near ∼46 keV and ∼100 keV respectively [65], [47], [33], [101]. About five days before the
peak of a typical (type-I) outburst, during the pre-outburst flare, a higher CRSF line energy of sim50 keV was
discovered [13], [84]. The cyclotron line energy varied significantly with luminosity during the giant outburst of
2020. The mass accretion rate changed significantly during the transition, and the beaming pattern and emission
geometry also evolved significantly. The luminosity dependence and evolution of cyclotron energy during the
outburst were studied during the different phases of the outburst.

Figure 1 represents a cyclotron absorption feature in the spectrum during a NuSTAR observation [65]. The
feature was observed near 43 keV during this observation, and the line energy varied between 40–46 keV during
the outburst. Most of the NuSTAR observations were performed when the source was in the super-critical regime
with high mass accretion rates. A negative correlation between the line energy and luminosity is observed in the
supercritical regime [65].

2. XTE J1858+034: In 1998, the All-Sky Monitor on the RXTE observatory discovered the transient X-ray
pulsar (XRP) XTE J1858+034 [88]. During the same outburst, pulsation with a period of ∼221 s was found in
the RXTE/PCA data [104]. A cyclotron absorption feature was found at ∼48 keV during the 2019 outburst in
both the pulse phase averaged and resolved spectra, [114], [62]. The associated magnetic field was calculated to
be 5.2 × 1012 G. At the same time, the presence of a low quasi-periodic oscillation was also detected at ∼196
mHz [63]. Due to a single NuSTAR observation, it was not possible to study the luminosity dependence of the
CRSFs. So, the correlation study between the line energy and luminosity in different accretion regimes is still not
done yet, which may provide important information related to the accretion phenomenon. The phase dependence
of the CRSF was investigated. The single-peaked, sine-like shape of the XTE J1858+034 pulse profile is energy
independent, and an indication of phase lag is seen with the soft profile trailing the hard one. Variations of the
spectral continuum over the pulse phase are also consistent with a pencil-beam emission [114].

3. 2S 1553–542: The accreting X-ray pulsars with Be optical companions subclass includes the transient
source 2S 1553–542 [1]. 2S 1553–542 was discovered by the SAS-3 observatory in 1975 during the Galactic
Plane study. Later, the transient character of the source was confirmed, and significant pulsations with a period
of 9.3 s and an amplitude of approximately 80% were discovered [45] and an orbital period of nearly 30 d [81].
Phase-averaged and phase-resolved spectra both showed an absorption feature at sim23.5 keV, which was identi-
fied as the cyclotron resonant scattering feature corresponding to the magnetic field strength of the neutron star B
∼3×1012 G [113]. Recently, the source went through an outburst in 2021 [44], [66], [54]. The luminosity depen-
dence of cyclotron line parameters studied by [61] during the 2021 outburst and a state transition is reported from
the subcritical to supercritical accretion regime above 4×1037 erg s−1. [64] studied the luminosity dependence of
the pulse fraction and photon index for this source using NICER and NuSTAR observations and also looked for
the impact of the cyclotron line on timing parameters during the recent outburst in 2021. The pulse profile and
pulse fraction showed an evolution near the cyclotron line energy. The pulsed fraction variation can be explained
by a local minimum of about 25 keV overlaid on the progressive energy increase that is typical of most X-ray
pulsars [56].

4. GRO J2058+42: During a type-II (giant) outburst in 1995 September, the Burst and Transient Source
Experiment (BATSE) on board the Compton Gamma-Ray Observatory (CGRO) found GRO J2058+42, a slowly 
revolving transient XRP [118]. During the type-II outburst of 2019, the fundamental cyclotron absorption line 
was discovered at a sim10 keV energy, and the associated magnetic field can be estimated to be B ∼1012 G [75]. 
From the NuSTAR spectrum, two harmonics of the cyclotron line were discovered near sim20 keV and sim30 
keV, respectively [75].

5. XTE J1829–098 : XTE J1829–098 was discovered by the RXTE observatory during scans of the Galactic 
plane in July 2004. It has been identified as a transient X-ray pulsar with a pulse period of ∼7.8 s [69]. A strong 
absorption feature was detected at an energy of 15 keV in the source spectrum during the outburst of August 2018. 
This feature was interpreted as a cyclotron resonant scattering line and the corresponding magnetic field strength 
of the neutron star surface was estimated to be B = 1.7 × 1012 G [97]. The cyclotron line is considerably detected 
at all phases of the pulse and its energy and other properties change across the pulse period, according to the pulse
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phase-resolved spectroscopy. The pulsed fraction changes as energy changes, and this includes a local rise around 
the cyclotron line.

6. IGR J19294+1816: The INTEGRAL observatory discovered IGR J19294+1816 on March 27, 2009 [115].
Prior to this, the RXTE data was used to report a tentative detection of the cyclotron absorption feature at ∼35.5 
keV based on the source spectrum’s deviation from a power law at higher energies [93]. The archival Swift/XRT 
data of this region showed a relatively bright source with signs of pulsations at 12.4 s [91]. A cyclotron absorption 
line was detected in the energy spectrum of the bright state at Ecyc ∼ 42.8 keV, and the corresponding magnetic 
field was calculated to be 5  ×  1 012 G  [112]. Phase-resolved spectroscopy was used to investigate how the cy-
clotron line energy and optical depth rely on the pulse phase. Although the depth of the cyclotron line appears to 
vary significantly, the cyclotron line does not show a significant pulse phase dependence.

7. IGR J18027–2016: IGR J18027–2016, a faint persistent hard X-ray source, was discovered using the IN-
TEGRAL observatory during deep scans of the Galactic Center [89]. The spin period was found to be ∼139.8 s 
and the spin-down rate was ≃6×10−10 s s−1 [58]. The NuSTAR energy spectrum revealed a possible cyclotron 
absorption feature at energy near 23 keV [58]. This energy corresponds to the magnetic field B  ≃  3  ×  1 012 G 
at the surface of the neutron star. Near the cyclotron line centroid energy, it was found that the pulse profile and 
pulse fraction significantly influenced on energy.

8. IGR J16393–4643: IGR J16393–4643 was discovered by ASCA [103] and was re-discovered in high ener-
gies by INTEGRAL [10]. A consistent pulse period of 911 s indicative of a slowly revolving, magnetized neutron 
star was discovered by XMM-Newton and INTEGRAL data. Later, the pulsation from this source was confirmed 
using RXTE, Chandra, and Suzaku observations [106]. NuSTAR observed the source in 2014 with an exposure 
of 50 ks. The pulsation was found at ∼904 s [11]. The source has undergone a long spin-up trend since 2006 at a 
rate of −2 × 10−8 s s−1 [11]. NuSTAR spectra were used to discover a cyclotron resonant scattering feature with 
centroid energy of ∼29.3 keV [11]. The magnetic field corresponding to the cyclotron line was estimated to be B 
= 2.5 × 1012 G.

9. SMC X-2: The transient source SMC X-2 was discovered during an outburst in 1977 in the Small Magel-
lanic Cloud [16] using SAS 3. SMC X-2 was observed several times using different satellites in multi-wavelength 
observations. The source was classified as an X-ray pulsar of period 2.37 s using ASCA and RXTE [21], [121]. 
The presence of a cyclotron line was detected near 27 keV using NuSTAR during the 2015 outburst [41]. A 
negative correlation between the cyclotron line energy and luminosity was found for SMC X-2 [41]. The change 
in shock height or the line-forming zone with luminosity was proposed as the cause of the negative correlation 
between cyclotron line energy and luminosity. The corresponding magnetic field related to the CRSF feature was 
estimated to be 2.3 ×1012 G [41]. The pulse phase dependence of CRSF features was studied and variability was 
observed. The pulse phase dependence of the CRSF parameters was explained as because of either a complex 
structure of the pulsar magnetic field or due to the effect of emission geometry [41].

4 Luminosity Dependence of Cyclotron Line
It is interesting to study the variation of cyclotron line energy with luminosity to probe the accretion geometry. 
Cyclotron energy and luminosity are correlated in some accretion-powered pulsars. The cyclotron line energy and 
luminosity are likely to correlate negatively in the supercritical regime and positively in the subcritical regime [7]. 
The mass accretion rate changes significantly with different phases of an outburst, which has an impact on the 
evolution of CRSF parameters. We have summarized different sources for which luminosity dependence of the 
cyclotron line energies was observed and tried to understand the mechanism behind it.

The change in height of the accretion column, which is sustained by radiative pressure and only becomes 
evident above a certain critical luminosity, is generally thought to be responsible for the reported anti-correlation 
at high mass accretion rates [5]. It is found that the cyclotron line energy positively correlates with the luminosity 
below the critical luminosity, either as a result of the Doppler effect [77] or as a result of a change in the atmosphere 
height above the NS surface brought on by the in-falling material ram pressure [100].

The X-ray pulsar 1A 0535+262 was observed several times with NuSTAR during the giant outburst of 2020. 
There is an opportunity to study the luminosity dependence of the CRSF at a high luminosity for the first time. 
During the giant outburst, a transition from a subcritical to a supercritical accretion regime took place. Most of
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Figure 1: The left-side image represents the unfolded spectrum of 1A 0535+262 during the giant outburst of 2020 [65] and the right-side 
image shows the spectrum with the best-fitted model with gabs along with other model components (absorbed cut-off power law, a blackbody 
component, and an iron emission line at 6.4 keV). The left-side figure shows a Gaussian absorption feature near 43 keV, which is absent in the 
right-side figure.
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the NuSTAR observations for this source were conducted when the mass accretion rate was high. A negative
correlation between the cyclotron line energy and luminosity was reported above the critical luminosity, which is
shown in Figure 2, and the estimated critical luminosity was found ∼6 × 1037 erg s−1 [65]. The cyclotron line
energy and luminosity are observed to correlate positively in the subcritical regime (shown in Figure 2). For 1A
0535+262 a transition from the subcritical to the supercritical regime is being discovered for the first time. The
hardness intensity diagram (HID) further supported the state transition. During the 2020 giant outburst, the HID
exhibited a change from the horizontal to the diagonal branch [65].

Earlier, the correlation between the cyclotron line energy and luminosity was observed for several sources. A
positive correlation was observed between line energy and luminosity for the sources like Vela X–1 [32], Her X–1
[100], Cep X–4 [30], GX 304–1 [48], and Swift J1626.6–5156 [24] . An anti-correlation between the Ecyc and
the X-ray luminosity was confirmed for the sources V 0332+53 [27], [111], [110], 4U 0115+6415 [78], and SMC
X–2 [41].

The critical luminosity (Lcrit) directs if the radiation pressure of emitting plasma is capable of decelerating
the accretion flow and helps to determine two different accretion regimes.If LX Lcrit (sub-critical regime), then
the accreted material enters the neutron star surface via nuclear collisions with atmospheric protons (pencil beam
pattern) or coulomb collisions with thermal electrons. The radiation pressure is high enough to stop the accreting
matter at a distance above the neutron star when LX > Lcrit (super-critical regime). This results in the formation
of a radiation-dominated shock (fan beam pattern) [50], [49], [6]. These accretion regimes can also be investigated
by observing changes in cyclotron line energy, pulse profiles, and spectral shape [87], [83].

5 Pulse Phase Dependence of the Cyclotron Absorption Features
For rotating neutron stars, pulse phase-resolved spectroscopy of the cyclotron parameters is an important tool
for examining the emission geometry at various viewing angles. It can also be utilized to map the neutron star
magnetic field geometry. The emission geometry or the beaming pattern can be traced using the pulse phase
dependence of the CRSFs. In a simple “fan-beam” radiation pattern, a deeper CRSF is seen close to the peak
of the profile and a shallower one at its decreasing edges. For a fan beam pattern, the CRSF centroid energy is
also higher close to the peaks. In this case, the phases suggesting narrower and deeper CRSFs at higher centroid
energies might be referring to the region influenced by fan-beaming patterns, and the phases denoting broader and
shallower CRSFs at lower energies might be referring to the region dominated by “pencil-beam” patterns [95].

The Landau levels are not fully equidistant in the relativistic regime. The angular dependency of the cyclotron
line energy can be expressed as [95], [35]

E = mec
2 ×

√
1 + 2n B

Bcrit
sin2θ − 1

sin2θ
× (1 + z)−1 (4)

where c is the speed of light, me is the electron mass, θ is the direction between the incident photon and the 
magnetic field vector, and B crit is the critical magnetic field strength ∼44 × 10 12 G.

An uneven spacing results from the CRSF fundamental and harmonic energies dependency on θ. The observed 
spectral features are affected by the plasma geometry and the intrinsic alignment of the magnetic field as these 
energies depend on the photon propagation angle with respect to the field.

There are several sources where variations of the cyclotron centroid line energy was found with the pulse 
phase, e.g., 4U 1538–52 [17], Her X-1 [34], Vela X-1 [52], and GX 301–2 [53]. A strong dependence on the 
CRSF feature was observed for the source 4U 1901+03. The pulse-phase spectroscopy revealed the 30 keV 
absorption feature, and Ecyc varied up to ∼60% [8]. Such variation can be attributed to non-dipolar geometry, 
complicated accretion geometry, the large gradient in the magnetic field o r s ampling a t various h eights o f the 
line-forming area with pulse phase [101].

6 Estimation of Magnetic Field from Cyclotron Line
The CRSFs are used to measure the magnetic fields of neutron stars precisely. Landau levels are discrete energies 
that electrons have when moving perpendicular to the magnetic field. Resonant photon scattering on these elec-
trons results in photon scattering at the resonance energy, resulting in resonant absorption characteristics in the 
X-ray spectrum. The fundamental energy is equal to the difference in energy between neighboring Landau levels,
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Figure 2: An anti-correlation between the cyclotron line energy and luminosity is observed in the super-critical regime for 1A 0535+262
during the giant outburst of 2020. The vertical dotted line represents the critical luminosity. Below the critical luminosity, the correlation is
positive. We have used the value of ECRSF and luminosity from [65].

which is given by ℏω, where

ω =
eB

mec
(5)

is the cyclotron frequency, B is the magnetic field in the scattering region, e is the electron charge, c is the speed
of light and me is the mass of the electron. The magnetic field strength is linearly related to the Landau levels (to
first order equidistant). The relativistic generalization can be written as

ω =
eB

γmec
(6)

where γ is the relativistic factor. If rL is the radius of the electron trajectory perpendicular to the magnetic field
and v⊥ is the perpendicular velocity of the electron in the magnetic field B then the Larmor radius is found from

2πrL = v⊥
2π

ω
(7)

which gives

rL = v⊥
mec

eB
(8)

If Bcrit is the critical magnetic field strength (∼ 44 × 1012 G), where the Gyration radius is below the de
Broglie wavelength (non-relativistic case). For B << Bcrit, the magnetic field of the neutron star is related to the
cyclotron energy, which can be expressed from Equation 5 in a relevant form to X-ray astronomy (12-B-12-rule)

ECRSF = ℏω = 11.57×B12
n

(1 + z)
(9)

where, z is the gravitational red-shift (z ∼0.3 for typical neutron star) [95], [25], B12 is the magnetic field in 1012 

G, and n = 1 for the fundamental line and n ≥ 2 for the harmonics. For the fundamental line (n = 1), scattering has 
occurred from the ground level to the first excited Landau level and for n  ≥  2, the lines are known as harmonics. 
We have summarized CRSF sources and their corresponding magnetic fields in Table 1.

7 Impact of CRSFs on Timing Properties
The emission geometry and beaming pattern affect near the CRSF line energy for different sources. The pulse 
profile, pulse fraction, and emission pattern evolve near the energy close to the CRSF. A trend of increase in the
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pulse fraction is observed at high energies (20–50 keV), however, there is a noticeable change in the pulse profile
and pulse fraction of some sources, such as Her X–1, GX 301–2, and 1A 1118–61. Surprisingly, all of these
sources exhibit a deep CRSF in their energy spectra. Sources like 4U 1907+09, Vela X–1, and 4U 1626–67 are
featureless near their CRSF fundamental energies.

Recently, a significant variation in pulse profile and pulsed fraction near the cyclotron line energy was observed
for 1A 0535+262 [65] and pulse fraction showed a local maxima near this feature during the giant outburst of 2020.
The pulse profile showed a double peak feature in low energy ranges and evolved to a single peak feature in high
energy near the CRSF fundamental energy. Earlier, several studies have found that the significant change of pulse
profiles occurs near the cyclotron line energies for different sources, like V 0332+53 [110], 4U 0115+63 [28], and
4U 1901+03 [8]. The scattering cross-sections are believed to be changed significantly near the CRSF energy [2],
which may affect the change of the beaming patterns of the source.

Earlier, 4U 0115+63 exhibited notable changes close to the pulse peak at the CRSF fundamental and its related
harmonics [28]. In addition, V 0332+53 revealed an asymmetrical single-peaked structure close to its fundamental
CRSF energy, in contrast to the profile’s other double-peaked features [110]. Integral observations were used to
study the energy and luminosity dependence of the pulse profiles in the hard X-ray region (20-100 keV) [56].
The main outcome of this study was a general trend of an increase in the pulse fractions with energy for most of
the sources, with local maxima for some sources near the cyclotron line energy. The pulse profile of GX 304–1
revealed a phase shift close to the cyclotron line energy [42].

8 Conclusion
We have summarized the X-ray sources for which the CRSFs have been observed. We have discussed sources for
which CRSFs were discovered recently or CRSFs were detected during recent outbursts. A study into the change
in accretion geometry with variations in the accretion rate has been made possible by the variation of cyclotron line
parameters with luminosity. The X-ray pulsar 1A 0535+262 recently went through a giant outburst and we have
found that at the super-critical regime the source showed an anti-correlation between the cyclotron line energy
and luminosity. For the pulsar 1A 0535+262, the critical luminosity was found to be ∼6 × 1037 erg s−1 above
which a transition from sub-critical to super-critical state occurred. The transition from the subcritical regime to
the supercritical regime is also observed from the hardness intensity diagram for 1A 0535+262 during the giant
outburst of 2020. A transition from a horizontal to a diagonal branch indicates a state transition. The distribution
of the plasma temperature, magnetic field, and optical depth in the line-forming region, as well as the beaming
pattern and the accretion geometry, have all been revealed by studying the CRSF from various viewing angles. We
have also summarized different sources for which strong phase dependence of CRSF was observed.

The luminosity of the sources affects the beaming pattern. A “pencil beam”-shaped X-ray emission is pro-
duced when material falls directly onto the neutron star surface while the source luminosity is below the critical
luminosity. The material generates a radiation-dominated shock in the accretion column, where it is slowed down
and gradually sinks to the neutron star surface if the source luminosity is greater than the critical luminosity. In
this case, X-rays are released as a ”fan-beam” from the sides of the accretion column. The shock zone goes up
higher in the accretion column, where the magnetic field is weaker, as the accretion rate increases. For a CRSF
emission region close to the shock region, the CRSF centroid energy falls with rising luminosity.
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Abstract
In our solar system, Saturn is the second-largest gas planet after Jupiter. The ring gas planet Saturn has

the highest number of (a total of eighty-two) moons, and Titan is the largest moon of Saturn. In this review,
we described the composition of the complex nitrile-bearing molecules in the atmosphere of Titan. The at-
mosphere of Titan is mainly composed of a large amount of nitrogen-rich clouds and it also consists of minor 
amounts of methane (CH4) and ethane (C2H6). Titan is the only moon in the solar system after the Earth that
has a dense atmosphere with clear evidance of liquid flowing o ver t he s urface. I n t his r eview, w e describe
the detection of complex nitrile-bearing molecules such as ethyl cyanide (C2H5CN), vinyl cyanide (C2H3CN), 
hydrogen cyanide (HCN), and methyl cyanide (CH3CN) at millimeter-wavelength using the Atacama Large 
Millimeter/Submillimeter Array (ALMA). We discuss the possible formation mechanism of the detected nitrile-
bearing molecules in the atmosphere of Titan. Additionally, we also discuss the possible formation pathways of
the production of the simplest amino acid glycine (NH2CH2COOH) on the surface of Titan using the Strecker 
synthesis reaction.

Keywords: Solar Planets, Planetary atmosphere, Millimeter wavelength, Astrochemistry; Astrobiology.

1 Introduction
Titan is the second-largest moon in our solar system and it is the largest moon of the gaseous ring planet Saturn. 
Titan is the only natural satellite which consists of a deep atmosphere. The atmosphere of Titan is about ∼1.6 
times denser than the atmosphere of Earth. Except for Earth, Titan is the only moon in our solar system where clear 
evidence exists for the flow of surface l iquid. Titan was discovered by the Dutch astronomer Christiaan Huygens 
in 1665. Titan is surrounded by a dense layer of organic gases and it is the only satellite in our solar system that 
consists of a thick atmosphere (1.45 bar). In the solar system, humans can survive without pressure suits only on 
Earth and Titan because these two planetary objects naturally consist of solid surfaces [1]. A large amount of N2
(94.2%) and a small amount of CH4 (5.65%) and H2 (0.099%) are found in the lower atmosphere of Titan [2]. 
The atmosphere of Titan consists of various types of hydrocarbon related complex organic molecules like C2H6, 
C4H2, C2H2, C3H8 and Polycyclic Aromatic Hydrocarbons (PAHs) [3]. The atmosphere of Titan also consists of 
HC3N, HCN, CO2, CO, CH3CN, Ar, and He [4]. The presence of N2 and CH4 in the thick atmosphere of Titan 
creates many complex organic molecules using photochemical pathways, and it also participates in creating hazes 
that look like the typical brown or orange colour.

The study of the atmosphere of Titan is one of the interesting topics to investigate the origin and properties 
of the complex organic molecules in our solar system [5] [6]. The effective temperature (Teff ) of Titan is ∼82 
K which implies it is too cold than Earth. The surface pressure of Titan is ∼1.5 bar, which implies the surface 
condition is near the triple point of CH4. As a result, the liquid CH4 flows on the surface and gaseous CH4 survives 
in the atmosphere of Titan.

The Cassini 10th mission in 2006 detected CH4 from the atmosphere of Titan at 3.3 µm band using the Visible 
and Infrared Mapping Spectrometer (VIMS) [7]. The VIMS can observe the planetary nadir, limb, and occultation. 
The observed chemical mechanism of CH4 at 3.3 µm in the atmosphere of Titan is very similar to the observed 
chemical mechanism in the Interstellar Medium (ISM) [8] [9]. The feature of CH4 was also observed by VMS dur-
ing the stellar occultation in the atmosphere of Saturn [10] [11]. Scientists are also analyzing the observed optical 
depth of the detected CH4 at 3.3 µm spectra in the atmosphere of Saturn which shows the broad feature between
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Figure 1: Channel maps of C2H5CN in the atmosphere of Titan. From these channel maps, it was evident that the 
C2H5CN was coming from the stratosphere and upper atmosphere of Titan. The red elliptical circles indicated the 
synthesized beams of the channel maps.

the pressure levels 0.0150 and 0.0018 mbar [11]. The aliphatic C–H stretching bands of solid-state hydrocarbons, 
such as C6H12, C5H12, C7H14, and C6H14 were ascribed to these 3.4 µm spectral characteristics [11]. Planetary 
scientists also found tentative evidence of the narrow absorption line at 3.28 µm which indicated the existence of 
PAHs in the stratosphere of Titan [12]. Earlier, scientists also claimed the presence of aromatic hydrocarbons in 
the upper atmosphere of Titan (∼650 to 1300 km). The strong absorption lines at 3.2 and 3.5 µm are connected to 
the C – H bonds. These C-H bonds can be observed in simple molecules, icy hydrocarbons, and complex PAHs. 
The situ measurement indicated the presence of a trace of hydrocarbons and nitrogen-bearing molecules which 
were created in the atmosphere of Titan via gas-phase chemical reactions and cosmic ray ionizations [13].

After a few successful detections of the molecular lines using various space missions (mostly Cassini), ground-
based radio telescopes are used regularly to detect various complex organic molecules from the atmosphere of Ti-
tan. In this review, we mainly discussed the detection of complex nitrogen-bearing molecules from the atmosphere 
of Titan using the Atacama Large Millimeter/Submillimeter Array (ALMA).

2 Complex Nitrogen-Bearing Molecules in the Atmosphere of Titan

2.1 Ethyl Cyanide (C2H5CN)
The complex nitrile molecule ethyl cyanide (C2H5CN) is also known as propionitrile. In the ISM, the emission 
lines of C2H5CN are mainly found in the high mass star formation regions, hot molecular cores, and solar-like 
protostars, and they were created via the reaction between CH3CN and CH3. Recently, the rotational emission 
lines of C2H5CN were detected in the atmosphere of Titan using the ALMA band 6 between the frequency range 
of 221–241 GHz [13]. The vertical column density of C2H5CN was (1–5)×1014 cm−2 in the atmosphere of
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Figure 2: Rotational emission spectrums of C2H5CN with different transitions were detected in the frequency
range of 330.75–332.75 GHz. In the emission spectrums, the black line indicated the millimeter wavelength
spectra of Titan, and the blue line indicated the best fit Local Thermodynamic Equilibrium (LTE) model over the
original spectrum. After fitting the LTE model, we estimate the column density of C2H5CN was 7.0×1014 cm−2.
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Figure 3: Channel maps of C2H3CN in the atmosphere of Titan. From these channel maps, it was evident that the
C2H3CN was coming from the stratosphere of Titan. The red elliptical circles indicated the synthesized beams of
the channel maps.

Titan, which was estimated by Non-linear optimal Estimator for MultivariatE spectral analySIS (NEMESIS)1

atmospheric radiative transfer model. The radiative transfer model indicated that the C2H5CN is presented at
altitudes ≳ 200 km, which indicates that the C2H5CN molecule is produced predominantly in the stratosphere
and above. The photochemical reaction network indicated that the C2H5CN is one of the most abundant nitrile-
bearing molecules in the atmosphere of Titan [13]. Additionally, we detected new transition lines of C2H5CN in
the atmosphere of Titan between the frequency range of 330.75–332.75 GHz using the ALMA band 7. After the
detection of the new transition lines of C2H5CN, we used the Local Thermodynamic Equilibrium (LTE) model
to estimate the column density of C2H5CN. The resultant channel maps and rotational emission spectrums of
C2H5CN were shown in Figure 1 and 2.

2.2 Vinyl Cyanide (C2H3CN)
The vinyl cyanide (C2H3CN) is one of the complex organic molecules which is also known as Acrylonitrile.
It is an important molecule in the atmosphere of Titan for the formation of the cell-like membranes that are
known as ‘azotosomes’ [14]. Earlier, many studies suggested that the complex molecule C2H3CN may exist in the
atmosphere of Titan, but many observations failed to detect this molecule [15]. A laboratory experiment suggested
the atmosphere of Titan can produce the C2H3CN [16]. Using the Infrared Space Observatory (ISO), scientists
could not find any evidence of the presence of C2H3CN in the atmosphere of Titan [17]. The upper limit column
density of C2H3CN in the order of 2×10−9 in the stratosphere of Titan which was estimated using the Institut de
Radio Astronomie Millimétrique (IRAM) 30-m single-dish radio telescope [18] [19]. After many failures finally,
the rotational emission lines of C2H3CN were detected from the atmosphere of Titan using the ALMA band 6
[15]. Using the NEMESIS atmospheric radiative transfer model, scientists estimated the vertical column density
of C2H3CN which is found in the range of 3.7×1013 to 1.4×1014 cm−2 [15]. The photochemical model in the
atmosphere of Titan indicated that C2H3CN is formed via the reaction with C2H4 and CN in the upper atmosphere

1https://nemesiscode.github.io/pdf/Nemesis_Revised_Accepted.pdf
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Figure 4: Rotational emission spectrums of C2H3CN between the frequency range 256.86–257.80 GHz. In the 
emission spectrums, the black line indicated the millimeter wavelength spectra of Titan, and the blue line indicated 
the best fit Local Thermodynamic Equilibrium (LTE) model over the observed s pectrum. After fitting the LTE 
model, we estimate the column density of C2H3CN was 1.2×1014 cm−2.

of Titan [15]. In the lower stratosphere, C2H3CN will be produced via the reaction of HCN and C2H3 [15]. 
Additionally, we also detected another two rotational transition lines of C2H3CN between the frequency ranges of 
256.86–257.80 GHz using the ALMA band 6. The channel maps and rotational emission spectrums of C2H3CN 
between the frequency range 256.86–257.80 GHz is shown in Figure 3 and 4.

2.3 Hydrogen Cyanide (HCN)
In the planetary atmosphere, hydrogen cyanide (HCN) is one of the important molecule for the formation of other 
prebiotic molecules [20]. The HCN molecule has an important role in creating the amino acids in the planetary 
atmosphere, star-formation regions, hot molecular cores, and solar-like protostars via the Strecker synthesis reac-
tions. In the planetary atmosphere, the organic molecule HCN is created via the dissociation of CH4 and N2 [21]. 
In our planetary system, Saturn’s moon Titan has the most HCN-rich atmosphere. Earlier, the Cassini spacecraft 
measured the mixing ratio of HCN in the atmosphere of Titan in the order of 0.1–10 ppm in the lower atmosphere 
(≤ 600 km) and 0.1-5% in the upper atmosphere (≥ 700 km) [22] [23] [24] [25]. UV light is primarily responsible 
for the formation of radical species in Titan’s upper and lower atmospheres by dissociating CH4 and N2 [26] [27]. 
Earlier, the HCN molecule was also detected in the atmosphere of Neptune and Pluto with an abundance of 1 ppb 
and 40 ppm [28] [29]. Many simulations show the HCN molecule produced in the atmosphere of Titan via the 
reaction of H2CN and H and HCN are destroyed via the photolysis reaction, (HCN+hν −→CN+H) [26] [30] [31]
[32]. Recently, the rotational emission lines of HCN were detected in the atmosphere of Titan at frequencies of 
354.505 and 354.460 GHz using the ALMA band 7 observation [33]. The channel maps and rotational emission 
spectrum of HCN is shown in Figure 5 and 6 [33]. The channel map shows that the emission line of HCN mainly 
coming from the eastern and western limbs of Titan [33]. The detection of HCN has indicated the atmosphere 
of Titan has the ability to create the simplest amino glycine (NH2CH2COOH) via hydrolysis of aminoacetonitrile 
(NH2CH2COOH) in the gas phase using the Strecker synthesis reactions. The atmosphere of Titan has a low 
amount of H2O in the order of 0.5–8 ppb [34] [35]. Recently, scientists have discovered the emission lines of 
HCN in the stratosphere of Saturn at a frequency of 354.505 GHz using ALMA band 7 observation [20]. Scien-
tists have claimed that the detection of HCN in the atmosphere of Saturn opens a new window to the synthesis of 
other complex bio-molecules via HCN [20].

2.4 Acetonitrile/Methyl Cyanide (CH3CN)
Methyl cyanide (CH3CN) is one of the complex organic molecule which is observed in particular hot molecular 

cores [36]. Recently, ALMA detected many rotational transition lines of CH3CN from the atmosphere of Titan 
using the band 7 observations [33] [37]. In the atmosphere of Titan, HCN and CH3 are responsible for the 
production of CH3CN. The channel maps of CH3CN with transition J = 19–18 and emission spectrums of CH3CN
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Figure 5: Channel maps of HCN in the atmosphere of Titan at frequency 354.505 GHz. From these channel maps,
it was clearly evident that the HCN was coming from the eastern and western limbs of Titan [33]. The red elliptical
circles indicated the synthesized beams of the channel maps.
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Figure 6: Rotational emission spectrum of HCN at frequency 354.505 GHz [33]. In the emission spectrum, the
black spectrum indicated the original transition and the red spectrum indicated the best fit gaussian model over the
original spectrum. The green line indicated the peak position of HCN.

between the frequency range of 349.21–349.45 GHz are shown in Figure 7 and 8 [33] [37]. The channel maps show
that the emission lines of CH3CN are mainly coming from the eastern and western limbs of Titan [33]. Recently,
the emission lines of CH3CN have been detected in the high-mass star-formation region IRAS 18566+0408 with
Submillimeter Array (SMA) telescope, and this complex molecule has an important role in creating the C2H5CN
[36]. After a detailed search, we detected another rotational emission line of CH3CN with transition J = 14–16
with a different K ladder (K = 0–9) in ALMA band 6 observation between the frequency range of 256.86–257.80
GHz, which is shown in Figure 9.

3 Possible Formation Mechanism of Nitrile-Bearing Molecules in the At-
mosphere of Titan

The CH3CN molecule was known as one of the best thermometers to understand the gas temperature of the plan-
etary atmosphere and hot molecular cores. The emission lines of CH3CN are mainly found in the hot molecular
cores and hot corinos. In our solar system, the emission lines of CH3CN were first detected in the atmosphere
of Titan. The CH3CN molecule records the gas temperature because its numerous K ladder spectral signatures
become thermalized at their physical conditions. The CH3CN molecule was known as a symmetric top molecule,
which was created via radiative association of CH3

+ with HCN in the atmosphere of Titan [38]. The CH3CN
molecule has an important role in the production of C2H5CN in the atmosphere of Titan [38]. The complex
molecule C2H5CN has an important role in enhancing the nitrile chemistry in the atmosphere of Titan. In the gas
phase, the C2H5CN will produce in the atmosphere of Titan with the help of CH3

+ and CH3CN. The possible
chemical reaction is:

CH3
++CH3CN−→C2H5CNH++hν (1) [38]

C2H5CNH++e− −→C2H5CN+H (2) [39]

In reaction 1, the protonated methane (CH3
+) reacts with methyl cyanide (CH3CN) to create C2H5CNH+ via ra-

diative association reaction. The C2H5CN molecule is produced after the dissociative recombination of C2H5CNH+ 

which is shown in reaction 2. Similarly, the C2H3CN molecule was created via the cosmic ray-induced photo re-
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Figure 7: Channel maps of CH3CN in the atmosphere of Titan with transition J = 19–18. From these channel
maps, it was clearly evident that the CH3CN was coming from the eastern and western limbs of Titan [33] [37].
The red elliptical circles indicated the synthesized beams of the channel maps.
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Figure 8: Rotational emission spectrum of CH3CN between the frequency range 349.21–349.45 GHz with tran-
sition J=19–18 [33] [37]. In the emission spectrum, the black line indicated the original transition of CH3CN,
blue spectra indicated the best fit gaussian model, and the red line indicated the best fit Local Thermodynamic
Equilibrium (LTE) model over the original spectrum. After fitting the LTE model, we estimate the column density
of CH3CN was 7.0×1014 cm−2.

Figure 9: Rotational emission spectrum another transition lines of CH3CN between the frequency range of 256.86–
257.80 GHz with transition J = 14–16. In the emission spectrum, the black line indicated the spectra of Titan, 
red spectra indicated the best fit gaussian model, and the blue l ine indicated the best fit Local Thermodynamic 
Equilibrium (LTE) model over the original spectrum. After fitting the LTE model, we estimate the column density 
of CH3CN was 7.5×1014 cm−2.
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Figure 10: Possible formation mechanism of CH3CN, C2H5CN, and C2H3CN and chemical link up with HCN.

action and dissociative recombination of C2H5CN. We created a chemical link-up formation route of detected
nitrogen-bearing molecules with respect to HCN, which is shown in Figure 10. That reaction network indicated
that CH3CN, C2H5CN, and C2H3CN are dependent on HCN in the atmosphere of Titan.

The detection of CH3CN, C2H3CN, and C2H5CN indicated more complex nitrogen-bearing molecules like
propyl cyanide (C3H7CN) may be craeated in the upper atmosphere of Titan via the following chemical reactions:

H2O+hν−→H+OH (3) [40]
OH+CH3CN−→CH2CN+H2O (4) [41]
CH2CN+C2H6−→C3H7CN+H (5) [41]

Reaction 3 indicated that the hydroxyl (OH) radical may be created due to the photolysis of H2O molecule (water
vapour) in the upper atmosphere of Titan. Reaction 4 indicated the generated OH may be reacted with CH3CN in
the upper atmosphere of Titan via gas-phase reaction and created cyanomethyl radical (CH2CN). Now the gener-
ated CH3CN when reacted with C2H6 in the upper atmosphere of Titan, they created C3H7CN. The observation
of the emission lines of C3H7CN was needed using the ALMA to understand the nitrile chemistry in the upper
atmosphere of Titan.

4 Possible Formation Mechanism of Simplest Amino Acid Glycine
(NH2CH2COOH) in the Titan

In the upper atmosphere of Titan, the formaldehyde (HCHO) reacts with ammonia (NH3) and hydrogen cyanide
(HCN) to produce the possible glycine precursor molecule aminoacetonitrile (NH2CH2CN) using the Strecker
synthesis reactions [40]:

HCHO+NH3+HCN→NH2CH2CN (6) [40]

In the upper atmosphere of Titan, HCHO was created when atomic oxygen and hydroxyl radical reacted with
CH3 (CH3+O→HCHO+H) [40]. Similarly, NH3 molecule was created in the upper atmosphere of Titan via disso-
ciative electron recombination of NH4

+ ion [40]. The NH2CH2CN molecule was alternatively known as glycine
nitrile [42], and that molecule was found in the hot molecular cores G10.47+0.03 and Sgr B2(N) [42] [43]. The
NH2CH2CN molecule eventually lands on the surface of Titan from the upper atmosphere during the hydrocarbon
rain. Now, the landing NH2CH2CN molecule on Titan’s surface reacts with hot liquid water in Titan’s pond, and
NH2CH2COOH is formed as a result of the hydrolysis of NH2CH2CN as follows:

NH2CH2CN+H3O++heat→NH2CH2COOH (7) [40]

The hydrolysis of NH2CH2CN on the surface of Titan can occur when pure liquid water i.e. auto-ionization 
of H2O molecules produces hydronium ions (H3O+) [40]. The landed NH2CH2CN molecule will freeze on the 
surface of Titan and they will come to react with hot liquid water for hydrolysis to create NH2CH2COOH [40]. 
This chemical reaction occurs during some surface activity like cryovolcanism (volcano that erupts with ice, wa-
ter, methane, and ammonia). The mixture of hot liquid water and NH3 erupts from the surface via cryovolcano 
activity and creates an impact pond which is filled with underneath NH3 and hot liquid water [40]. That hypothesis 
indicated the simplest amino acid NH2CH2COOH may be created in the pond via the hydrolysis of NH2CH2CN
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with hot water, and most likely possible life would be created in the pond of Titan. More chemical simulations
were nedded to solve the puzzale of NH2CH2CN and NH2CH2COOH in the surface of Titan.

5 Summary
In this review, we summarised the detection of complex nitrile-bearing molecules from the atmosphere of Sat-
urn’s largest moon, Titan, using the Atacama Large Millimeter/Submillimeter Array (ALMA). Here we discussed
the early detection of ethyl cyanide (C2H5CN), vinyl cyanide (C2H3CN), hydrogen cyanide (HCN), and methyl
cyanide (CH3CN) [13] [15] [33] [37]. We also described the vertical column density of the detected species in the
atmosphere of Titan using the atmospheric radiative transfer and LTE models. Here we pointed out the emission
spectrum of HCN at frequency 354.505 GHz and CH3CN between the frequency range 349.21–349.45 GHz with
transition J = 19–18 arising from the eastern and western limbs of the Titan [33] [37]. We discussed the possi-
ble formation mechanism of the nitrile-bearing molecules including propyl cyanide (C3H7CN) and we created a
chemical link with HCN. Additionally, we also discuss the possible formation mechanism of the simplest amino
acid glycine (NH2CH2COOH) on the surface of Titan via the hydrolysis of aminoacetonitrile (NH2CH2CN) and
hot water. We recommend the planetary science community to look for more complex nitrile-bearing molecules
as well as propyl cyanide (C3H7CN) and aminoacetonitrile (NH2CH2CN) in the upper atmosphere of Titan using
the ALMA to uncover the mystery of the atmospheric composition and the hypothesis of the formation of life on
the surface of Titan.
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Abstract

The present article briefly reviews PT -symmetric operators and and their relevance in non-hermitian quantum meth-
ods. The adoption of Krein Space as an indefinite inner product space becomes natural in this context since the symmetry
operator automatically demands so. Furthermore, as opposed to conventional quantum theory where a pre-assigned inner
product space determines the possibility of unitary-hermitian frame work, in non-hermitian theory it is the system that dic-
tates the choice of suitable inner product space in a problem specific way. Examples have been constructed at every stage
of discussion starting from basic priciples to symmetry operators in krein Space. Some future scopes of investigatuon in
this area have also been discussed.

Keywords:Non-hermitian operator, PT -symmetry, Krein Space, canonical symmetry, conjugation

”What we observe is not nature itself, but nature exposed to our method of questioning.” Werner Heisenberg

1 Introduction
In a typical text-book level quantum mechanics [1, 2, 3] the time evolution of a quantum state is represented by the the
equation |ψ(t)⟩ = U(t)|ψ(0)⟩, where U(t) = e−iHt is a unitary operator, H is the hamiltonian of the system and |ψ(t)⟩
represents the quantum state of the system at any time t. The operator H has to be hermitian (or more technically self-
adjoint relative to a preassigned inner product space (Hilbert Space)) for obvious reason. It is called the generator
of time evolution and popularly known as the Hamiltonian of the system. The unitarity of U ensures the probability
conservation whereas the hermitian operator H necessarily gives real eigen values and orthogonal eigenvectors when time
independent Schrödinger equation is taken into consideration. The reality of the eigenvalues speaks in favour of real values
of energy and orthogonality property determines the stationary states with no spontaneous transition from one such state
to another. A dynamical quantity represented by an operator A qualifies as an observable iff A is hermitian and the
commutator [H,A] = 0. These fact ensures that the operators A and H are simultaneously measurable and both can be
expanded in terms of the Orthogonal Projection Operators in the respective eigensubspaces. The last criterion is known
as Spectrsl Representation which allows projective measurement of a physical quantity. In every quantum system there
exits a minimal set of mutually commuting observables which can completely determine the quantum state of the system.
Such a set is called Complete Set of Commuting Observables (CSCO). The prime objective of canonical quantum method
can thus be summerized into following steps : (i) Finding eigenvalues and eigenstates of the hamiltonian, (ii) Determining
the CSCO to obtain the set of uniquely specified quantum states. This has been condidered as the Dirac Quantization.
Though this method has not been beyond question on several grounds even since the time of Dirac our present discussion
is in consonance with the Dirac formalism.

The study of quantum mechanical formalism involving non-hermitian operators has gained much attention for last
couple of decades engendering a major epistemological break in the practice of conventional quantum mechanics. Since
the identification of non-hermitian operators with real spectrum and Bender and Boettcher’s [4, 5, 6] attribution of this
possibility to space-time reflection symmetry (PT -symmetry), numerous studies have been undertaken in a variety of
contexts relating to discrete symmetries [7, 8, 9]. Non-hermitian formulation shows its relevance when complications arise
in the usual hermitian formalism (cases with complex potentials), in the study of so called resonance phenomena associated
with nuclear, molecular or atomic systems or even with nano-structured materials or condensates, in understanding systems
which are not so quantum mechanical in sense but their physical behavior is quite amenable to quantum language (for
example classical statistical mechanical systems, biological systems with diffusion, light propagation in wave guides) and
many other fields where even the conventional quantum mechanics has already shown success [10, 11].

It is to be noted that the notion of unitary-hermitian framework is always associated to the notion of inner product space.
As a consequence one can alter the definition of inner product to make sense of an otherwise non-hermitian operator to a
hermitian one. Such a possibility has been emphasized in [8, 9, 16] and leads us to the notion of pseudo-hermiticity, a
concept introduced in the 1940s by Dirac and Pauli and later discussed by Lee,Wick and Sudarshan, who were trying to
resolve the problems that arose in quantization of electrodynamics and other quantum field theories in which negative-norm
states used to appear as a consequence of re-normalization [12, 13, 14, 15].
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The present discussion makes a brief review of the possibility of a new quantum method based on PT -symmetry
and Non-hermitian operators. As opposed to conventional quantum mechanics where the operators are defined in relation
to a preassigned inner product, a system admitting non-hermitian hamiltonian itself determines the inner-product space
(and hence the relevant Hilbert space) suitable to it. We shall discuss this possibility in view of the actions of one or
more symmetry operators which in turn are capable to ward off the troubles with non-hermiticity. A number of concrete
examples will also be introduced. The notion of PT -symmetry comes into existence in this context. Let us define an
operator P whose action has the effect:x→ −x, p→ −p and an operator T whose action has the effect : x→ x, p→ −p
and i→ −i. A quantum hamiltonian is said to be PT -symmetric if it remains to be the same under the simultaneous action
of P and T . In quantum language this is equivalent to saying [H,PT ] = 0. For example the hamiltonian of 1-D Harmonic
Oscillator H = 1

2 (P
2 + X2) is PT -symmetric. A hamiltonian is called pseudo-hermitian under PT -transformation if

(PT )H(PT ) = H†. The action of PT -transformation on eigenfunctions of a hamiltonian may or may not render them
unchanged corresponding to PT -invariant and PT -broken states respectively.

2 Basics of Indefinite Inner Product Space
Definition 1. An inner product on a complex vector space V is a complex valued function ⟨·|·⟩ : V×V → C and defined for
all pairs of vectors |u⟩, |v⟩ ∈ V with the properties (i)⟨αu+βv|w⟩ = α⟨u|w⟩+β⟨v|w⟩, ∀ α, β ∈ C and (ii) ⟨u|v⟩ = ⟨v|u⟩.
A vector space equipped with an inner product is called an Inner product Space.[17]

Remark 1. (i) The above definition implies the an tilinear relation ⟨w|αu+ βv⟩ = α⟨w|u⟩+ β⟨w|v⟩
(ii) When the quantity ⟨u|u⟩ >,<= 0 u is said to be positive, negative, neutral respectively. V becomes an indefinite

inner product space.
(iii) Two vectors |u⟩, |v⟩ ∈ V are said to be orthogonal if ⟨u|v⟩ = 0.

example : {R2, ⟨·|·⟩M} is an indefinite inner product space where ⟨u|v⟩M = (u1 u2)

(
1 1
1 −3

)(
v1
v2

)
. Where,

M stands for the matrix
(

1 1
1 −3

)
. It is immediate to see ⟨u|u⟩ = (u1 +u2)

2 − 4u22. This means ⟨u|u⟩ >,=, < 0 when(
1 + u1

u2

)2

>,=, < 4 respectively. As for example
(

2
1

)
is a positive vector

(
1
3

)
is a negative vector and

(
1
1

)
and

(
3
−1

)
are neutral vectors. The vector

(
0
0

)
is the trivial neutral vector. One can also verify that the vectors

|r⟩ =
(

3
1

)
and |s⟩ =

(
0
1

)
are mutually orthogonal (or M -orthogonal)vectors in {R2, ⟨·|·⟩M}. We write |r⟩[⊥]|s⟩.

Let us introduce the following notations

V+ = {|u⟩ ∈ V : ⟨u|u⟩ ≥ 0}
V− = {|u⟩ ∈ V : ⟨u|u⟩ ≤ 0}

V++ = {|u⟩ ∈ V : ⟨u|u⟩ > 0}
V−− = {|u⟩ ∈ V : ⟨u|u⟩ < 0}
V00 = {|u⟩ ∈ V : ⟨u|u⟩ = 0}

The above sets are called lineals (linear subsets) of V . They are not subspaces since for example the vectors |p⟩ =
(

3
1

)
and |q⟩ =

(
3
2

)
are positive vectors in {R2, ⟨·|·⟩M} but |p⟩ − |q⟩ is a negative vector in the sense of relevant inner

product.

Lemma 1. An indefinite inner product space contains non-zero neutral vectors.

Proof : Let us consider |u⟩ ∈ V++ and |v⟩ ∈ V−− and set |w⟩ = |u⟩+ λ|v⟩ so that λ is a real solution of the equation

⟨u|u⟩+ 2λRe⟨u|v⟩+ λ2⟨v|v⟩ = 0 (1)

The above equation is nothing but the claim ⟨w|w⟩ = 0. Now if |w⟩ = 0, |u⟩ = −λ|v⟩ or ⟨u|u⟩ = λ2⟨v|v⟩ contradicting
our premise. q. e. d.

Note : If V is an inner product space for a pair of vectors |u⟩, |v⟩ ∈ V one can replace each value ⟨u|v⟩ by ⟨u|v⟩′ =
−⟨u|v⟩ to obtain the so called anti-space V ′ of V .

Definition 2. Two lineals M,N ∈ V are said to be orthogonal to each other if |q⟩[⊥]|r⟩ ∀ |q⟩ ∈ M and ∀ |r⟩ ∈ N .

Definition 3. A vector |k⟩ ∈ V is called an isotropic vector if |k⟩[⊥]V . Correspondingly an isotropic lineal V0 is the set of
all vectors such that V0 = V ∩ V⊥.
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Remark 2. (i)If V0 contains only the trivial neutral vector it is called non-degenerate otherwise degenerate. It is easy to
appreciate that every definite lineal is nondegenerate.

(ii)It has been claimed [18] that not all non-degenerate lineals Vcan be decomposed into the direct sum V = V++̇V− of
a positive lineal (V+) and negative lineal (V−) the converse is true. This means if V = V+ +V− where, V+ ⊂ V++ ∪{0}
and V− ⊂ V−− ∪ {0} then V is non-degenerate.

Definition 4. Let the linear space K has a decomposition into the direct sum of positive and negative lineals i.e.; K =
K++̇K−. Such a decomposition is called canonical decomposition if K+[⊥]K−.

2.1 Krein Space
Definition 5. A linear space K is called a Krein Space when the above mentioned canonical decomposition holds and the
the lineals K+ and K− are complete in the norms ||u|| = ⟨u|u⟩ 1

2 when |u⟩ ∈ K+ and ||u|| = −⟨u|u⟩ 1
2 when |u⟩ ∈ K−

respectively. This makes the lineals Hilbert Spaces.

The notion of Krein Space is very crucial in the context of PT -symmetry. The following objects will be necessary in
this regard.

Definition 6. Let {H, ⟨·|·⟩} be a Hilbert Space. A fundamental/canonical symmetry J is an operator with the following
properties : (i) J2 = 1 and (ii) ⟨Jψ|Jϕ⟩ = ⟨ψ|ϕ⟩, (iii) ⟨ψ|Jϕ⟩ = ⟨Jψ|ϕ⟩.

If J is a nontrivial fundamental symmetry (i.e.;J ̸= ±1) Then the Hilbert space equipped with the indefinite inner
product ⟨ψ|ϕ⟩J = ⟨Jψ|ϕ⟩ becomes a Krein Space : {H, ⟨·|·⟩J} = K. It is also obvious from the definition that J = J† =
J−1 and the operator introduces a fundamental decomposition of

{H, ⟨·|·⟩J} = H++̇H− (2)

where, H± = P±H. P± are orthoprojectors in {H, ⟨·|·⟩}. Furthermore the following observations are immediate [19]

JP± = ±P±, J = P+ − P−, P+P− = P−P+ = 0 (3)

The subspaces H± are mutually orthogonal relative to the inner product ⟨·|·⟩ as well as ⟨·|·⟩J . Since P+ + P− = 1,
P± = 1

2 (1± J)

example : Let’s consider the Hilbert space {R2, ⟨·|·⟩} with ⟨x|y⟩ = x1y1+x2y2 and the projectors P+ = 1
2

(
1 1
1 1

)
and P− = 1

2

(
1 −1
−1 1

)
along y = x and y = −x respectively. The fundamental symmetry operator J =

(
0 1
1 0

)
.

This gives ⟨x|y⟩J = x1y2 + x2y1.

Proposition 1. Let |u±⟩, |v±⟩ ∈ H± with |u⟩ = |u+⟩+ |u−⟩ and |v⟩ = |v+⟩+ |v−⟩. Then ⟨u|v⟩ = ⟨u+|v+⟩J −⟨u−|v−⟩J .

Proof :

⟨u+|v+⟩J = ⟨Ju+|v+⟩ = ⟨(P+ − P−)u+|v+⟩ = ⟨(P+)u+|v+⟩ = ⟨u+|v+⟩ (4)

using the fact P+|u−⟩ = 0. Similarly using P−|u+⟩ = 0

⟨u−|v−⟩J = ⟨Ju−|v−⟩ = ⟨(P+ − P−)u−|v−⟩ = −⟨(P−)u−|v−⟩
= −⟨u−|v−⟩ (5)

Subtracting eqn-5 from eqn-4 we get

⟨u+|v+⟩+ ⟨u−|v−⟩ = ⟨u+ + u−|v+ + v−⟩ = ⟨u|v⟩ q.e.d. (6)

Note : Existence of fundamental decomposition is in fact often cited as a defining criterion of Krein space where ⟨·|·⟩J
and −⟨·|·⟩J are Hilbert spaces. It is to be noted that ⟨u+|u+⟩J = ⟨JP+u|P+u⟩ = ⟨P+u|P+u⟩ = ||u+||2. Similarly,
⟨u−|u−⟩J = −||u−||2. A J-orthogonal pair of vectors |u⟩ and |v⟩ in the Krein space {H, ⟨·|·⟩J} satisfies the condition
⟨u|v⟩J = 0 and written as |u⟩[⊥]J |v⟩.

Definition 7. A fundamental decomposition (eqn-2) becomes a J-orthogonal direct sum of subspaces L+ and L− when
L± = (1+ T )H±.

One can write H = L+[+̇]L−. The operator T is a hermitian strong contraction i.e.; ||Tu|| < ||u|| ∀ |u⟩(̸= 0) ∈ H
and TJ + JT = 0.

3
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3 PT -Symmetric Formulation in Krein Space
It has been observed that in numerous occasions PT -symmetric Hamiltonians can be analysed in Krein Space frame-
work. Before going into the details of Krein Space behaviour of operators let us consider some general properties of
PT -symmetric operator.

Definition 8. Let us consider a complex Hilbert Space {H, ⟨·|·⟩} and a bounded operator T defined on it. Assuming the
inner product to be linear in the first argument, T is called a conjugation if (i) T 2 = 1 and (ii) ⟨T u|T v⟩ = ⟨u|v⟩ ∀
|u⟩, |v⟩ ∈ {H, ⟨·|·⟩}. The conjugate operator is antilinear i.e.; T (a|u⟩+ b|v⟩) = aT |u⟩+ b|v⟩ ∀ a, b ∈ C.

We consider a fundamental symmetry on this space J = P and PT = T P .

Definition 9. A linear operator L is called PT -symmetric if PT L = LPT in the domain D(L)

One of the troubles in working with self adjoint operator in Krein Space is that it does not ensure the unitary evolution
generated by it. This is natural since an indefinite inner product space can produce negative norms there appears problem
of interpretation in relation to quantum probability. This trouble is overcome by introducing a new symmetry operator C
with a definition of inner product ⟨·|·⟩C . It has been shown to be possible to find such an operator specific to a given system.
Let’s start with the following definition

Definition 10. Let’s consider a Krein Space K = {H, ⟨·|·⟩J} with J as the fundamental symmetry. The adjoint of an
operator L is given by L+ and defined by the relation ⟨Lu|v⟩J = ⟨u|L+v⟩J where, |u⟩ ∈ D(L) and |v⟩ ∈ D(L+).

Remark 3. According to the above definition if L† is the adjoint relative to {H, ⟨·|·⟩}, ⟨Lu|v⟩J = ⟨u|L+v⟩J ⇒ ⟨JLu|v⟩ =
⟨Ju|L+v⟩ ⇒ ⟨u|L†J |v⟩ = ⟨u|JL+|v⟩ or L†J = JL+. If L is J-selfadjoint L+ = L or JL = L†J or JLJ = L† from
the properties of J .

3.1 Construction of C Operator
We shall only consider the case when C is a bounded operator.

Definition 11. Let there be pre-given fundamental decomposition {H, ⟨·|·⟩J} = L+[+̇]L−. For an arbitrary element
|w⟩ ∈ {H, ⟨·|·⟩J} admits a decomposition |wL+

⟩ + |wL−⟩. The operator C is defined by the following action : C|w⟩ =
C(|wL+

⟩+ |wL−⟩) = |wL+
⟩ − |wL−⟩

Let us define a new inner product ⟨·|·⟩C = ⟨C · |·⟩J . From previous section this makes

⟨w|w⟩C = ⟨wL+ |wL+⟩J − ⟨wL− |wL−⟩J (7)

The operator C is a self adjoint operator in the Hilbert Space {H, ⟨·|·⟩C}.and C2 = 1. The makes C a fundamental symmetry
of the Krein Space {H, ⟨·|·⟩J} with an underlying Hilbert Space {H, ⟨·|·⟩C}. Hence, the whole discussion boils down to
the relation

{H, ⟨·|·⟩C} = {H, ⟨C · |·⟩J} = {H, ⟨JC · |·⟩} (8)

Considering JC = eQ with Q as a bounded self-adjoint operator in {H, ⟨·|·⟩}. This makes C = JeQ. Using C2 = 1 we get
JeQ = e−QJ justifying the anticommutation relation QJ + JQ = 0. It has been shown by Kuzhel [20] that the projection
operators on L± is given by

PL± = (1− T )−1(P± − TP∓) (9)

Using the definition of C we get
C = PL+ − PL− = (1− T )−1(1+ T )J (10)

Now choosing (1− T )−1(1+ T ) = eQ, T = tanh Q
2

Finally the whole idea of PT -symmetric system can be summed up into following steps :
•Given a PT -symmetric operator L in a Hilbert Space {H, ⟨·|·⟩} for a system.
•Interpreting L as a self-adjoint operator in the Krein Space. {H, ⟨·|·⟩J} with [J,PT ] = 0.
•Constructing PT -symmetric operator C = JeQ.
•Considering L as a self-adjoint operator in {H, ⟨·|·⟩C}.
example : Take the Hilbert Space {C2, ⟨·|·⟩} where, ⟨u|v⟩ = u1v1 + u2v2 and a linear operator L of the form L =∑3

j=0 cjσj . Here,cj ∈ C ∀j and {σj : j = 0, 1, 2, 3} are given by

σ0 =

(
1 0
0 1

)
σ1 =

(
0 1
1 0

)
σ2 =

(
0 −i
i 0

)
σ3 =

(
1 0
0 −1

)
(11)

We choose P = σ1 and the action of T is defined by T
(
u1
u2

)
=

(
u1
u2

)
This means the operator PT is to be

represented by σ1T . It is easy to verify that [L, σ1T ] = 0 i.e.; L is σ1T -symmetric provided a0, a1, a2 ∈ R and a3 ∈ iR.

Proposition 2. The spectrum of L is real iff a21 + a22 − |a3|2 ≥ 0

4
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Proof : Considering the characteristic equation with λ ∈ C being the eigenvalue

det(L− λσ0) = 0 ⇒ λ2 − Lλ+ detL = 0 (12)

the real roots are possible iff (L)2 − 4 detL ≥ 0 giving a21 + a22 − |a3|2 ≥ 0 q. e. d.

Proposition 3. The general form of symmetry C in the Krein Space {C2, ⟨·|·⟩C} is given by C == eQJ = eρΞJ , where,
Q = q2σ2 + q3σ3 = ρ(cos ξσ2 + sin ξσ3) = ρΞ

Proof : Letting J =

(
0 1
1 0

)
as a fundamental symmetry in {C2, ⟨·|·⟩} we consider a hermutian operator Q in

{C2, ⟨·|·⟩} of the form Q =
∑3

j=0 qjσj : qj ∈ C. The hermiticity of Q implies qj ∈ R and anticommutation with J leads
to q0 = q1 = 0. This makes Q = q2σ2 + q3σ3. Choosing ρ = (q22 + q23)

1
2 , cos ξ = q2

ρ and sin ξ = q3
ρ we get Q = ρΞ.

Therefore

C = eQJ = eρΞ

= cosh ρσ0 + sinh ρΞ

=

(
−i sinh ρ cos ξ cosh ρ+ sinh ρ sin ξ

cosh ρ− sinh ρ sin ξ i sinh ρ cos ξ

)
(13)

For arbitrary fundamental symmetry see [10].

4 Comments and Future Scopes
Non-hermutian quantum mechanics both as a method and as a physically meaningful area of investigation is a rich theory
that has the potential to transcend the ideological boundary of all that has been so very QUANTUM for a span of nearly
hundred years. A number of techniques and applications have been discussed in both finite and infinite dimension in
[10, 21]. Attempts have also been made in the many particle domain. The existence of real eigenvalues of nonhermitian
operator does not necessarily implies PT -symmetry. In a recent article [22], the issue of partial PT -symmetry has been
investigated for N-coupled harmonic oscillator Hamiltonian with purely imaginary coupling terms, whereas the reality and
partial reality of the spectrum are claimed to have direct correspondences with the classical trajectories. Investigation
has also been done by Chakraborty [23, 24] for multiboson Hamiltonian associated to polynomial algebras especially to
Higgs algebra and the so called partial PT -symmetry has been explored as Weighted Composition Conjugation in
bosonic Fock Space viewed as Reproducing Kernel Hilbert Space. Many relevant attributes of non-hermitian system
including the existence of so called symmetry breaking and symmetry obeying states are discussed in relation to the reality
of eigenvalues. The Krein Space structure of all these cases may be an interesting area of investigation.
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Abstract The national capital area of Delhi has experienced several post-monsoonal air pollution episodes in the past few 
years. The elevated concentration of the pollutants during these episodes created immense discomfort for the resident of 
Delhi. The present study explores the air quality of Delhi and the pollution sources during the pollution episodes. The 
review also provides a detailed introspect about the major contributor of these pollution episodes based on previous case 
studies.     
Keywords:Air pollution, Delhi, Crop Residue Burning, Diwali, WRF-Chem. 

1. Introduction

The increase in global air pollution levels has become a major concern for scientists. The elevated pollution level can not 
only impact the health of the inhabitants but also alter the Earth’s radiation budget and the climatic systems [1]. It is well 
established that high air pollution levels can directly create health issues and affect people's livelihood [2]–[5]. Several 
anthropogenic air pollutants like PM2.5 (particulate matter of size less than 2.5 µm), Black Carbon, Sulphate, Nitrogen 
Oxides (NOx), surface ozone have increased significantly over the past few decades. The rapid socio-economic growth of 
the South Asian region directed the rise of these pollutants over this area [6]–[8]. 

Among the pollutants, PM2.5 is one of the harmful contaminants which creates several negative impacts on human health 
and can cause premature deaths[9], [10] PM2.5 particles enter the alveoli, subsequently retained in the lung 
parenchyma[11]. Thus, it can create several cardiovascular and respiratory diseases and even lung cancer [12], [13]. The 
global burden of disease study (GBD 2010)[14] reported that PM2.5 is the sixth most significant cause of premature 
death in the South Asian region. Therefore, the increase of PM2.5 above a certain level can cause severe damage to the 
inhabitants of a particular area.  

The Indo-Gangetic Plain (IGP) is considered one of the world's most populated and polluted areas. The high population 
and associated industrial activities have caused high pollution levels over this region [15], [16]. In this connection, it can 
be recalled that as per WHO, 13 out of 20 most polluted cities are located in India [17]. The elevated pollution level 
impacts the air quality of these cities, including megacities like New Delhi. 

New Delhi is considered one of the most polluted cities globally [17]. The drastic degradation of the city's air quality 
draws the attention of the scientific community. New Delhi has experienced several pollution episodes during the post-
monsoon period. During these pollution episodes, the concentration of PM2.5 had reached severe levels [18], which 
created massive unease for the residents. Therefore, this chapter explains the reason behind such pollution episodes, using 
the 2016 Diwali pollution episode as a case study. 

2. Air Quality of Delhi

The National Capital Territory Region (NCT) Delhi is home to around 46 million people. The rapid anthropogenic 
emission has become a constant threat to the residents of Delhi [19]–[21]. PM2.5 emerged as a dominant pollutant in 
more than 75% of the days in a year [22]. Several studies have reported that the PM2.5 concentration over Delhi 
maintains higher values throughout the year, exceeding the National Air Quality Standards (NAAQS) [22]–[25]. A recent 
study has shown that the PM2.5 level exceeds ~85% days in a year, increasing to 95% during winter. Even during 
monsoon, 68% of days are above the NAAQS level [22]. Average PM2.5 and PM10 range from 123±87 µg/m3 and 
208±137 µg/m3, respectively, over Delhi (2008-2011), which is much higher than the NAAQS slandered value[19]. The 
continuous increase in PM2.5 concentration [18] indicates the increasing potential for deteriorating air quality in this 
region. Another study reported that the on-road concentration of PM2.5 exceeded the level in all modes of transport [26]. 
The wintertime PM2.5 exceeds the NAAQS standard more than eight times in a year [27]. According to a study 
conducted using the GAINS model, the air quality will continue to degrade even up to 2030 in the present emission 
control scenario [28]. Considering this alarming situation, the Delhi government had imposed an odd-even rule for the 
vehicles where only 50% of the total vehicles were permitted on a given day in the NCT area. The policy demonstrated 
mixed results. However, a moderate improvement in the winter air quality was observed [29]. Several factors like the 
topography, climate, local and festive emissions, and long-range transport can be attributed to such high loading over the 

109

mailto:tm14@iitbbs.ac.in


NCT area[22], [30]. However, recent studies have reported that agricultural crop residue burning has emerged as a 
significant factor in the degradation of Delhi air quality[18], [31]. 

3. Diwali and Post-Monsoon Pollution over Delhi

Diwali, or the festival of lights, is one of the most celebrated festivals throughout the Indian subcontinent. A large number 
of firecrackers are burnt during the festival, emitting pollutants like sulphur dioxide, carbon dioxide, carbon monoxide, 
suspended particles, aluminium, manganese cadmium, etc. Several studies reported a drastic rise in air pollution 
throughout the country during Diwali [32]–[38]. A study showed that PM10 concentration could increase more than 35 
times during Diwali events compared to the regular days [36]. The Diwali emissions critically impact the air quality level 
of Delhi, and all pollutants exceed the standard during this period [39]–[42].  

Several studies have also reported a high post-monsoonal PM2.5 value over Delhi [19], [43]–[45]. It is important to note 
that the post-monsoonal aerosol concentration continuously increases over Delhi [18], among which the amount of fine 
mode particles is much higher (~89%) as compared to the coarse mode particles [46], which reveals that the background 
concentration of the pollutants is elevated during the post-monsoon period. Therefore, even a minor contribution from the 
events like Diwali can create severe pollution episodes. Thus, multiple post-monsoonal pollution episodes were observed 
over Delhi, especially during Diwali. However, recent studies indicated the long-range transport of pollutants due to crop 
residue burning as a potential cause for these episodes [18], [31]. 

4. Agricultural Crop Residue Burning in NW India

The ‘breadbasket’ of India, Punjab and Haryana is located in the northwestern part of the NCT. Two different crop 
growing periods, summer (harvesting time between October and November) and winter (harvesting time between April 
and May) can be observed over this region [47]. The farmers of these areas have tended to use mechanized harvesters for 
the past few decades. Currently, the combined harvester is utilized to harvest more than 75% of the rice crop [47]. 
However, the process leaves a large amount of crop residue. The farmers burn the residues to prepare the field for the 
upcoming cropping season [48]. A recent study reported that 62% of biomass burning is contributed by the rise and paddy 
stocks [49]. The crop residue burning produces a large amount of pollution in the form of particulate matter, multiple 
greenhouse gases ((CO2, N2O, CH4) and air pollutants (CO, NH3, NOx, SO2, NMHC, volatile organic compounds) [50]. It 
was estimated that 8.57 Mt of CO, 141.15 Mt of CO2, 0.037 Mt of SOx, 0.23 Mt of NOx, 0.12 Mt of NH3 and 1.46 Mt 
NMVOC, 0.65 Mt of NMHC, 1.21 Mt of particulate matter was emitted due to crop burning in the year 2008-09 [51]. 
These pollutants spread throughout the IGP using weak north-westerly surface wind [52]. 80% of the north-westerly 
surface flow crosses the crop residue burning areas before incoming in Delhi [53]. A recent study has reported that during 
the peak residue burning period, the PM2.5 concentration of the Delhi NCT can reach the level of 500 µg/m3 [54]. A 
study based on the dual carbon isotope fingerprint method reveals that crop residue burning can subsidize more than 42% 
of the post monsoonal pollution of Delhi [31]. A significant rise in the post monsoonal pollution level over Delhi has 
been observed during the residue burning period from 2012 to 2016 [55]. In both the cropping seasons, PM10 and PM2.5 
increases 2-3 times to the NAAQS standards due to residue burning [56]. 

From the above discussion, t appears that local emissions like Diwali and long-range transport of pollutants due to the 
crop residue burning both can trigger a post monsoonal pollution episode over Delhi. However, it is crucial to investigate 
the major contributor to such pollution episodes. Therefore, in the next section, a particular pollution episode, popularly 
known as the 2016 Diwali pollution episode, is explored based on two different studies. 

5. The 2016 Diwali Pollution Episode

The 2016 Diwali pollution episode is an excellent example of the post monsoonal pollution episode over Delhi. The event 
was initiated after Diwali 2016 (30th October 2016) and lasted more than a week. The PM2.5 concentration over Delhi 
exceeds 800 µg/m3 during that period [18]. Due to such high pollution levels, the judiciary banned selling firecrackers 
during the Diwali period within the NCT region. However, during that same period, a vast crop residue burning event was 
taking place in the NW part of the Delhi region (Punjab and Haryana). 
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Figure 1.PM 2.5 variability over different stations in Delhi before and after Diwali during 2016. The thin grey line shows the date of Diwali [18] 

The background PM2.5 concentration was more than 100 µg/m3 even before Diwali (Figure 1). However, starting from 
26th, an increase is observed to ~ 250 µg/m3 on the next day of Diwali (30th October 2016). This increasing trend 
continued unabated until 2nd November, when there was a respite for a couple of days. It has to be noted that the PM2.5 
level exceeds the highest value on 5th November, which is 5-6 days after the Diwali events. Therefore, it is challenging to 
ascertain whether the local emissions due to Diwali is the major contributor to the episode. 

5.1. Climatological Features 

Figure 2. Intercomparison between the climatological anomaly and 2016 anomaly of a) PM2.5 b) Aerosol Optical Depth (AOD), c) UV Aerosol Index 
and d) Absorption AOD over Delhi [18] 

The climatological features of PM2.5 (Figure 2), along with several other aerosol optical parameters like the Aerosol 
Optical Depth (AOD), UV Aerosol Index (UVAI) and Absorption AOD (AAOD) ascertain the uniqueness of the year 
2016. In figure 2, the central vertical line denotes the Diwali days, while the thick and dotted line describes the 
climatology and year 2016, respectively. All the parameters depict higher values during the 2016 Diwali episode as 
compared to the climatological values. The before Diwali values are less than the after Diwali values. A past study has 
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shown that the impact of Diwali emissions subsides in a couple of days after Diwali [57]. However, all the parameters 
show higher values 5-6 days after the Diwali event. The specific rise of UVAI and AAOD signifies absorbing aerosols 
that can be generated due to crop residue burning. Therefore, the climatological features indicate the presence of long-
range transported aerosols during the specific episode.  

5.2. Long-Range Transport of Aerosols 

A study based on the Concentration Weighted Trajectory (CWT) method demonstrates the role of long-range transported 
aerosols in the 2016 Diwali episode (Figure 3). By analyzing the 17 years of satellite-derived AOD and model-generated 
wind trajectory data, it was found that the NW part of the NCT region is the source of high aerosol loading over Delhi 
[18].  

Figure 3.Role of long-range transport on PM2.5 concentration over Delhi.  The colour bar represents the PM2.5 levels observed in Delhi.  The black 
trajectory corresponds to the mean trajectory for low loading conditions, whereas the red trajectory corresponds to high loading conditions.  The blue 

dots represent biomass burning during 2016. [18] 

It appears that the high loading wind trajectory intercepts the biomass burning areas before reaching Delhi, which 
transports the fine mode absorbing aerosols to the city, enhancing the PM2.5 concentration during the study period. In 
that context, it has to be mentioned that several other studies have also reported that the concentration of PM2.5 was 
found to be higher during October-November, corresponding to the biomass burning over IGP [58]–[62]. A recent study 
showed that further delay in the burning period could deteriorate the air quality of Delhi by 4.4% [63]. 

5.3. Chemistry-Climate Modelling Evidence 

A study based on a fully coupled online chemistry-climate model WRF-Chem (Weather Research and Forecast model 
coupled with Chemistry) explored the major contributor to the 2016 pollution episode [64]. Four experiments were 
designed for the entire study period (Table 1). 

Table 1. List of simulations performed [64] 

Case Description 
CTRL All emissions + Anthropogenic and biomass burning 

CTRL-BB All emissions - biomass burning 
CTRL-woD  No anthropogenic emissions from Delhi for the entire study period 
CTRL+DD Anthropogenic emissions were doubled for the Diwali day over Delhi 
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Figure 4. Time series of different pollutants during 2016 Diwali period (24/10/2016-07/11/2016) [64] 

It can be observed that even without the Delhi emissions, the PM2.5 concentration matches the observational pattern, 
while the impact of Diwali emissions fades after 48 hours (Figure 4). However, the PM2.5 values remain low throughout 
the study period without biomass burning. Another study based on WRF-Chem has quantified that crop residue burning 
reduces the air quality of Delhi by 58% [65]. The crop residue burning contributes ~20% of the PM2.5 concentration over 
Delhi. However, during the pollution episodes, the contribution rises to 50-75% [66]. These results indicate that the crop 
residue burning contributed significantly to the post monsoonal pollution episodes over Delhi. 
In that context, it has to be mentioned that local meteorology also plays a vital role to create pollution episodes. Slow 
wind and low boundary layer height trap the incoming pollutants over Delhi [64], [65]. Therefore, it can be stated that 
long-range transported aerosols in a favourable meteorological condition can create massive pollution episodes over 
Delhi. A recent study shows that the increase in the spatiotemporal extent of the pollutants due to residue burning decline 
the air quality and could pose a serious threat to human health [67], [68].  

6. Summary and Conclusion

The megacity of New Delhi has encountered several post monsoonal pollution episodes in the recent past. The elevated 
pollution level creates massive unease for the local inhabitants. Studies have confirmed that the long-range transported 
aerosols play a crucial role. These aerosols are generated due to the crop residue burning in the northwest states like 
Punjab and Haryana. The impact of local emissions from the Diwali event does not last long, for more than 48 hours. The 
post monsoonal pollution episodes over Delhi provide a unique scenario to introspect where the rural pollution impacts 
the air quality of a megacity. Therefore, to encounter such pollution episodes, the air quality measurements should be 
expanded on a large spatial scale along with the local measures.  
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Abstract

The Corona Virus Disease 2019 (COVID-19) broke out in Wuhan province of China in November 2019 and was 
immediately declared as a worldwide pandemic by the World Health Organization due to its high contagiousness. Multiple 
research has confirmed that climate conditions have a significant influence on virus transmission. Different studies 
have found that several air pollutants may have an impact on virus transmission. We have summarised the impact of 
different air pollutants (PM2.5, PM10, O3, NO2, SO2, and CO) on COVID-19 cases as well as the mortality of the 
disease. Some of these studies focused solely on environmental variables, while others also looked at non-
meteorological or social factors. The review aims at summarising and exploring the impact of environmental factors like 
temperature, humidity, wind speed, UV index, pressure, different air pollutants, etc. on the COVID-19 spread. There are 
several epidemiological models (SIR, SIRD, SEIR, SEIRD) widely used to estimate different driving parameters related 
to an epidemic. We have summarised the impact of different driving parameters on the virus transmission based on 
several world wide studies.

Keywords:Coronavirus, COVID-19 transmission, epidemiological models, effective reproduction number, environmen-
tal factors

1 Introduction
The Corona Virus Disease (COVID-19) appeared in Wuhan province of China in November 2019 [1], [2] and affected 
millions of people globally in a short span of time [3], [4]. The World Health Organization (WHO) immediately declared 
Corona Virus Disease 2019 (COVID-19) as a global pandemic on March 11, 2020 [5]. The virus evolved significantly with 
time in the form of several mutant variants of Coronavirus that are dominated throughout the world1.

The transmission of COVID-19 (SARS-CoV-2) depends on a large number of factors, including environmental factors
such as temperature, relative humidity, stability on fomites, precipitation, wind speed, radiation, and also social factors
such as over-crowded public places, gatherings, meetings, rallies, festivals, movements of individuals, etc. Similar to
the transmission dynamics of various other respiratory viruses, such as influenza [6, 7, 8], COVID-19 can be transmitted
through skin contact with virus-contaminated surfaces and also by inhalation of the virus carried in respirable particles.

Meteorological parameters play an important role in influencing infectious diseases such as severe acute respiratory
syndrome (SARS) and influenza. A study on Wuhan, China aims to explore the association between Corona Virus Disease
2019 (COVID-19) deaths and weather parameters. A positive association with COVID-19 daily death counts was observed
for diurnal temperature range (r = 0.44), but a negative association was observed for relative humidity (r = –0.32) [9].

Several studies were conducted on India to understand the impact of environmental factors on COVID-19 transmis-
sion. The daily spread of COVID-19 cases for Indian cities was shown to be fairly associated with temperature, and the
higher temperature seems to be disrupting the lipid layer of coronavirus [10, 11]. The outcomes did not clearly reveal the
importance of relative humidity in COVID-19 cases on a daily basis.

Earlier, the seasonality of different viruses was observed, like influenza. For COVID-19 and other coronaviruses like
SARS, similar seasonal variability may be expected. A correlation was found between the observed spread of COVID-19
(SARS-CoV-2) with temperature and latitude. Along an observed area of 25–55◦ North latitude and within a climatological
band of 4–12 ◦C, enhanced spread of the disease has been observed between December and February 2019–2020 [12]. In
addition, a comparison of the seasonality of other viruses, such as seasonal influenza, reveals that the northern hemisphere’s
cool season supports disease propagation more than the northern hemisphere’s warm season.

There were many possible non-meteorological or social factors, such as governmental interventions, lock-downs, social
interactions, overcrowded gatherings, rallies, meetings, herd immunity, migration patterns, population density, personal
hygiene, vaccinations, defence mechanisms, festivals, and cultural activity, that could influence the correlation analysis
between meteorological factors and COVID-19 transmission. Assembly election took place in India during the pandemic
situation. The effect of the election was reflected as a major contributor to the second wave in India. For election-bound
states, there was a significant rise in effective contact rate and effective reproduction number during the election-bound
period and immediately afterwards, compared to the pre-election period. The impact of pre-election activities, including
meetings, political rallies, movements, and over-crowded gatherings, was clearly reflected in the change in effective repro-
duction number and effective contact rate [13]. States with single-phase elections are comparatively less affected than states

1https://www.who.int/en/activities/tracking-SARS-CoV-2-variants/
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where the election was conducted in multiple phases. From the first week of April 2021, the election commission imposed
additional restrictions on large campaign rallies, meetings, and other political activities, which may help to slow down the
effective contact rate and the effective reproduction number in all election-bound states [13].

The present review aims to collect different results on the impact of social and environmental factors on COVID-19
transmission. A summary of different epidemiological models is discussed in Section 2. The impact of different environ-
mental factors on virus transmission is discussed in Section 3. Section 4 concludes the significant views of the study.

United States Iran

India

Brazil

United Kingdom Indonesia

Figure 1: Evolution of daily confirmed and deceased individuals for different countries with 3 days rolling mean.
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Figure 2: Variation of different driving parameters of the pandemic for different Indian states. Time-dependent parameters
are introduced in section 2. γ(t) is the recovery rate, β(t) is the effective contact rate, and R(t) is the effective reproduction
number.
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2 A Brief Review of Different Epidemiological Models
There are several epidemiological models to explain the spread rate of a virus. One of the fundamental models is the SIR
model, and two other modified SIR models are known as the SIRD and SEIR models. During the pandemic, several studies
were conducted to model the virus spread rate and predict several driving parameters related to a pandemic. The effective
contact rate and the effective reproduction number are the most important parameters to be studied to trace the scenario of
a pandemic.

The most important part of these models is to estimate the basic reproduction number (R0) which is the contagiousness
of the diseases. R0 determines the average number of people who can be affected by a single infected person over a course
of time. R0 = 1, indicates that the spread is stable, R0 > 1 indicates that the spread is increasing, and R0 < 1 indicates
that the spread is expected to stop. We have studied the variation of effective reproduction number R(t), effective contact
rate for India using different models [11, 13, 14].

The Susceptible-Infected-Recovered (SIR) model [15] is the simplest compartmental model which can explain the
evolution of the epidemic at the population level. We used this model to study the different time-dependent parameters
like contact rate (β), recovery rate (γ), and effective reproduction number (R). The basic reproduction number R0 can be
written by

R0 =
β

γ
(1)

The effective reproduction number R(t) can be defined by

R(t) =
βn
γn

(2)

The SIRD model [16] is the modified version of the SIR model. This model is also used to study the different time-
dependent parameters like recovery rate (γ), contact rate (β), and effective reproduction number (R). At any time t, I(t)
be the total number of infected individuals, S(t) be the total number of susceptible individuals, R(t) be the total number
of recovered, D(t) be the total number of deceased individuals from the epidemic. Here, an additional parameter, α is
introduced, which is the mortality rate. The effective reproduction number R(t) can be given by

R(t) =
βn

γn + αn
(3)

The Susceptible-Exposed-Infectious-Removed (SEIR) model [17] is the most studied one. The SEIR model is a variant
of the SIR model. The parameter β is the product of the average number of contacts per person and per unit time by the
probability of disease transmission in contact between susceptible and infectious individuals. γ is the recovery rate. The
additional compartmentE of the exposed individuals in the SEIR model makes the model more delicate. At any time t, S(t)
be the total number of susceptible individuals, E(t) be the total number of exposed individuals, I(t) be the total number of
infected individuals, and R(t) be the total number of removed (recovered or deceased till a given time) individuals from the
epidemic.

βn =
1

sninσ
[in+2 + (γn + σ − 2)in+1 + (σ − 1)(γn − 1)in] (4)

The effective reproduction number R(t) can be written as

R(t) =
βn
γn

(5)

For detail derivations see [11, 13]. We mostly discuss about the time-dependent reproduction number and the effective
contact rate. These are known to be the driving parameters of a pandemic.

3 Impact of Environmental Factors on Virus Transmission
It was widely believed during the early phase of the virus transmission that summer would cause the virus to reduce [18].
Experimental results of other corona viruses also indicated that the virus may be less effective with rising temperature and
humidity [19]. There were several studies to investigate the dependency of transmission of COVID-19 on temperature and
humidity [19, 20, 21, 22, 23, 24, 25] using early data from the COVID-19 pandemic, which show contradictory results.
Using very early data of 100 Chinese cities, [20] found that high temperature and high humidity significantly reduce the
transmission of COVID-19 while [21] concluded the opposite using initial data from four of the most affected places from
China and five of the most affected places in Italy. A rigorous study with a large amount of data was necessary to effectively
study the effect of temperature and humidity on the spread of coronavirus.

Fig. 1 represents the current scenario of virus transmission for different places of the globe. Fig. 1 shows the daily
confirmed cases and daily deceased individuals for the United States, Iran, India, Brazil, United Kingdom, and Indonesia.
These places are badly affected by COVID-19. The figure shows that most places are faced with multiple waves of diseases.
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Fig. 2 shows the variation of different driving parameters of a pandemic for different Indian states from February 2021
to August 2021. The first row shows the variation of confirmed, recovered, and deceased individuals. The second row
shows the variation of effective contact rate β(t). The third row shows the variation of recovery rate γ(t) and the fourth
row represent the variation of effective reproduction number. The fifth and sixth rows show the variation of maximum
temperature and humidity, respectively.

3.1 Impact of Temperature
There are plenty of studies that focused on the effect of temperature on virus transmission. The studies were conducted in
different places of the globe at different times. There was no common conclusion on the correlation between the virus spread
rate and temperature. A few studies concluded a positive correlation between the virus spread rate and temperature, which
means that with an increase in temperature, the effective contact rate and effective reproduction number also increase. Most
studies showed a negative correlation between COVID-19 spread rate and temperature, which implies that with an increase
in temperature the value of effective contact rate and reproduction number decreases. A positive correlation between
COVID-19 transmission and temperature was shown for several studies in Jakarta [26] and New York [27]. No association
was found in countries such as Spain [28], Iran [29, 30], Nigeria[31] and in a worldwide study [32]. A negative correlation
was found for multiple worldwide studies [23, 25, 33, 34, 35, 36, 37] including in India [11], California [38], Japan [39],
Ghana [40], Spain [41, 42], Italy [43] and in China [44, 45, 46, 47]. A worldwide study of 166 countries (excluding China)
found a significant negative correlation between temperature and COVID-19, where a temperature increase of 1◦C was
associated with a reduction of 3.08% in cases [48]. The worldwide study including 100 countries up to 18 March 2020 in
the temperature range –33.9 to 34.3 ◦C, suggested a significant negative correlation between daily temperature and daily
cases when temperatures increased above −15◦C, (r = –0.88, p ≤ 0.001) [49]. A significant negative correlation was found
[50] for both average temperature (AT) and diurnal temperature range in cities of China [46]. It is also reported that the
decrease in the number of cases per day is 80% (95% confidence interval: 75–85%) and 90% (95% confidence interval:
86-95%), with an increase of 1◦C daily average temperature and 1% increase in the diurnal temperature range. Earlier, a
significant negative correlation was reported for provinces in China, with daily COVID-19 transmission in the temperature
range −10◦C to 10◦C [46].

The impact of different environmental factors and conditions such as temperature, humidity, wind speed as well as food,
water, sewage, air, insects, inanimate surfaces, and hands on COVID-19 transmission is being studied [51]. The results of
studies on the stability of the SARS-CoV-2 at different levels showed that the resistance of this virus on smooth surfaces
was higher than others. Increased temperature and sunlight can facilitate the destruction of SARS-COV-2 and its stability
on surfaces. When the minimum ambient air temperature increases by 1 ◦C, the cumulative number of cases decreases by
0.86% [51].

According to a study in Africa, for every 1◦C increase in average daily temperature, the number of cases per day
decreased by 13.53%, taking into account the delay in the incubation period [52]. In a study in India, the dependence of
temperature varied across 11 states with COVID-19 transmission and four states including Madhya Pradesh (r = 1.43, p
≤ 0.05), Maharashtra (r = 2.76, p ≤ 0.05), Punjab (r = 1.49, p ≤0.05), and Tamil Nadu (r = –15.9, p ≤ 0.05) showed
a significant correlation with average temperature; maximum temperature showed a significant association with COVID-
19 transmission in two states Tamil Nadu (r = 0.43, p ≤ 0.05) and Maharashtra (r = –0.32, p < 0.05) and minimum
temperature reported as significant in association with COVID-19 transmission in two states Gujarat (r = 0.21, p < 0.05)
and Uttar Pradesh (r = 0.18, p < 0.05) [53].

We have looked at the evolution of different driving parameters of a pandemic with temperature for different Indian
states. Fig. 3 and Fig. 4 show the variation of the effective reproduction number of COVID-19 with temperature, humidity,
pressure, UV index, and precipitation for two different Indian states, Delhi and Uttar Pradesh. For Delhi, a negative
correlation was observed with a lower value of the correlation coefficient. A positive correlation was observed for Uttar
Pradesh and the correlation coefficient was ∼ 8%. There were several detailed studies on India where both positive and
negative correlations were observed for different Indian states [11].

There are a few studies in which the result reflects both the positive and negative correlation, which is classified as
mixed correlation [11, 54, 55]. It is difficult to conclude a general statement on the dependence of the spread rate of virus
and temperature. There are so many other key factors mixed with the effect of temperature, like social distance, personal
hygiene, lockdown effect, vaccines, etc., which are not identical for different studies over the globe. These factors may
affect a lot on the real scenario of the virus spread.

3.2 Impact of Humidity
There are several studies where the impact of humidity on the spread rate of the virus was investigated, but the results are
not conclusive. The studies from Africa, New York, USA, Jakarta, Indonesia, and one global study of 100 countries did not
find a significant relationship between humidity and COVID-19 transmission [26, 27, 49, 52]. A mixed results was reported
across the Indian region [53], where positive correlations were reported for Punjab (r = 0.584, p < 0.05) and Madhya
Pradesh (r = 1.211, p < 0.05) and a negative correlation was found for Tamil Nadu (r = –6.79, p < 0.05). Earlier a negative
correlation between daily cases with relative humidity was reported in provinces of China [45] and 1% increase inRH , daily
cases decreased 11–22% when the average temperature was in the range of 5.04◦C to 8.2◦C. A significant association with
humidity was found in a multivariate analysis in New South Wales, Australia, which assessed relative humidity between 9
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a.m. and 3 p.m., where a 1% increase in humidity at 9 a.m. can increase the number of COVID 19 cases by 6.11% [56].
An inverse relationship between relative humidity and daily new cases is reported across the globe, where for every 1%
increase in humidity, new daily cases were reduced by 0.85% (95% CI: 0.51–1.19%) [36]. A weak positive association is
reported between average relative humidity and new cases in Saudi Arabia (r = 0.194, p < 0.01) [57]. In the United States
also, a significant positive correlation between relative humidity and new cases is found (RR 0.07 95%CI: 0.05–0.09) [58].
In Spain, a negative correlation between the transmission rate and relative humidity was reported [59], where transmission
decreases by 3% for every 1% increase in humidity when adjusting population density, age, and control of public transport.

Figure 3: Variation of effective reproduction number (R(t)) with different environmental factors for Delhi during 2nd
February, 2021 to 24th August, 2021.
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Figure 4: Variation of effective reproduction number (R(t)) with different environmental factors for Uttar Pradesh during
2nd February, 2021 to 24th August, 2021.

All the studies assessing absolute humidity suggested a significant association with the COVID-19 transmission. It was
found that in an optimal absolute humidity range 1–9 g m−3, the majority of cases were reported [60]. It was found that
73.8% of confirmed cases are from regions where the absolute humidity was in the range between 3–10 g m−3 [61]. A
negative correlation was found between absolute humidity and confirmed case across 17 cities in China [62]; when AH
increased by 1 g m−3, cases decreased RR of 0.72 (95% CI: 0.59–0.89) and 0.33 (95% CI: 0.21–0.51) respectively. In
Singapore, a low-positive correlation between minimum, maximum and average relative humidity (r = 0.19, r = 0.20, and r
= 0.21) with COVID-19 cases (p < 0.05) is reported, with no significant effect during early outbreak period (from February
to March) [63]. This effect increased in intensity as the relative humidity (80 ± 4%) increased in May. Maximum (r =
0.27) and mean absolute humidity (r = 0.59) were reported to have a strong significant positive correlation association in
comparison with relative humidity (p < 0.01) [63]. Earlier, a mixed result was reported for absolute humidity in some of
the studies, for example, a significant negative association with daily confirmed cases reported for Pichincha (p < 0.05)
and Rio de Janeiro (p < 0.01) and significant positive correlation is reported in Santiago (p < 0.05) [64].

Fig. 3 and Fig. 4 show the variation of effective reproduction number of COVID-19 with temperature, humidity,
pressure, UV index, precipitation for two different Indian states Delhi and Uttar Pradesh. Both the states Delhi and Uttar
Pradesh show a negative correlation between humidity and the reproduction number of COVID-19. There was plenty of
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studies on India where both positive and negative correlations were observed for different Indian states [11], which implies
that it is difficult to conclude an exact relation as so many social factors are also superposed with environmental factors.

3.3 Effect of Precipitation, Radiation and Wind Speed
There are very few studies analysing the correlation between COVID-19 and other meteorological factors such as precipita-
tion, radiation, and wind speed. In several studies, from New York, Jakarta, Indonesia, Australia [26, 49, 56] no significant
correlation was found for rainfall or precipitation. Earlier, a significant negative correlation was found between rainfall and
COVID-19 transmission in the US, with daily cases increasing between 1.27–1.74 inches of rainfall and decreasing with
rainfall over 1.77 inches of rainfall (<0.0001) [58]. Another significant negative association was reported for Oslo, Norway,
with daily precipitation levels recorded at 7 a.m. in (p < 0.05) [65].

Wind speed was included in more than 10 studies. In three models, wind speed was included as a confounding factor,
and no significant associations were reported [37, 48, 66]. Three of the remaining seven studies included wind speed as
a meteorological variable, reported a significant correlation between wind speed and COVID-19 cases. Adekunle et al.
reported a significant positive correlation with wind speed, with a 1% increase in average wind speed, there was an increase
of 11.21% (95% CI: 0.51–1.19) COVID-19 cases in African countries [52]. Alkhowailed et al. [57] reported a significant
negative correlation with maximum and average wind speed (p < 0.001 and p < 0.01, respectively). Pani et al. [63]
also found a significant negative correlation between wind speed and COVID-19, where an increase in wind speed was
associated with the decrease in new COVID-19 cases (r = – 0.6, p < 0.001). Bashir et al., Bukhari et al., Menebo, and Zhu
et al. [27, 60, 64, 65] did not find a significant correlation between wind speed and daily COVID-19 cases.

3.4 Impact of air pollutants
Their several studies worldwide investigate the impact of different air pollutants on COVID-19 transmission. Li et al.
(2020) [67] conducted an exploratory analysis looking for the potential association between different environmental factors, 
including air quality index (AQI), 4 air pollutants (PM2.5, PM10, NO2, and CO), as well as 5 meteorological variables and 
COVID-19 incidence/mortality in Wuhan and XiaoGan. It was found that PM2.5 and NO2 could promote the transmission 
of COVID-19, while the temperature was also associated with an increased incidence of the disease. Manik et al. (2022) [68] 
examined the influence of different outdoor air pollutants (CO, NO2, SO2, O3, PM2.5) as well as Air Quality Index (AQI) 
on COVID-19 transmission over different Indian metropolitan cities (Kolkata, Mumbai, Chennai, Bangaluru, and Delhi). 
The results showed a significant positive association between daily confirmed cases and particulate matter (both PM2.5 
and PM10). The air quality index also shows a positive association with COVID-19 confirmed cases. Gujral and Sinha 
(2021) [69] investigated the association between PM2.5, PM10, and O3, and the COVID-19 incidence in Los Angeles and 
Ventura County, California. The results showed a significant correlation between airborne pollutants and COVID-19 cases. 
It was seen that short-term exposure to ground-level O3 was positively related to daily confirmed cases, while in contrast, 
exposure to PM2.5 and PM10 showed a negative association. Meo et al. (2021a) [70] investigated the relationship of 
wildfire allied pollutants (PM2.5, CO, and O3) with the new daily cases and deaths due to SARS-CoV 2 infection in 10 
counties of California, which were affected by wildfire. These air pollutants were temporally correlated with daily cases 
and daily deaths due to SARS-COV-2 infection. (Meo et al., 2021b) [71] recently published the findings of another study 
that looked into the correlation between PM2.5, CO, NO2, and O3 levels in the air and SARS-CoV-2-related daily new 
cases and deaths in five US regions (Los Angeles, New Mexico, New York, Ohio, and Florida). A positive correlation 
was found between different air pollutants (PM2.5, CO, NO2, and O3) and COVID-19 new cases and deceased. Sharma 
et al. (2021) [72] investigated the association between COVID-19 confirmed cases and deaths with meteorological 
factors and particulate matter (PM2.5). A significant positive correlation between air pollutants and the COVID-19 
confirmed cases and deaths was observed.

3.5 Impact of Sunlight
SARS-CoV-2 loses 90 per cent of its infectivity in simulated saliva on a stainless steel surface after 6.8–12.8 minutes, de-
pending on the intensity of simulated ultraviolet (UV) B radiation levels, when exposed to simulated sunlight representative
of the summer solstice at 40◦ N latitude at sea level on a clear day [73]. These outcomes demonstrate that sunlight may
inactivate SARS-CoV-2 rapidly on surfaces.

Experimental studies using SARS-CoV-2 aerosols produced from artificial saliva suggest that simulated sunlight inac-
tivates the virus rapidly [74]. In simulated saliva, the half-life of aerosolized SARS-CoV-2 is approximately 86 minutes
in dark conditions. After 6 minutes, the infectious concentration was determined to be 90% lower in the high-intensity
sunlight-simulated summer. At 19 minutes, even with low-intensity sunlight simulated in late winter or early fall, a 90%
decrease in infectious concentration was seen [74].

3.6 Stability on Surfaces of Fomites
At normal temperature, SARS-CoV-2 can survive for 2 to 4 days on plastic, stainless steel, and glass surfaces [75, 76].
SARS-CoV-2 had a similar persistence on those surfaces to SARS-CoV-1 [75, 76, 77]. The capacity of these viruses to
survive on metal surfaces varied depending on the type of material. SARS-CoV-1 and SARS-CoV-2 both persisted less

8

123



time on copper (8 and 4 hours, respectively) than they did on stainless steel surfaces [75]. Copper and copper alloys have
been shown to have antimicrobial properties against a variety of viruses [78, 79]. Studies have reported that copper alloys
(>58% copper) reduce the surface microorganisms when integrated into different hospital furniture and fittings[80, 81].
The use of copper in combination with optimal infection-prevention strategies may further reduce the risk of patients and
healthcare workers acquiring COVID-19 infection in healthcare environments. SARS-CoV-2 showed variable persistence
on different porous surfaces, such as paper, cardboard, wood, cloth, and masks [75, 76].

4 Conclusion
We summarise the effect and role of different environmental factors on COVID-19 transmission. Based on the results from 
most of the studies, we can conclude that there is a significant association of different environmental variables (especially 
temperature, humidity, wind speed, UV index, pressure, rainfall) and various outdoor air pollutants (PM2.5, PM10, O3, 
NO2, SO2, and CO) the spread of the epidemic. The results are especially evident for PM, and particularly for PM2.5, but 
the influence of O3, NO2, CO, and even SO2 is not negligible at all.The impact of environmental variables is relatively 
small compared to other social factors such as governmental interventions, lock-downs, social interaction, herd immunity, 
migration patterns, population density, personal hygiene, defence mechanisms, etc. Therefore, countries should focus more 
on public healthcare policies and vaccines while taking into account the influence of weather on outbreaks.
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Abstract In the context of climate change several weather aberrations takes place in a frequent manner. Short 
scale variability of temperature, rainfall, wind speed, relative humidity, evaporation can create havoc imbalance 
within the atmosphere leading to the weather hazards. The deficiency of moisture is the key element causing 
drought. Proper crop planning along with efficient water harvesting technologies can mitigate the effect of drought. 
While flood is the opposite situation of drought where excess inflow of water damages crop production, livestock 
and human health. Proper land use policies along with preventive river bund Infrastructures are the key factors 
mitigating flood. Apart from drought and flood some extreme short period weather hazards accounts for tropical 
cyclone, hail storm and cloudburst which are very difficult to predict. Region specific weather hazards are cold 
wave, heat wave and Frost. Genetically stress tolerant varieties along with few technological adaptations can 
improve the mitigation ability of such hazards. Moreover, weather cannot be predicted perfectly at any situation 
till date. Risk of Crop failure, livestock and human loss are evident. Awareness regarding those extreme weather 
phenomena can reduce the casualties to some extent. 

Keywords:Extreme weather, Climate Change, Agriculture, Crop planning, Disaster Management 

1. Introduction
Extreme events have been projected to intensify and be more frequent under changing climatic conditions [1]. Extreme 
events, such as droughts and heat waves, have adverse impact agricultural production and have implications for the 
livelihoods and food security of communities. The impact is not only limited to the regions immediately experiencing the 
extreme event, but has far reaching consequences to other parts of the world through reduced exports of agricultural 
products and higher food prices [2] [3]. The European heat wave and drought in summer 2018, which resulted in 
widespread crop failures and livestock feed shortages in several areas throughout the continent, is a recent illustration of 
the consequences of climatic extremes on agricultural production [4]. Understanding the influence of climatic extremes 
on agricultural yields in the past and current climates is critical for securing and optimising harvests in a changing climate. 
Keeping this in mind, the article has been organized as following: Firstly, characteristics of various extreme weather 
events have been mentioned. Next, the impacts of these extreme events on crops have been discussed. Finally, some 
recommendations for mitigation and adaptation have been provided. 

2. Types of Extreme Weather
2.1. Drought 
Though drought is created due to prolonged shortage of water it is considered as an extreme weather event. The short-
term water deficit leads to longer aridity and dry spell. National Commission on agriculture in 1976 has categorized 
drought into three types; they are 1) Meteorological drought, 2) Hydrological drought and 3) Agricultural drought. 

Meteorological drought is based on precipitation. It is classified into three categories; light, moderate and severe 
meteorological drought. Light drought happens when the area is less than 75% of its normal value. Moderate drought is 
the situation when the seasonal rainfall received over that area is in between 50% to 74% of its normal value. While 
severe drought is the situation less than 50% of its normal value. 

Hydrological drought occurs in drying up of surface water resource system and abbreviated through W= G-L (G- inflow 
of water like rainfall, L-loss of water like evapotranspiration, W- magnitude of water loss or gain) 

From the perspective of agriculture and crop production, Agricultural drought is the most important drought to study. It is 
described as a period during which the soil, precipitation, and rainfall are insufficient to sustain the growth of a healthy 
crop to maturity, resulting in excessive crop stress and wilt [5]. It is critically divided into five classes such as, early, mid-
season, late, terminal, permanent and apparent drought. Mid-season and terminal droughts are often associated with low 
productivity. Though the apparent drought can be easily escaped through the proper selection of crop variety, planning 
and irrigation techniques. 

The drought assessment has also evolved with time. The in-situ methods like measurement of rainfall, soil moisture status 
can easily provide an accurate picture of the drought situation. But those are very much location specific and lack spatial 
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information of a region. While the remote sensing techniques are capable of extracting region-specific drought scenario 
through image processing. They need ground truthing and are not perfectly accurate in drought accounting. Recently 
synergistic approaches of both the in-situ and the remote sensing techniques can elaborate the drought scenario more 
accurately over a diversified area of interest [6]. 

2.2.Flood 
Overflowing or influx of surface water beyond its capacity over land is called flood. The low-lying areas are the worst 
affected through this kind of weather hazards. 
Causes of flood: 
1. Insurgence of surplus water during monsoon season along the river basin. The depth of the river basins reduced due

to silt deposition in the middle and end section of its tributary. Results in overflowing in the catchment areas.
2. Climate change is also held accountable for the melting of glacial ice results in more influx of water in the river

basins.
3. Unplanned catchment area and river basins also results in breaking river bunds causing flood.
4. Decreasing capacity of River dams (like DVC), due to high silt load forces to release water during monsoon season

causing devastating floods in the unexpected areas.

2.3.Cloud Burst 
Highly concentrated rainfall (10cm/hour) over a small area lasting less than a hour specially in mountainous region can 
instantly create massive flood along with land slide suddenly [7]. This is known as cloud burst. Highly moisture laden air 
lifted with strong upward convective currents instantly converts into rainfall with the contact of glacial ice causing flash 
flood. In India during the monsoon season, such cloud burst is generated by the westward passage of monsoon 
depressions and mid tropospheric low-pressure systems. It is a highly localised event whose impact is wide spread. 

Cloud burst is a natural and common phenomenon in the Himalaya, especially in Garhwal and Kumaon region of 
Uttarakhand, at least 26 cloud bursts occurred in the Himalayan region from January through July 29, 2021. Cloud burst 
and associated disaster affects thousands of people every year and cause loss of life, property, livelihood, infrastructure 
and environment. The 2021 flood in Uttarakhand, that resulted in over 200 dead and missing was the result of an 
avalanche that dropped about 27 million cubic meters of rock and glacier ice from the nearby Ronti mountain. 

2.4.Tropical Cyclone 
A tropical cyclone is a strong cyclonic circulation which is categorised by a low-pressure centre along with thunderstorm. 
The development of a tropical cyclone pre-requisite is high temperature (>27ºC) for at least seven days over ocean and 
forming a huge low-pressure zone. This strong low-pressure system is also known as deep depression. The cyclone 
includes a relatively calm region in the centre of the low-pressure area known as “eye”. A fully grown cyclone’s eye can 
be easily visible from the satellite images as a small, circular cloud free spot in the middle of the big cyclonic circulation. 
The wind speed can exceed 64 knot or 119km/h. Its speed can substantially reach up to 165knot. There is a wall formed 
around the eye about a diameter from 16-80km in size. This zone is the root of all destruction as the wind speed in the 
wall near the eye is maximum. 

2.5.Hailstorm 
Any thunderstorm which produces hail and reaches the ground is known as a hailstorm. Thunderclouds that are capable 
of producing hailstones are often seen, obtaining green coloration. Hail is more common along mountain ranges because 
mountains force horizontal winds upwards (known as orographic lifting), thereby intensifying the updrafts within 
thunderstorms and making hail more likely. 

2.6.Frost 
Frost is the frozen condition below freezing point (0ºC), the dew that is formed converts into ice crystals. The water 
molecule in the air directly converts into solid and form hard ice. It is very slippery. This occurs normally in mountain 
valleys where cold and heavy air accumulates at the surface level due to temperature inversion. 
Kinds of frost: 
Radiation frost: During clear nights when there is clear sky the terrestrial radiation easily escapes the earth atmosphere 
causing the steep fall of the temperature in the atmosphere and convert the water vapour molecule directly into the ice 
crystal on the earth surface. 

Hoar or white frost: It is caused by sublimation of ice crystals on objects such as tree branches and wires when these 
objects are at temperature below freezing. 

130



Black frost: This type of frost occurs when there is insufficient moisture to form ice crystals thus freezes the vegetation 
and kill the surface canopy. The blackish appearance of the dried and cold shocked canopy structures yielded its 
nomenclature “Black frost”.  

2.7. Heat Waves 
In the month of March – July spells of abnormally high temperature along with gusty dry wind is experienced in certain 
parts of India. The inland when abruptly gets heated a hot and dry air mass is created over the inward portion of the 
country. This causes the insurgence of very hot and dry air into the neighboring areas in form of wave. This is known as 
Heat wave. The temperature is increased by several degrees by such insurgence. The daily maximum temperature is the 
actual indicator for the progress of heat wave [8]. 

The criteria for describing heat wave are as follows: 

1. When the normal maximum temperature (Tmax) is 40ºC or less

Sl. No Nomenclature Departure from normal 
1 Normal -1 to +1ºC 
2 Above normal 2ºC 
3 Appreciably above normal 3 to 5ºC 
4 Moderate heat wave 6 to 7ºC 
5 Severe heat wave 8ºC or more 

2. When normal Tmax is more than 40 ºC

Sl. No Nomenclature Departure from normal 
1 Normal -1 to +1ºC 
2 Above normal 2ºC 
3 Heat wave 3 to 4ºC 
4 Severe heat wave 5ºC 

2.8.Cold Wave 
The wind in the higher altitude from the northern latitude of India during November to March insurges a cold atmosphere 
in the prevailing region. Northern continental landmass gives birth to this kind of cold and relatively dry air masses. The 
air mass is heavy and relatively very cold with respect to the prevailing temperature of the insurging area. They form a 
cold front and engulfs the adjoining area. They yield in appreciable fall in minimum temperature (or night temperature). 
In West Bengal situation cold waves are generally cited during December to March. 

The criteria for describing cold wave are as follows: 
1. When normal minimum temperature of the area is 10 ºC or more, the cold wave is classified as follows:

Sl no. Nomenclature Departure from normal 
1 Normal +1ºC to -1ºC 
2 Below normal -2ºC 
3 Appreciably below normal -3 to -4 ºC 
4 Moderate cold wave -5 to -6 ºC 
5 Severe cold wave -7 ºC or less 

2. When normal minimum temperature of the area is less than 10ºC, the cold wave is classified as follows:
Sl no. Nomenclature Departure from normal 
1 Normal +1ºC to -1ºC 
2 Below normal -2ºC 
3 Cold wave -3 to -4 ºC 
4 Severe cold wave -5 ºC 

3. Types of Impact Extreme Weather Events on Agriculture

3.1.Drought Impact on Agriculture 
Drought has a severe effect on Indian agriculture. Especially minute agricultural drought which is not visible through 
naked eyes impacts the crop production most. Water scarcity during the critical crop growth stages reduces crop yield. In 
case of cereals drought during grain filling stages causes lower seed yield, chaffy grain associated with economic yield 
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loss. While in pulses drought during vegetative phases hampers overall growth. Chickpea, lentil, and field pea are 
susceptible to drought while lathyrus and pigeon pea are relatively more drought tolerant. Vegetables are short lived and 
have a relatively high economic output. Water scarcity during critical growth stages significantly reduces yield.Economic 
crop like sugarcane, jute require high water input, shortage of water in any growth stages result in yield loss. 

There are several indices to measure the moisture adequacy and its impact on crop growth and behavior. 

i.Moisture Adequacy Index 

Moisture adequacy index is the ratio of actual evapotranspiration to potential evapotranspiration of any particular point. 
MAI=AET/PET. It indicates the moisture suitability of any crop in a particular region through the ratio. When the value 
is 1 there is no water deficit. The value less than 1 defines the stress situation. 

ii.Water Requirement Satisfaction Index 

WRSI is the ratio of seasonal actual crop evapotranspiration (AETc) to the seasonal crop water requirement, denoted as 
crop specific potential evapotranspiration by the use of appropriate crop coefficients. Kc value is incorporated in this 
index to make it crop specific as well as crop growth stage specific. The maximum value can be of 100. The crop when 
receives moisture stress the index value is decreased and cannot be uplifted by further irrigation after the stress. 

iii.IW/CPE ratio 

This simply the ratio between irrigation to be given to cumulative pan evaporation. This is also crop specific and stage 
specific. The ratio falling below certain value in certain growth stages of the crop indicates irrigation requirement to avoid 
crop stress. If the area receives rainfall, then the rainfall amount is deducted from the cumulative pan evaporation to 
calculate the value. The ratio values optimum for wheat, mustard and pulses are 0.9, 0.6 and 0.4 respectively. 

3.2. Flood Impact on Agriculture: 
Flood is one of the greatest natural hazards associated with human life loss and substantial crop failure. In Indian 
subcontinent, flood during monsoon season is a quite devastating phenomenon. Mainly the low-lying river basins are 
prone to this type of seasonal floods. Kharif crop especially rice production is highly affected through such weather 
hazards. Newly transplanted rice plants cannot withstand heavy water logging. Due to puddling condition the situation 
become worse even more [9]. 

3.3. Cloud Burst Impact on Agriculture and Livelihood: 
i. Destruction of contour bunds due to flash flood. 

ii. Life loss of humans as well as livestock due to sudden land slide. 
iii. Destruction of properties [10]. 
iv. Disrupt soil quality and health as stones and pebbles mixes with the upper soil layer. 
v. Disruption of roads and bridges heavily damaging trades and economics. 

 
3.4. Tropical Cyclone Impact on Agriculture and Livelihood: 

i. Destruction of kachcha houses, electric posts and other small infrastructures. 
ii. Excessive rainfall induced floods destroys standing crop. 

iii. Danger for the sailing fisherman and coastal adjoining livelihood. 
iv. High speed wind during reproductive phase reduces pollination hence decreases crop yield. Lodging of grain crops 

(specially rice) due to high wind speed which is an irreversible action [11]. 
 

3.5. Hailstorm Impact on Agriculture: 
i. Apical buds of the emerging crops, especially in the early stages are heavily destroyed. 

ii. Ripened grains are also shattered due to the hitting effect of the hails. 
iii. Substantial reduction in plant population due to the hail strike and collaterally yield is reduced.  

 
3.6. Frost Impact on Agriculture: 

i. Crops are permanently destroyed due to black frost for few days 
ii. Radiational frost increases crop duration, becomes infertile and production is reduced [12]. 

iii. Longer exposure to white frost during reductive phase reduces yield [13]. 
iv. It preserves the diseases within the frozen environment and provides reproducibility whenever favorable weather 

situation prevails. Thus, eradication of some diseases becomes impossible in the frost prone regions [14]. 
v. Cracks are formed on the fruits due to frost (e.g. apple) and economically punishes. 

 
3.7. Heat Wave Impact on Agriculture: 

i. Hampers in water supply. 
ii. Severe heat waves are responsible for killing working farmers and grazing livestock in the field. 

iii. In case of rice, booting to grain development stage is most sensitive phase. 
iv. Heat stress is often accompanied by drought increasing the transpiration causing dehydration or stress [15] [16]. 
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v. Carbohydrate depletion is observed as the respiration quotient is high [17].
vi. Hinders nitrogen and lipid metabolism and injure cell membranes [17].

vii. Harmful chemicals like ammonia is released due to heat stress which causes internal injury [17].

3.8. Cold Wave Impact on Agriculture: 
i. Cold wave affects both root and shoot.

ii. During blooming stage, it causes poor flowering and pollination and hence low fruit/seed setting.
iii. Higher plants show slow growth rate.
iv. Stunted growth of boro rice seedlings, yellowing of leaves and eventually drying up of young seedlings in nursery

bed. This phenomenon is called winter burning of boro rice seedlings.
v. Low soil temperature hinders water absorption and causes water stress in cotton [17][18].

4. Mitigation and Adaptation
In this section, we have mentioned some of recommendations regarding mitigation and adaptation options against the 
adverse impacts of various extreme events that affect agriculture. 

4.1. Drought 
i. Crop affected by early drought is advised to go with resowing.
ii. Mid-season drought can be mitigated through spraying of anti-transpirant material like kaolin [1][19].

iii. If the crop is affected by terminal drought, then irrigation is highly recommended to decrease the yield loss.
iv. In permanently drought prone area suitable stress tolerant crops and varieties should be introduced along with

adapting good water harvesting technique.
v. Crop selection is also a major adaptation technique to avoid drought as different crop posses different water

requirement. Low water requiring crop can be incorporated in the dryer section [20].

4.2. Flood 
i. Adaptation methods to prevent flood disasters in agricultural land can be categorized into engineering and non-

engineering methods [21].
ii. One of the engineering methods is to improve the drainage and sewer systems. The infiltration volume of paving

need to be increased and a reservoir should be built to minimize the damage to agricultural products.
iii. Increasing the height of farmland ridges by 10-60 cm is another option to reduce the flood affected areas.
iv. Deploying pumping station in wasteland would strengthen structural capacity and add more control over floods [21].
v. Among non-engineering methods adjustment of agricultural production period or changing crops can be useful.

Flood seasons should be avoided or cropping pattern should be changed to reduce the loss in agricultural outputs.
vi. Fallowing in flood prone areas should be encouraged by providing subsidies.
vii. Restoration of flood-prone areas to its original ecological condition and creation of protected areas is necessary to

cope with flood impacts on agriculture [21].

4.3. Tropical Cyclone 
i. Wind brakes can be useful to reduce damage caused by tropical cyclones.Deployment of several tiers of wind-brake

plants in the coastal areas would be effective to reduce wind speed as well as neutralize adverse effects of high tides
by lowering the amount of saline water and sand mass [22].

ii. Plant species like casuarinas, eucalyptus and acacia are suitable for the formation of wind-brake system. These plants
also act as bio-drainage system that can help to reduce water-logging caused by cyclone-induced rainfall.

iii. Proper nursery management also required to minimize the damage created by post-cyclonic rainfall. To acquire
healthy seedlings early in the season, vegetable seedlings should be grown in low-cost poly houses.

iv. Watermelon, pumpkin, ridge gourd, cucumber, and bitter gourd are creeping vegetables that require a larger spacing
and are not suited for transplantation. These crops' seedlings may be grown in poly homes or other protected areas
utilising disposable plastic cups and rich soil.

4.4. Hailstorm 
i. The impact of the damages caused by hailstorm can be minimized through hail abatement. Physical barriers such as

hail nets or similar protective screens can be used to intercept incoming hailstones. This procedure has been
successfully implemented in the apple orchards of Himachal Pradesh [23].

ii. Hail abatement can be accomplished through plantation where hail is associated with strong winds. Trees can directly
intercept some number of hails and thus protect the crops which are immediately downwind.

iii. The trees also provide a shift in wind, allowing hail to be deflected laterally and partially sheltering the region on the
leeward side.

iv. In the lee of the shelter, wind speeds will be lower, resulting in lower total hail kinetic energy, which is the sum of
the vertical fall speed of the hail and the wind speeds. If the location's most prevalent wind direction is identified,
shelter belts can be planted perpendicular to it to prevent crop damage [24].
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v. Another approach to reduce hailstorm damage in high-frequency areas is to plant crops that are less susceptible to
hail. Wheat or other crops might be cultivated instead of fruit crops that are more sensitive to hail in some of the
most prominent horticultural areas that are frequently prone to severe hail damage [23].

4.5. Frost 
i. Frost incidence is more in ploughed soil than in unploughed and compact soil. In frost affected areas, the land

should not remain ploughed and open.
ii. Weeds add to radiative cooling and hasten the process of cooling and hence frosting. The field should remain

weeded and clean and moist to reduce frost hazard.
iii. Covering materials opaque to long wave radiation from ground may be used to reduce frost hazard to growing trees.

These are called hot caps. These should be placed on the plants before evening and taken out next morning. Straw
mats, reed (tall grass) screen, hessian net screen, and plastic paper serve this purpose.

iv. Reflective materials such as aluminium foil and protein-based foam materials may also be used to protect the crop
from frost.

v. Mulching with straw, dust polythene reduces frost hazard.
vi. Smoking and fogging are used as effective method in reducing frost hazard in vineyard in Europe. Burning wood,

straw saw dust, coal tar, etc are usually adopted to reduce frost hazard.
vii. In big orchards in Europe and America, heaters are used to reduce frost hazard.

viii. During frosty nights the process of inversion, i.e. the air layer above the ground remains warmer, occurs. If this
inversion is broken, i.e. mixing the upper warmer layer with the lower cooler layer, frost hazard is reduced. For this
purpose, wind machines, fans and helicopters are used in temperate countries.

ix. Flooding the crop field is a good method to reduce frost damage. Flooding increases thermal capacity and heat
conductivity of the ground and latent heat is released when water freezes.

4.6. Heat Wave 
i. Frequent irrigation should be given [25].

ii. No tillage practices can prevent the effect of heat wave to some extent [26].
iii. Heat tolerant crops and varieties should be introduced in heat wave prone zones
iv. Long shade plants planted in a long-term basis can reduce the effect of heat wave to some extent.

4.7. Cold wave 
i. Green house cultivation in those areas can be a boon for the farmers

ii. Arrangement for hot air blowers or heater for orchards can prevent further damage the trees.
iii. Irrigation before sunset can prevent cold wave damages to some extent.
iv. Development of stress tolerant varieties [27].

5. Extreme Weather and Crop Modelling

Weather based crop models are usually developed using average quantities of temperature and precipitation. Growing 
season-averaged weather indices have been utilized by many researchers [28] [29] [30] [31]. However, growing attention 
to extreme weather indices for crop modelling after observing impact of some major drought events (Russia 2011-12; 
United States 2013) on regional crop production and global commodity markets yield modelling [32] [33] have 
investigated the impact of several extreme indices on various crops over United States. Extreme precipitation indices like 
dry spell, precipitation intensity, and maximum five-day precipitation and temperature indices like hot days, heat waves 
have been considered in their study. Conditional probabilistic relationships between extreme indices and crop yield have 
been utilized for the assessment. It has been found that rice is sensitive only to precipitation intensity whereas longer 
duration dry spell, lower average precipitation intensity and reduced maximum five-day precipitation all resulted in 
declines of corn and soyabean yields. Spring wheat has been found to be sensitive to extreme temperature indices.Heat 
waves, the number of hot days, and higher maximum temperatures have shown negative impact on spring wheat yield. 
Longer duration heatwaves have caused decline in corn and soyabean productivity. The relationship between yields and 
both precipitation and temperature extreme indices have been reported as non-linear and threshold-type. 

A more systemic approach has been adapted by [34] for corn yields over United States. Extreme weather indices, as 
defined by the CCI/CLIVAR/JCOMM Expert team on Climate Change Detection and Indices (ETCCDI) [35], have been 
considered as predictors in the regression models. Mutual information has been used to capture non-linear relationships 
between corn yield and extreme weather indices. A high degree of susceptibility of crop yield to extreme weather have 
been found. Extreme weather indices like summer days, Heat Wave index and Longest Wet Spell have been more 
informative than mean weather indices leading to their inclusion for yield modelling. The variability of weather within 
the growing season not captured by mean weather indices can be represented by extreme indices. For example, a season 
with little fluctuation in temperature throughout the growing season can have same mean growing season temperature to a 
season with large variations in temperature. However, the season with more fluctuating temperature may critically impact 
the yields due to an increased exposure to extreme conditions. 
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6. Summary

Climate change will continue to prevailits impact over the next few decades and beyond. This implies that extreme events 
resulting from climate change would remain as a big threat to agriculture and food security. In this article, we have tried 
to document the possible impacts of climate related extremes on the agriculture sector. However, more intensive and 
elaborate studies need to be done especially at local to regional level to quantify the effects of extreme events on crops. 
More emphasis should be given on modelling and simulation projections on the impacts of climate change to be done on 
various crops cultivation with respect to different locations [36]. More study is needed to distinguish between severe 
events caused by climate change, natural occurrences, and man-made events such as those caused by inappropriate waste 
management and other factors. To cope with adverse impacts of extreme events proper strategies are required for 
adaptation and mitigation. Some of the important recommendations have been shown in this article that can help to 
minimize the loss and damage caused by extreme events. Besides, there is a need to train the farmers and make them 
aware about the management practices required to adapt and mitigate the effects of extreme events. Farmer friendly 
insurance policy needs to deploy to economically compensate their losses due to climate disasters. Finally, climate smart 
agriculture using modern day technological advances needs to be implemented to make sustainable agriculture system. 
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Abstract

Lower ionospheric response to the impinging solar radiation is a very well studied and numerous scientific groups have

prolific achievements out of their investigations in this field. In this article, we perform a brief and systematic review of the

lower ionospheric response overall and especially, during solar flares with the help of a good number of important research

articles published in last hundred years nearly. Firstly, we discuss about the experimental, theoretical and comparatively new

numerical methods of lower ionospheric research. Secondly, we focus on the role of sub-ionospheric very low frequency

(VLF) signal propagation effects for lower ionospheric research mainly during x-ray solar flares. Thirdly, we concentrate

on the specific research works on the lower ionospheric response time delay (∆t) exclusively during solar flares. We try

to look both at the chronological development in this field and the path-breaking outcomes. Finally, we summarize the

discussion and add our views to it.

Keywords:D-region Ionosphere, Solar Flare, Lower Ionospheric Response Time Delay, Very Low Frequency Wave

Propagation

1 Introduction

Solar flare is a sudden high energetic eruption from the surface of the sun. Sometimes tangling, crossing or reorganizing

of magnetic field lines near sunspots causes such explosions of energy. Typically, the energy values during solar flares are

measured of the order of 1020 Joules. A large fraction of this huge amount of energy in the form of x-ray enters into the

earth’s ionosphere and hits different molecules and ions present there. As a result of photo-electric effect and Compton

effect as dominating ionizing mechanisms, this highly energized x-ray ends up generating thousands of free electrons in the

ionosphere. Solar flares are often followed by a coronal mass ejection (CME). CME’s are huge bubbles of radiation and

particles from the sun. They explode into space at very high speed when the sun’s magnetic field lines suddenly reorganize

or get ruptured. The maximum strength of solar magnetic filed lines can go up to 200-400 Gauss near sunspots. When

charged particles from a CME reach areas near earth, they interact with earth’s magnetic field and can trigger intense lights

in the sky of mainly polar areas. Such intense lighting effects are called auroras. Also, this sudden energy eruption causes

perturbation in the ionosphere of the earth, this phenomenon is known as ’solar-ionospheric interaction’. Effect of this solar

ionospheric interaction is different in different layers of the ionosphere. Depending upon the amount of energy erupted

during a solar flare, it is classified into three main classes, namely, C, M and X-classes. Among them, C-class is the weakest

solar flare with energy flux of the order of 10−6W-m−2 and X-class is the strongest solar flare with energy flux of the

order of 10−4W-m−2. These three classes of solar flares also interacts with these ionospheric layers differently. Solar-

ionospheric interaction is a well-studied subject. In this article, we review on the different kind of theoretical, modeling

and experimental developments done on this subject, but we focus mainly on the D-region of the ionosphere. D-region

is the lowermost region of the ionosphere. It lies within the altitude range of 60-90 km. It is the thinnest in size yet the

most chemically dynamic layer among all the other layers of the ionosphere. The major ionization source of D-layer is the

solar Lyman-α radiation. This is the reason it gets almost vanished in the night time. The main objective of this article is

to summarize different research works done by several scientific groups throughout the world. Starting from the days of

early D-region research, for example, launching rocket to the latest developments on the same, for example, studying the

sub-ionospheric radio signal propagation effect are presented here. This article aims to help next generation researchers

to get an idea of the long spectrum of such works on this field. We divide this review article in three different sections.

In Sec.2, we discuss about different methodology adopted by scientists to study D-region dynamics overall and especially

during solar flare to have a comparative view among them. In Sec.3, we discuss about one of the most widely accepted and

practiced methods among these which is the ‘sub-ionospheric radio signal propagation effect’. We talk about its history and

present aspects in this field. Sec.4 is about a very interesting phenomenon that is ‘lower ionospheric response time delay

(∆t)’. Since, the ionosphere does not react instantaneously to the incoming solar irradiation during solar flare, this is an

wonderful topic to be studied. Here, we discuss about different research works done on ∆t. Finally, we conclude with the

evolution of research work on this field and discussing about the possible future work plan.

1
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2 Investigations on Lower Ionosphere: Experimental, Theoretical, and Numer-

ical

The D-layer of ionosphere is formed by absorbing the solar Lyman-α radiation below 85 km altitude. This Lyman-α
radiation can ionise molecular nitrogen and oxygen, nitric oxide (NO), and various atoms, such as, sodium and calcium.

So, [1] reported that the ionisation and formation of D-layer is explainable by Lyman-α and cosmic rays. Because, the

molecular oxygen and nitrogen are also ionized by cosmic rays, but conditions on dominant ionization during to solar flares

must be explained by x-rays. At that point of time, the satellite technology to observe the solar x-ray were not so popular

among scientists, so they invented some other effective methods to study the x-rays. The United States Naval Research

Laboratory reported an interesting method to study solar x-rays and ionospheric disturbance simultaneously by launching a

rocket, which is fitted with several sensors to do thorough observation and send those data to the pre-programmed points on

the earth ([2], [3], [4],[5], [6], [7], [8], [9], [10], [11]). Possibly, being the only method available to study the ionospheric

disturbance, many scientists adopted this methodology for different kind of research purposes on the earth’s ionosphere.

Reference [12], in a review article, wrote the scientific details about this method in those days. The German V-2 was the

vehicle initially used for this purpose. This vehicle was capable of going upto 60 miles (96.56 km) altitude with less play

load. Later, the Aerobee sounding rocket came into service. This Aerobee sounding rocket was so updated that with a 150
pound payload, it can attain an altitude between 60 and 80 miles (96.56 and 128.75 km). References [7], [9], [10], [11],

[13], [14], [15], [16] and many others mentioned about the alternative aspects of this methodology. Although, the data

gathered by such method were very much accurate, but this kind of methodologies were too much costly to be done. So,

scientists invented some other effective methods to probe into the ionospheric phenomenon. Reference [17] studied three

important parameters of the ionosphere over Calcutta (now Kolkata), namely, (i) the rate of electron production (dNe/dt),
(ii) temperature (T ), (iii) effective coefficient of recombination (αeff ) during half solar cycle from January 1945 to June

1950 by analysing the some ionospheric measurement apparatus. Reference [18] observed the x-ray spectrum through a

high resolution rocket-borne spectograph during an M-class solar flare and recorded several hundreds of emission lines.

Although, this work was not directly related to ionospheric disturbance, but the article gave an in-depth idea about the

methodology adopted earlier to study solar flare. Later, the sub-ionospheric radio signal propagation effect was introduced,

which is discussed in detail in Sec.3.

Along with these observational procedures, theoretical methodologies were performed in this field hand-in-hand since

many years. References [19], [20], [21], [22], [23], [24] and many other scientific groups worked on the theoretical aspects

of studying the ionosphere in earlier days of development of the subject. Chapman discussed about the formation of

different layers of the ionosphere and distinguished between them based on the physical characteristics which is known

as ”Chapman Layer Formation” ([25]). Appleton-Hartree equation used to be a widely used mathematical tool that was

adopted by [21], [23], [26], [27] and many others. Theoretical methods met the realistic scenario with the help of different

types of theoretical modelling. These types of abstract models were based on the respective portion of the ionosphere

which the scientists wanted to study. COSPAR International Reference Atmosphere (CIRA) 1965 was one of such earlier

models which was developed by Committee On SPAce Research (COSPAR) in 1965. Reference [28] used CIRA 1965

model and studied the upper E-layer and F-layer of ionosphere during solar flare. They pointed out a few discrepancies in

between the computed recombination coefficient rate constants for ion-atom interchange reaction obtained from ionospheric

observations and the same from laboratory experiments. Reference [29] computed ionization rates (q) in the D-region and

the associated chemical changes using a coupled atmospheric chemistry and diffusion model with the help of the solar x-ray

observations from GOES-2 and ISEEE-3 satellites. They came up with a result of adjustments in equation rate coefficients

in order to generate accurate electron density profile.

Some simulation techniques using advanced computational facilities, such as, Long Wave Propagation Capability

(LWPC), GEometry ANd Tracking4 (GEANT4), Monte-Carlo were also introduced. References [30], [31], [32], [33],

[34] and many others extensively used LWPC code as a tool of their lower ionospheric research. LWPC is a collection of

separate and self-complete programs, which is used to simulate the sub-ionospheric VLF signal propagation characteristics.

It was developed by Space and Naval Warfare System Centre, San Diego [35]. On the other hand, GEANT4 is a tool based

on Monte-Carlo simulation technique. This method was not seen rigorously in this field of study beforehand. Reference

[36] opted this particular simulation technique as a tool and did ab-initio calculations to compute the ionospheric ionisation

rates during M and X-classes of solar flares. Another global model is the International Reference Ionosphere (IRI), which

is an international project sponsored by the COSPAR and the International Union of Radio Science (URSI). This robust

system produces an empirical standard model of the ionosphere based on all available data sources across the globe. Gen-

erally, the IRI provides a monthly average of the electron density (Ne), electron temperature (Te), ion temperature (Ti),

and ion composition etc over a range of ionospheric altitude (h). Many scientists popularly use this IRI model to obtain

the reference/unperturbed values such ionospheric parameters to perform further investigations. Recently, [37] came up

with a direct approach of studying the D-region of the ionosphere, where they numerically solved the ’electron continuity

equation’ ([32], [38], [39], [40], [41], [42]) to generate electron density profile (Ne(t)) during solar flares using the solar

x-ray profile as observed by GOES-15 satellite and reported that the unperturbed values of the same are close to the standard

values provided by IRI model.

2

138



3 Evolution of VLF-Lower Ionosphere Interaction in Presence of Solar Flare

Effects

Study of lower ionosphere (especially, the D-region) response during a solar flare by the sub-ionospheric radio signal

propagation effect is a well-studied subject now. One of the first radio propagation effect attributable to solar flares was

the sudden loss of signals on HF-circuits known as the Mogel-Dellinger effect. The effect was discovered by John Howard

Dellinger around 1935 and also described by the German physicist Hans Mögel in 1930. But, the HF signal is not capable

of providing any scientific information regarding the dynamics of lower ionosphere. Because HF signal reflects back from

much higher ionospheric altitude. Later, a notably sensitive method of monitoring the lower ionosphere enhancements

in terms of ionization during the solar flare was introduced. It was the observation of the variations in signal amplitude

strength (and phase) of sub-ionospheric Very Low Frequency (VLF) radio waves. It gets reflected mostly from the D-region

of the ionosphere ([43], [44], [45] and many others). Depending upon the spatio-temporal variation of the D-region electron

density (Ne), recombination coefficient (αeff ) and few other crucial parameters, the lower ionospheric disturbance was

estimated using this method. Reference [43] discussed in details about the observation of the phase (and amplitude) of

a continuous wave propagation within the earth-ionosphere cavity and reported that it can be an useful tool to remotely

investigate the changes in all relevant parameters of lower ionosphere. He observed phase and amplitude variations of a

VLF signal also during a solar flare, which is useful to deduce corresponding changes in D-layer of ionosphere. [44] did

a comparative study of solar x-ray emission and VLF sudden phase anomalies. They reported that the enhancement of

electron density (Ne) in D-layer during a solar flare lowers the effective VLF signal reflection height (h′). It essentially

made the VLF signal profile to get perturbed during a moderate solar flare. They also claimed that, the VLF perturbation had

significant solar zenith angle dependency. They reported that, this sub-ionospheric radio signal propagation effect could be a

better way to analyse the altitude profile of effective recombination coefficient (αeff (h)). Earlier, similar investigation was

done by [46] by rocket measurement technique, [47] by electron collision frequency model (σ), [48] by analysis of multiple

frequency radio wave absorption and so on. Reference [45] studied the response of D-region during a solar flare by analysing

the strength of the VLF signal and its phase variation respectively. They plotted the phase and amplitude of VLF signal for

an entire day, which is showing a noticeable spike in the VLF profile during the time when the solar flare had occurred.

Reference The method of sub-ionospheric radio signal propagation opened a completely new perspective for the scientists

closely working in this field throughout the world. Reference [49] showed that the ionospheric recombination process is

comparatively slower at the lower heights of ionosphere. Reference [50] computed the electron density profiles (Ne) from

Sudden Cosmic Noise Absorption (SCNA) and VLF phase (and amplitude) propagation method. They made a comparative

study between the electron densities obtained by these two methods and finally concluded that the electron density values

measured by these two methods are in close agreement. Reference [51] did the opposite type analysis than the earlier case.

They measured the electron density profile using full wave methods and predicted the phase/amplitude changes of VLF and

some other frequencies as well at the signal receiving stations where the solar flare were observed. Hereafter, we found

many scientific groups ([25], [52], [53], [54], [55], [56], [57] and many others) started using this sub-ionosphere radio signal

propagation effect to study different ionospheric parameters, such as, (i) effective recombination coefficient, (ii) effective

collision frequency, (iii) conductivity profile, (iv) electron density and so on during a solar flare. References [25] & [56]

are such most frequently referred books by several scientific communities. Undoubtedly, these book opened so many newer

dimensions of research by noting down a number of ionospheric facts from ground level investigations. Reference [54]

worked on the effect of solar flare on the field intensity of VLF atmospherics. It was mainly focused on time delay, duration

and magnitude during the solar flare. Reference [31] used the numerical programs on the earth-ionosphere wave-guide,

such as, LWPC and ModeFinder [35], [58] (developed by Naval Ocean Systems Center (NOSC)) over a significant number

of different VLF signal propagation paths. It was done to study the D-region through some traditional parameters, namely,

the effective reflection height (h′) and the log-linear slope of the altitude profile of electron density (β). They computed the

parameters and reported that using these values in LWPC, flare-induced VLF signal phase/amplitude perturbations over a

wider range of frequencies can be estimated remotely. Another similar kind of work was done earlier by [30]. They studied

the similar parameters through sub-ionospheric VLF signal observations and using LWPC and ModeFinder. They used the

x-ray profile as obtained from GOES satellite during solar flare and reported that the effective D-region perturbation has

one-to-one correspondence with the x-ray flare intensity. But, that analysis did not take into account the detail analysis on

the prediction of VLF phase and amplitude perturbations, which was done successfully by [31]. References [59] & [60]

studied these parameters for an extremely intense X45-class solar flare and concluded that the D-region effective reflection

height started lowering as the flare was reaching towards its peak phase and at the peak phase, the reflection height was

lowest. Reference [60] reported that for a X45-class large solar flare the reflection height was found to have been lowered

to 53 km (i.e., 17 km below the normal midday value of 70 km). In connection to this analysis, [61] came up with a new

observation. Studying the VLF signal for all possible classes of flares, they reported that the perturbation of VLF amplitude

is higher for higher classes of flares i.e., for typical X-class flares, the VLF amplitude is maximum. It indicates that the

D-region reflection height (h) goes around its lowest values for X-class flares and highest for C-class flares. Reference [62]

studied the effects on VLF signals in presence of the solar flares, solar storms and seismic activity as well. They reported

that, studying the VLF profile could be a very important tool to study the ionospheric perturbations due to all these energetic

interventions in both day and nighttime.

Reference [63] put forward some interesting set of observations regarding solar-ionosphere interaction during solar

flares. They computed the electron density profile (Ne(t)) from VLF signal observation during 97 chosen solar flares of

varying strengths. They restored the time variation of electron density profile during solar flare by integrating the electron
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continuity equation with the help of solar x-ray profile from GOES-12 satellite observation to calculate the lower ionospheric

response time delay (∆t). They reported the following set of observations. (i) VLF amplitude profile (∆A) has an increasing

trend with the peak values of increasing solar x-ray flux. (ii) Recombination coefficient (αeff ) decreases with increasing

peak solar x-ray flux. (iii) D-region electron densities increase with increasing peak solar x-ray flux. Reference [63] gave

a very clear idea about the measurement of lower ionospheric response time delay which is discussed in detail in Sec.4.

Reference [64] took the help from the theoretical model on the basis of the wave-hop theory and the wave-guide mode theory

to compute the phase and amplitude of VLF signal profile. References [32], [34], [40], [42], [65], [66], [67], [68], [69], [70],

[71], [72], [73], [74], [75], [76], [77], [78] and many others then studied the VLF signals by either direct observations or by

any theoretical modelling for different purposes. One important finding was common among almost all of them. It is the

consistency in the degree of finite ionospheric perturbation in presence of solar x-rays during flares. References [66] & [67]

implemented similar theories to model the VLF signal for solar eclipse also which verifies the robustness of such theories.

Reference [69] observed the VLF signal during a solar flare and analyzed them to estimate the reflection height (h) and the

sharpness factor (β). They reported that the reflection height (h) decreases, whereas, the sharpness factor (β) increases with

the increase of solar flare strength. Moreover, the reflection height was found to be comparatively higher and sharpness

factor was smaller at low latitudes than the corresponding values of the same at mid and high latitudes. The perspectives of

looking into lower ionosphere remotely through the characterization VLF propagation effects especially during solar flares

has evolved with time and got extensively advanced in last two decades. Reference [40] came with another new approach.

They reported an inverse method of predicting a solar x-ray spectrum from VLF observations for two different classes of

solar flares with satisfactory accuracy.

4 Response Time Delay of Lower Ionosphere During Solar Flares

The term “sluggishness” was coined by E. V. Appleton in the 1950s to describe the time delay between peak irradiance

at solar noon and the resulting peak in ionospheric electron density. In our case of discussion, the definition of lower

ionospheric response time delay (∆t) is discussed in the introduction part of the article. In this section, a brief review of

the significant research works done on the characteristics/behaviour of ∆t is performed. Reference [49] was possibly the

first work to shape the definition of this response time delay effect. Also, he established an observation that the ionospheric

recombination process is comparatively slow at the lower altitudes of ionosphere. This findings eventually motivated the

scientific community to further investigate it. Reference [63] is one of the prominent and recent works to directly deal

with the concept of lower ionospheric response time delay (∆t). As mentioned in the earlier section, they systematically

used the D-region ‘electron continuity equation’ to derive the mathematical expression for ∆t. Reference [79] studied the

effects on diurnal VLF signal profile due to a solar flare occurring simultaneously with an annular solar eclipse (ASE) and

measured ∆t directly as the legitimate time gap between the peaks of solar x-ray flux and VLF amplitude profiles. They

reported that the time delay for their observed C1.3-class of solar flare to be nearly 8 minutes. Reference [32] computed

the effective recombination coefficient (αeff ) and electron density (Ne(t)) during a set of solar flares occurred in 2011

using numerical methods and having sub-ionospheric VLF signal observation as an input. They successfully established a

profile of effective recombination coefficient (αeff ) along with another interesting characteristics of ∆t. They computed

∆t’s for 20 solar flares of different classes and reported that the ∆t has a nature of decaying with increasing peak solar

x-ray flux (φmax). Order of magnitude of ∆t values in [32] for an average C-class flare was very close to same reported

by [79] although there was no effect of eclipse reported in [32]. Reference [32] reported that for C-class of solar flares the

average value of ∆t is of the order of 150-300 sec and for M-class, it is 80-120 sec. Reference [71] obtained this ∆t by

GEANT4-Monte Carlo simulation technique and established a fundamental relation of ∆t with ionospheric altitude (h) and

flare-energy characteristics. One important point needs to be mentioned that the definition of ∆t by [71] was technically

different than the same by [32]. Reference [71] defined it as the time gap between peak solar x-ray flux (φmax) and the

peak electron density (Ne,max) during a solar flare. They claimed that their computed ∆t to be of the order of 32 sec for

X-class and the same is 68 sec for the M-class flare. Since, the lower ionospheric electron density and associated VLF

perturbations share a cause-effect relationship, they vary hand-in-hand. So, the results associated with both types of ∆t’s
complied with each other as reported by [32]. Reference [71] reported another similar approach, but this time for response

time delay associated directly to VLF propagation effects. They developed a numerical model to find the ion densities

and resulting VLF signal perturbation (∆A) during a solar flare. Further, they established the altitude dependency of the

∆t. Reference [77] also found similar ∆t’s to be significant and reported that, this ∆t should be taken into account in

modeling the ionospheric influence on the Global Navigation Satellite System (GNSS) and Specific Absorption Rate (SAR)

signal propagation and in calculations relevant for space geodesy. In continuation of the earlier discussion, [37] followed

a direct method of computing electron density by solving the ‘electron continuity equation’ using numerical method and

computed ∆t. Their ∆t was measured from peak of electron density (Ne,max) which is similar to the convention adopted

by [80]. Reference [37] studied the solar zenith angle (χ) effect on ∆t and uniquely reported the seasonal variation of ∆t.
They readily agreed to the earlier findings that ∆t decreases with increasing maximum solar x-ray flux. Reference [37]

computed that the values of ∆t are 127 sec and 106 sec over 60◦ S and 30◦ S latitudes respectively for a C5.2-class flare.

The same is ∼ 90 sec and ∼ 80 sec for a M5.2-class flare, and 26 sec and 16 sec at those same latitudes respectively but

for a X4.9-class flare. Since, [37] reported a strong impact of the solar zenith angle (χ) effect on ∆t, they further added

that these values of ∆t gets changed significantly with the change in latitudes and with change in the day of occurrence of

a particular solar flare. Reference [78] gave this noble idea a new way by directly measuring ionospheric electron density
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from HF observations from ‘riometers’ and ‘SuperDARN’ radars, and estimated ∆t from this observed electron density

profile. They also concluded with the similar results as obtained by [37].

5 Summery and Conclusion

This article reviews a range of lower ionosphere related research works as follows. (i) Various methods of investigation

of lower ionosphere overall and also in presence of effects of the solar flares. (ii) Sub-ionospheric VLF signal as a tool

to model ionospheric perturbation during solar flares. (iii) Analysis of the response time delay of lower ionosphere during

solar flares. We started the discussion with the work done way back in 1931, when mainly theoretical methodologies were

available to investigate the solar-ionospheric interaction. We made a survey of the works done till 2021. In the earlier

days, scientists started with some fundamental research ideas regarding ionosphere which they had started from the scratch.

These fundamental works paved the path of the future scientists to work on different aspects of ionosphere. References

[19], [20], [22], [24] gave some fundamental concepts that many scientists have been adopting till date for framing their

research problems. Starting from the theoretical methodologies, this article discusses about different other experimental

techniques and numerical methodologies that came into picture, such as, study of ionosphere using rocket measurements,

sub-ionospheric radio signal propagation effects, different computer simulation techniques and solution of core ionospheric

equations using numerical tools.

In section 2, we focused mainly on different methodologies which were adopted for studying the ionosphere during var-

ious solar energetic events. We discussed that the high cost of rocket launching experiment method could not stand friendly

to the future generation scientists because of its limited measurement accuracy. Alternatively, the method of sub-ionospheric

radio signal propagation effect analysis was discovered which became a very effective and important methodology which is

extensively used till now. Apart from the study of sub-ionospheric radio signal propagation effect, several computer simula-

tion techniques, such as, CIRA 1965, LWPC, GEANT4 and many more came into the picture. These codes are extensively

used by several scientific communities to simulate various ionospheric conditions and successfully verify respective ex-

perimental observations. Lastly, the numerical methodology is one such tool that is implemented to solve multi-parametric

ionospheric equations using suitable initial conditions depending on the type of perturbations using computer programming.

Section 3 reviews the very popular methodology that is sub-ionospheric radio signal propagation effect. Primarily,

the lower ionospheric investigations by this method was mainly focused into the phase and amplitude distortions of radio

signals during solar flare. Later [25], [52], [53], [54], [55], [57] and many others started using this sub-ionosphere radio

signal propagation effect to study different ionospheric parameters, such as, effective recombination coefficient (αeff ),

effective collision frequency (ν), conductivity profile (ρ), electron density (Ne) and so on during a solar flare or otherwise.

With the further advancement scientific resources, such as, the earth-ionosphere wave-guide (EIWG) programs (LWPC and

ModeFinder), this methodology went through a vast development nearly in 1990’s. But surprisingly in this survey, we

hardly found any other experimental methodology to probe the lower ionosphere during 1980-1990. We further note that

[63] opened comparatively many new aspects in this well studied area of lower ionospheric research. Their analysis on

lower ionospheric response time delay (∆t) established a new way of research on lower ionospheric response due to solar

energetic events.

In section 4, we look at the research works done on lower ionospheric response time delay (∆t). Among the entire

range of works on ∆t especially during solar flares, we discuss about the contributions by [32], [37], [71], [77], [78], [79],

[80], and a few other scientific groups. Almost from all of the outcomes of these articles, we conclude that there is a harsh

tendency of ∆t to decrease with increasing solar X-ray flux. Some of these articles even tried to give an initial idea about an

empirical equation or statistical representation to clarify such nature of ∆t along with its seasonal and latitudinal variation.

Finally, the study of lower ionosphere and the impact of solar flare on it is a very enriched field in terms of theoretical,

experimental and numerical research, as we explored through the brief review done in this article. Evidently, the methods of

research, namely, the theoretical, experimental and numerical are interdependent. We believe that this systematic review will

definitely help many scientific groups. Especially, it will give the idea about the history of the subject to the newcomers,

so that they can frame their goal, such as, development of some advanced model for D-region using high performance

computational facilities etc, and elevate the subject to a newer height in the coming days.
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Abstract

A brief review of reception techniques of Extremely Low Frequency (ELF) and Very Low Frequency (VLF) radio
signals generated by natural events or man-made communication transmitters has been presented here. Beginning
from the International Geophysical Year (IGY) of 1957-58, we have reviewed the ELF/VLF receivers used in differ-
ent time periods around the world. We have also reviewed software and hardware that were developed for reception of
these radio signals by the time line to date. We have also presented the descriptions of modern ELF/VLF narrow band
and broadband receivers like Atmospheric Weather Educational System for Observation and Modeling of Electromag-
netics (AWESOME), Automated Geophysical Observatory VLF receiver (AGO-VLF receiver), UK Radio Astronomy
Association-UKRAA VLF Receiver, Softpal, INSPIRE project, South Pacific Buoys, etc. Significant outcomes of the
experiments and studies over the decades, carried out by received ELF-VLF radio signal are also reviewed in this
study.

Keywords:Very Low Frequency, Earth-Ionosphere Waveguide, ELF/VLF Probe, VLF Transmitter, Pre-Amplifier

1 Introduction
Radio signals in our natural or artificial environment up to 30 kHz frequency range, have been classified into three
categories e.g. Ultra Low Frequency (ULF, <3Hz), Extremely Low Frequency (ELF, 3-3000 Hz) and Very Low Fre-
quency (VLF, 3–30 kHz) [1]. Although some researchers define the ELF band from 300 Hz to 3 kHz, according to
the International Telecommunication Union (ITU) ELF radio band is fixed from 3 Hz to 30 Hz with VLF as 3 to 30
kHz and ULF as 30-300 Hz [2]. Considering all types of classifications, we refer to the radio band with frequency
range 3 Hz to 30 kHz as ELF/VLF radio signals (Table 1). The radio waves in the ELF-VLF range propagate long
to very large distances from their origin, through the Earth-Ionosphere Wave Guide (EIWG) in the same way as light
waves propagate within a fiber-optic cable. The present review includes the transmission and reception techniques and
the responses of ELF/VLF radio signals due to different types of natural phenomena e.g. earthquakes, geomagnetic
storms, tropical cyclones, solar eclipses, solar flares, lightning/thunderstorms, etc. The modification of electron-ion
concentration in the boundaries of EIWG during those activities has been investigated in numerous works in terms of
characteristic changes measured in ELF/VLF waves. ELF/VLF signals may also be generated in nature during some
of the above-said events. Among those, lightning discharges are mostly the primary source of ELF/VLF waves. On the
other hand, man-made navigational VLF transmitters use narrowband VLF waves at certain frequencies which can be
remotely measured by suitable receivers as these radio waves propagate to long distances with small attenuation rate
(<2 dB/1000 km) from the source [3].

Table 1: Bands of radio signals and their call signs
Frequency Band terminology Frequency Range (kHz)

Ultra Low Frequency (ULF) < 0.003
Extremely Low Frequency (ELF) 0.003 - 3.0

Very Low Frequency (VLF) 3.0 - 30.0
Low Frequency (LF) 30.0 - 300.0

Measurements of these waves help truly to understand phenomenological spectrum to investigative remote sensing of
geophysical-geochemical phenomena and the near-Earth space environment. These radio signals following the earth’s
magnetic lines of force can travel through the remote ionosphere and interact with the plasma particles present in the
ionosphere and after partial reflections, these waves return to the ground [4]. While traveling through EIWG, ELF/VLF
waves cover a wide region between Earth’s surface to the ionosphere (up to 100 km from the ground), also due to large
wavelength they can diffract around huge obstacles. Figure 1 represents the ELF/VLF radio wave propagation through
EIWG. Any in-homogeneity or disturbances within the lithosphere-ionosphere cavity may result in abnormal variations
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of ELF/VLF signal amplitudes and phases. This allows remote sensing of space weather activities and natural events
from an extremely large distance with a suitable ELF/VLF radio receiver [5, 6]. Moreover, ELF/VLF waves have
high penetration characteristics (up to a few 100 meters) into the Earth, so these waves can be used for subterranean
prospecting and imaging [7]. Though the ELF/VLF radio waves have the characteristics to travel very long distances
with low attenuation, the reflected modes face modifications due to ionospheric variations, which is one of the key
factors for researchers to investigate the impacts produced in the environment during several natural phenomena. Due
to the very long dimension of the wavelength of ELF/VLF radio waves (10-100 km), the use of antennas in the same
dimension to receive these signals is impossible. Also due to the high fluctuation level of the received ELF/VLF signals
in a few micro-Watts the receiving equipment should be a reliable one, having very stable data acquisition capability for
future study. An electric or magnetic field probe equivalent to receiving antenna, connected to a specialized high gain
pre-amplifier(receiver) is required to receive these weak signals for scientific investigations [6, 8–10]. The ELF/VLF
receiver sometimes also called only ’broadband VLF receiver’ defined to record the entire 0.003 to 30 kHz band(ELF-
VLF). The narrowband VLF receivers record particular frequencies determined discretely by the user.

As mentioned earlier that radio signals in ELF/VLF range may be generated due to natural phenomena or can be
transmitted by man-made transmitters. There are Vast categories of natural phenomena that are responsible for emis-
sions of ELF/VLF electromagnetic signals in the form of radio atmospherics, whistlers, and radio noise emissions e.g.
lightning-thunderstorms, tropical cyclones, hurricanes, typhoons, earthquakes, solar phenomena, volcanic eruptions,
jet streams, etc. High latitudinal emissions of these signals occur due to the deposition of charged particles during the
Aurora events. In this case, the radio signals in the ELF range dominate over all frequency bands. Recent and past
research works showed there are presence of ELF and VLF radio signal during the preparation phase of an impend-
ing earthquakes [6, 12]. Also, cyclones/typhoons/hurricanes generate natural radio signals in different places of the
earth especially in low latitudinal regions [107]. Apart from the above-mentioned sources, unstable layers of Earth’s
atmosphere such as magnetosphere and plasma-pause may also generate radio noise due to their boundary disconti-
nuities [12]. However from the broad point of view most prominent emission of ELF-VLF radio signal occurs due to
the lightning discharges mostly from lightning prone regions around the globe e.g. South Africa, Central and South
America, and South-Eastern Asia [11, 12].

Figure 1: Representation of ELF/VLF radio wave propagation through Earth-Ionosphere Wave Guide in the form of ground and sky waves.

While natural ELF waves are generated as the slow tail of VLF component during lightning discharge event and
due to resonance between the fundamental mode of the Earth-ionosphere cavity, known as Schumann resonance (7.83
Hz and its harmonics), there is a very large scale application of ELF waves in submarine communication developed by
so many countries around the globe. ELF radio waves can penetrate deep in seawater, so while submerged, commu-
nication between the submarines is done by naval ELF transmitters developed in the 19th and 20th centuries in many
countries e.g. USA, China, Russia, India, etc [13–16]. Some of them were shut down and some are still working, for
example, the Russian Navy ELF transmitter at Murmansk on the Kola Peninsula having call sign ZEVS, operates at
82 Hz. On the other hand for the long-distance propagation of ELF/VLF waves with relatively deep penetration capa-
bility of ELF/VLF waves into seawater, a large number of VLF transmitters operate emitting radio signals from 10 to
60 kHz for naval communication with surface ships. Not only in communication purposes, for the first time in early
1970s, a network of VLF transmitters called ’Omega’ has been specially designed for navigation at frequency 10-14
kHz, having accurate phase-coherence. This network stopped working in 1997 [17]. In Figure 2 we have depicted the
running VLF transmitters around the globe in the year 2017 following a recent research [18]. All the VLF transmitters
that are active presently (indicated by their call signs) in the Figure 2 map have frequencies above 15 kHz except the
Russian RSDN (11-14 kHz) time transmitters.

A lot of efforts have been given to receive and record the ELF/VLF signals starting from the beginning of the
20th century to the modern days. It is necessary to bring those important pieces of information in a single frame
that might be helpful for further development. In this study, at first, we recall some early-stage developments on the
reception of ELF/VLF radio signals and then we discuss the modern era of reception techniques. We then describe
some experimental results obtained by some recent ELF/VLF radio receivers.
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Figure 2: Location of all the active VLF transmitters (red points) on the global map.

2 Short History of ELF-VLF Radio Signal Receiver
The earliest natural ELF/VLF signal observation in history started around early 20th century when some audible
noise was observed in long telephone and transmission line and after that first reception of radio waves was made
in transatlantic telecommunication during 1901-1904 by G. Marconi. After a pause of approximately 40 years, an
enhanced interest in research using ELF/VLF radio signal have been observed during 1950’s [19], which was again
explored greatly during 1957’s International Geophysical Year(IGY), with the theory of propagation of whistlers in the
EIWG. Getting encouragements from these early works people focused on developing the software and the hardware
necessary for ELF/VLF reception. Use of speech analysis and sound technique to visualize the ELF/VLF incoming
signals in the time-frequency domain which later encouraged the use of spectrum analyzer [20]. At the same time
people gave efforts to understand the propagation of these long-wave radio signals through the earth-ionosphere cavity
by experiments with the radio-atmospherics during lightning events [21–23]. Some on-board satellite receivers also
used to record whistler in ELF/VLF range during 1960s.VLF signals from the navigational transmitters were received
during 1950-1980, as a function range or azimuth angle to obtain several characteristics like modal interference pattern,
D-region ionospheric electron density profile, signal attenuation during propagation over ice, land and seawater etc.
[24–26].

Figure 3: Tube VLF Receiver of 1970: Use of triode-pentode in VLF pre-amplifier circuit [34]

In early days, researchers mainly used large sized (as large as 45 ft length and 22.5 ft breadth) magnetic loops
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of conducting wires for ELF/VLF reception at fixed location, as the sensitivity was the prior fact at that time. E.
W. Paschal of STAR laboratory of the Stanford University first introduced small to medium sized air-core wire loop
antenna and low noise amplifier with impedance matching transformer during the 1980’s. The magnetic loops are only
sensitive to the magnetic component of ELF/VLF radio waves. But the thermal noise generated due to resistance of
the loop was a key limiting factor of these receivers for the sensitivity of received signals. This was solved by R.H.
Rorden by introducing sensitivity as inversely proportional to

√
AM , where A is the area of the loop and M indicates

mass of the metal wires(M) of loop [27, 28]. On the other hand, ELF/VLF electric field receivers use the capacitive
coupling to sense the electric field components of VLF waves. There are very less number of published electric field
receiver designs due to difficulty in calibrating and greater dependence of its noise level on front-end circuit design.
There are few noticeable electric field receiver designs [29–31] given in recent past will be discussed in later sections.
However, in both cases a pre-amplifier is required to amplify very feeble ELF/VLF signals before entering recording
unit. Since a storage facility was needed for further scientific analysis of ELF/VLF data, people started development
of magnetic-tape or chart paper recordings to archive the data for the first time just after IGY. Later, some upgraded
techniques were developed to extract phase information of ELF/VLF signals in Stanford University [19, 28]. Warren
K. Grubor produced ‘WJ-8940B/MX’ and ‘WJ-8940B/ELF’ receivers (Figure 4a) during 1983’s and pointed out some
suggestions regarding design of ELF/VLF receiver for 20Hz-10 kHz band in terms of problems faced with WJ-8940B
ELF tuner [32]. He suggested to give prior concentration in power line noise suppression and reduction of local
oscillator noise by improving shape factor by implementing Intermediate Frequency(IF) filters, phase noise of local
oscillator and mixer balance.

Figure 4: (a) Warren K Grubor’s ELF tuner during 1983 [32] (b) Active VLF loop antenna of 1963’s [33]

Figure 5: Various types of ELF/VLF probes have been used from begging of this field of research: E-field (a) Marconi T random wire (b) Whip
antenna (c) B-field Dipole (d) Ferrite core(http://www.vlf.it) (e) Multi-turn loop(https://www.eeweb.com) (f) long induction coil of ELF detection
(http://www.vlf.it)

For pre-amplifier, circuit designs from beginning includes triode-pentode, Field Effect Transistor (FET), Junction
Field Effect transistors, BJT transistor amplification, operational amplifier (OP-Amp) or both combined. Circuits have
been developed to attain low noise amplification which is essential for magnetic field sensors. Narrow band pre-
amplifiers required filter circuit to avoid unwanted frequencies but for broadband receiver amplification with low noise
is important than filtering. So many people from telecommunication, radio amateur and scientific community have
built pre-amplifier designs and received ELF/ VLF radio signals for long. Some of the oldest are 1963’s active VLF
loop antenna (Figure 4b) given by Richard A. Genaille, 1970’s One Tube VLF Receiver with a tuning range of 13-28
kHz which used 6U8A dual triode-pentode given by Hartland Smith (Figure 3). The receiver contains a tuned circuit,
composed by two fixed capacitors in parallel for switching in or out signal and adjustment to the tuning frequency
band. A variable inductor was also there to accomplish the tuning which was originally from a TV horizontal oscillator.
The author reported excellent day and night reception of undecodable frequency shift Keying signals from Michigan
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location, of NAA transmitter at 24kHz and other transmitters from different location of US, along with continuous
wave decodable signals [33, 34]. After this so many low cost VLF receiver designs have evolved during last two
decades (1990-2010), so many of them are from amateur-enthusiast community or from scientific community [35–38].

Few numbers of these ELF/VLF receiver designs were based on system approach and some others are only an
amplifier circuit with so much limitation to use in scientific experiment. There were an ease of building prototype
of circuit designs upgrading over the years although a few were available as built in kits. Some ready kit of VLF
receivers like SuperSID or SolarSID were being started to distributing worldwide(mostly free of cost) specifically
for educational purposes [39]. Each ELF/VLF pre-amplifiers uses a receiving antenna/probe in the form of single or
multiple turn air core loop or an electric field areal (for reception of B-field ELF/VLF component). Induction coil may
be of large number of turns (∼70000) on a cylindrical metal core of significant length. Different types of E-field sensor
has been used so far e.g. Marconi’s long-wire antenna, whip antenna, dipole antenna, Active differential antenna, An
Earth dipole (to listen to the interior of the earth), Ferrite antenna etc. Use of OP-Amp based pre-amplifier circuit also
increased gradually depending on the amount of thermal noise created by amplifier circuit. Best op-amps in terms of
VLF receptions are OP27, AD777, OP07 etc (http://www.vlf.it/).

3 Topology of Some Existing ELF/VLF Receivers
ELF/VLF receiver systems includes real-time digitization of data and storage of the data for post analysis. With The
launch of the global positioning system (GPS/GNSS), real time accurate data acquisition has become possible during
the start of last decade [29]. Modern broadband VLF receiver (Figure 6) consists of a B-field or E-field probe/antenna,
Low noise amplifier (LNA), Analog to Digital Converter (ADC), an accurate time reference, a good quality more
than one-channel sound interface and a recording/processing unit (mostly a computer). Some modern ELF/VLF re-
ceiver uses Anti-Aliasing Filter (AAF) between LNA and ADC. As already discussed this LNA is most important for
ELF/VLF signal amplification and historically it is placed very closed to the detecting probe/antenna to avoid signal
attenuation due to cable resistance, rest of the parts shown in Figure 5 can be placed remotely from antenna i.e. in
indoor area [40]. Characteristics of some present day ELF/VLF receivers will be discussed here. Receivers like At-
mospheric Weather Educational System for Observation and Modeling of Electromagnetics (AWESOME), Automated
Geophysical Observatory VLF receiver (AGO-VLF receiver), UK Radio Astronomy Association-UKRAA VLF Re-
ceiver, Softpal, INSPIRE project, South Pacific Buoys (SPB-ELF/VLF Receiver) and many more are being designed
and deployed for scientific data acquisition during recent years.

Figure 6: Block diagram of a typical present day ELF-VLF receiver

3.1 PENGUIn AGO-VLF Receiver
In around 1990’s Stanford University launched an ELF/VLF receiver for combined recording of ELF/VLF broadband
and narrow band signals. The receiver was a part of Stanford University’s Polar Experiment Network for Geospace
Upper-atmosphere Investigations (PENGUIn) project which included eight Automated Geophysical Observatories
(AGOs) powered with wind generators and solar panels. The receiver used orthogonal loops(facing towards magnetic
N-S and E-W directions) of two 1.7 x 1.7 m2 square loop antennas(Figure 7) connected to dual-channel low-noise
pre-amplifier unit. AGO ELF/VLF receiver sensitivity was set to 1. 89 x 10−4 µVolts m−1 Hz−1/2 having limiting
boundary due to relatively small loop antenna deployed in each observatory. Two same frequency range (1-2 kHz)
of narrow-bands with two different antennas (N-S and E-W) were capable to record ‘hiss’ signals from two orthogo-
nal directions for post-processing. Also each receiver consist of a digital broadband snapshot system which captured
broadband data of 2s with bandwidth from 30 Hz to 10kHz in every 15 minute interval. Recording of narrow-band
data done by five channels referred to as ‘hiss’ filters (30Hz-1kHz, 1-2kHz E-W, 1-2kHz N-S, 2-4kHz). Two ad-
ditional narrow-band channels (30-40 kHz) were also tuned to record the signals of high power navigational VLF
transmitters [41, 42]. Sampling rate of AGO-VLF receiver was extremely low which gives reduced storage require-
ments so that the system can be operated long time keeping unattended and the system was communicated by Iridium
modem facility. The power consumption of AGO-VLF receiver was only ∼30 Watts, which allowed the system to be
run by on-board power package as mentioned above. Although having a requirement of low storage, but slow sam-
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pling rate gives less data quality to detect natural events. The natural events like lightning discharge, whistlers were
not recorded which takes place in a time scale of <1s.

Figure 7: Snapshot showing AGO-VLF antenna (left) and the map showing some of the observatory locations in Antarctica (right) as described
in Lessard M. R. et al., 2009 [42]

3.2 UKRAA VLF Receiver
The United Kingdom Radio Astronomy Association(UKRAA) is the commercial arm of the British Astronomy As-
sociation Radio Astronomy Group (BAA-RAG)(www.ukraa.com). The components of an UKRAA receiver includes
a loop sensor/antenna, antenna tuning unit, receiver, and measurement device. The receiver also has optional devices
like controller and signal generator for testing. For real time visualization this receiver has an ease to connect it with
external voltmeter, a data-logger software for charting and storage of data. The loop antenna designed for this system
is an multiturn loop of number of turns >100. The standard loop parameters like loop-dimension 0.4m, number of
turns 125 of 24 AWG wire, Inductance 125 mH, 17.1Ω resistance, Q-factor 50 and resonant frequency ∼ 50 kHz are
used for this system [43]. Like other B-field receivers, following Faraday’s law of electromagnetic induction, this
loop responses to the changing magnetic flux of ELF/VLF signals and for which an induced current appears across
each turn and total current is the addition of all the turns. This loop is attached to an antenna tuning unit where an
external capacitor is connected in parallel with the loop wire ends which is adjusted for resonance of the antenna. The
capacitance for tuning the loop consists of several fixed capacitors connected in parallel by switches and also there is a
variable capacitor to fine tune the loop to receive narrow band frequencies. The pre-amplifier(receiver) part is mainly
enabled for VLF reception (10-35 kHz) which requires power supply of 15-18 volt DC.

The pre-amplifier is a simple tunable audio-amplifier which includes some functional blocks like first radio fre-
quency(RF) amplifier, band-pass filter, second RF amplifier, detector and associated low-pass filter, and output buffers.
The RF amplifier at the first stage of the receiver where the tuned signal is injected first is consists of a junction field
effect transistor (J-FET) as an untuned cascade amplifier with∼1.5 voltage gain and the output from this stage is taken
out by a bipolar junction transistor (BJT). The cascode amplifier in this application has low voltage gain (approxi-
mately 1.5) but gain is not its only purpose. This arrangement in this stage of the receiver prevents antenna loading by
the bandpass filter capacitance multiplication effects. The 1 MΩ biasing resistor at the J-FET input adjusts the input
impedance of the receiver. Next stage is an 4-OPAmp band pass filter wich allows the desired band of VLF waves into
the 2nd RF amplifier. The detector consists of two biased diodes in an attempt to eliminate voltage drop in the output
circuit. An R-C filter is attached in the out of detector which helps to smooth the output when the signal is noisy or
when sudden ionospheric disturbances (SID) occurr. Two buffers at the final output delivers the signal to computer data
logger with constant voltage gain = 2 (for 0 to 5 V analog output). There is temperature sensor in the UKRAA VLF
receiver and provision to install a Maxim MAX186 low resolution 12-bit analog to digital converter. These provisions
allow the UKRAA receiver to be connected to a computer printer port to use computer as data logging device [40,44].

3.3 SuperSID VLF Receiver
The Stanford Solar center in collaboration with other institutes like American Association of Variable Star Observers
(AAVSO) has designed a basic level and robust, easy to use Sudden Ionospheric Disturbance (SID) VLF pre-amplifier
to especially monitor the space weather activity like Solar flares. It was nicknamed as SuperSID (previously SolarSID).
This was a project under the United Nation’s Basic space Science Initiative (UNBASSI)of International Heliophysical
Year (IHY-2007) programs. This is an op-amp based pre-amplifier circuit distributed worlwide freely by the Society
of Amateur Radio Astronomers (SARA) to obtain global VLF-SID data. Anyone having scientific background may
ask to obtain this built in pre-amplifier kit. To record VLF radio signals, this pre-amplifier is suggested to connect
with a multiple turn loop antenna (http://solar-center.stanford.edu/SID/sidmonitor/). A sound card with maximum 96
kHz sampling rate and a free automated data logger record the data with suitable resolution for which an user need a
dedicated computer with minimum configuration.
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Figure 8: Snapshots showing different parts of AWESOME ELF/VLF receiver. Upper photos are loops, LNA, GPS Antenna and line receiver
and lower panel shows typical ELF-VLF spectograph(obtained from Stanford Solar centre documentation [47]). Lower right black & white photo
showing assembled UKRAA VLF Receiver [40]

3.4 AWESOME
The Atmospheric Weather Educational System for Observation and Modeling of Electromagnetics (AWESOME) is
a ground based B-field broad band (300 Hz-50 kHz) ELF/VLF receiver consists of two orthogonal magnetic loops
(for East-West and North-South radio flux) of several turns with a very high sensitivity to weak signals constructed
and distributed by Stanford University [45]. It is a part of UNBASSI/International Heliophysical Year (IHY-2007)
programs. ELF/VLF radio flux induces current in the loops which is then amplified by a line receiver (LNA) whose
impedance is matched accurately with the loops. Both impedance and size of the antenna determines how much
sensitive will be the receiver. The LNA is separated by a long multi-wire cable, which carries the induced amplified
signal to the indoor line receiver (see Figure 8). This cable separates the antenna-LNA part from indoor part of the
system to avoid ELF/VLF interference from high power lines, generators, and any other sources. The signal processing
(includes digitization and filtration) is done by the line receiver and delivers the signal into a computer and a custom
software controls the sampling rate and clock synchronization [46].

The direct Analog to digital conversion topology is followed by this receiver. In this case they used National
Instruments Data Acquisition, or NI-DAQ, Card in the computer with sampling rate of 16 bit-100 kHz. The impedance
matching between LNA and antennas are attained at nominal 1Ω, 1mH impedance, which is a standard used in most
ELF/VLF B-field receivers [47]. The software part that the AWESOME uses is called VLF DAQ, which have facility
of both broadband and narrow-band recordings. This software was written for windows operating system. It can
accumulate huge data like 1.5 GB in one hour and readily can transfer them to external memory or in some online
storage [46, 47]. With so many facilities this receiver has a basic limitation regarding power consumption. Overall
after deployment it required power 60 Watt to 200 Watt for which AC main signal is necessary for uninterrupted data
acquisition. That means deploying this receiver is much difficult in very remote location like islands or antarctic region
or in the hill areas where stable and high required power supply is not possible. Another problem is that if AC main is
essential then there will be so much local hum noise around the receiver.

3.5 HAARP and SPB-ELF/VLF Receiver
HAARP stands for ”The High Frequency Active Auroral Research Program”, was a high frequency heating facility
in Gakona, Alaska for studying the ionosphere. Te U.S. Air Force and U.S. Navy proposed the HAARP project in
early 1990s, and the Air Force began construction in 1993. There are 180 crossed 10kW radiating elements which
gave effective radiation power 300MW-3GW in the HF frequency band 2.75-10 MHz. It was developed for genera-
tion of ELF/VLF radio signal through ionospheric heating process. The ELF/VLF signal generated by these process
was detected at 700km to 4400km was used to diagnose the auroral electrojet direction [48]. Received ELF/VLF
signals at geomagnetic conjugate region which was injected in space were also useful to probe magnetospheric events.
The HAARP generated ELF/VLF signal was used to investigate ionospheric D-region properties [49–51]. A paral-
lel research platform called the South Pacific Buoys were deployed in March, 2007 specifically to receive ELF/VLF
radio signal at the geomagnetic conjugate point, generated due to HF-heating of ionosphere during the HARRP pro-
gram. SPB receivers on the buoys were mainly deployed to study the one hop, two hop propagation characteristics of
ELF/VLF radio signals. The buoy receivers were capable to record both the ELF/VLF broadband and narrow band sig-
nals, having receiving probes like 6ft square vertical and 5.5 foot circular horizontal antennas providing measurement
of magnetic field along three directions. The block diagram of the system is shown in Figure 9b. Like the AWESOME
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receiver, the LNA device here acts in a similar way. Due to less area on the buoys the electronic parts of the receivers
were attached with the antennas into a magnetic shielding (nickel-iron alloy) to avoid system generated noise. Dig-
itization procedure of the received VLF signals was similar to the AWESOME i.e. 16-bit resolution with 100 kHz
sampling rate. To make uninterrupted signal recordings, this receiving system was powered by solar panels to supply
atleast 15 watt power continuously. Although the system was constructed to operate in severe weather but failed to do
so in Antarctic region during half of the year without sunlight. To ensure operation the system was supplied heavy lead
acid batteries but still there were problem, the below freezing point and also the battery banks were problematically
heavy [52, 53].

Figure 9: Block diagram showing different sections of (a) INSPIRE VLF-3 (https://theinspireproject.org/default.asp?contentID=3) and (b)
HAARP-SPB-ELF/VLF receiver as described in Klein, 2010 [53]

3.6 IN-SPIRE VLF-3 Radio Receivers
The Interactive NASA Space Physics Ionosphere Radio Experiments (INSPIRE) Project was launched in 1989 with
some primary stage VLF Receivers to distribute among students internationally to do ionospheric radio observations.
The most upgraded VLF receivers of this project is the VLF-3 after its predecessors, RS-4 and VLF-2 receivers. VLF-
2 and RS-4 were the standard receivers used by this group over a decade and in late 2006 the upgraded version was
launched to provide a low cost value for distribution among students, simple and readily useful design and a short size
E-field vertical probe to pick up natural radio waves. This ELF/VLF receiver was designed mainly for reception of
whistler signals having electric field strength between 5µV/M to 4 mV/M, generated in mid-latitude regions. To record
those signals using 1-3 meter whip good quality amplifier was required. Block diagram of INSPIRE VLF-3 receiver
is shown in Figure 9a where we can see that the signals first injected in an antenna circuit, which consists of a passive
circuit of inductor, capacitors, and resistances which is followed by the Input stage. In this stage the signal is amplified
by field effect transistor (FET, converting very high antenna-impedance to a lower value. For the frequency under
consideration (300 Hz to 20 kHz), E-Field probe has impedance as high as 30-800 MΩ. FET circuit in the input stage
converts the high impedance to as low as 100-Ohm with 3dB signal gain. In the 3rd stage this receiver uses a low-pass
filter which is then coupled with the first audio amplifier consists of 2N2222A transistor which supplies a 10 dB signal
gain. The 4th stage is another audio amplifier comprise of two LM358 Op-Amps, first one gives an output signal with
another 15 dB amplification but the second LM358 is basically a unity gain low-pass filter with a flat response in the
above mentioned frequency band. Last part is another audio amplifier where a LM386 IC, coupled with preceding
sections by resistors and capacitors, have been used for acquiring variable amplification facility to drive a recorder or
headphone/speaker. Power supply part is maintained by 9V battery foe portable mobile use [54, 55].

3.7 Software Defined VLF Receivers
3.7.1 Softpal ELF/VLF Receiver

The Software Phase and Amplitude Logger (SoftPAL) is a software based radio receiver dedicated for the absolute
phase and amplitude measurement of the VLF navigational transmitter signal up to 45 kHz. Very tiny phase and
amplitude variations can be recorded by SoftPAL receiver on time scales from tens of milliseconds. A simple whip
antenna of about 1.5 m long gives high gain in the MSK (Minimum Shift Keying) band (20-25 kHz) when isolated
from AC power line noises. Antenna connection to this receiver is of almost pure capacitance of 10-20 pF with
respect to ground. Incident static charges on the capacitive antenna is drained off readily by through 10MΩ resistor
of pre-amplifier in < 1s. Very high voltage ∼ ±1000V forms the lightning pulses around few hunderd meters away
from antenna can be clipped to ∼ ±10V (http://www.lfsoftpal.com/) [56]. SoftPAL receiver with 2-bit demodulation

8

153



algorithm is the modern version of AbsPAL and OmniPAL systems where custom built DSP cards are used during
the time when PCs had very slow speed. SoftPAL receiver gives a real time (GPS locked) display of broadband VLF
spectrum and analysis of narrow-band data with the Labchart software data logger in Windows OS. The SoftPAL
ELF/VLF receiver uses sigma-delta ADCs and a high quality digital signal processing device, and measures the time
of a GPS 1 PPS signal with respect to the ADC clock at an accuracy of a few nano-seconds once in every second which
is being used to phase-lock a software frequency synthesizer to the GPS PPS. GM-44UB is the GPS receiver with very
less timing error (∼ 25ns) is considered for SoftPAL with thermally insulated sound card crystal. Input signal from
several antennas can be recorded in this receiver depending on the number of channels in the sound card, for example,
a 4 input-channel sound card records signals from 3 antennas where one input is dedicated for GPS PPS signal [57].

Figure 10: Block diagram showing parts of Ultramsk receiver, where N is the number of input channels. Similar figure will be for SoftPAL
receiver but runs in windows OS (https://www.ultramsk.com/).

3.7.2 Ultramsk VLF Radio Receiver

Very similar kind to SoftPAL, the UltraMSK is also a software defined MSK VLF receiver but runs on linux operating
system. This software based receiver has been developed by Dr. James Brundell, University of Otago, New Zealand.
Here user can simultaneously measure and record the phase and amplitude of the MSK (Minimum Shift Key) mod-
ulated signals between 10-50 kHz frequency from several VLF and LF transmitters with the narrow band of 200 Hz
around the main signal. VLF antenna of both E- field and B-field can be used to catch VLF navigational signals. A
sophisticated N-channel sound card is a must essential to inject all the VLF signal and one GPS 1PPS time signal. The
block diagram of Ultrmsk VLF receiver is shown in Figure 10. The software packages used in the Ultramsk receiver
to record and plot the VLF amplitude and phase follows the VLF Software Receiver Toolkit (http://abelian.org/vlfrx-
tools/notes.html). Mini computer board like Raspberry Pi is also suitable for this receiver. UltraMSK makes use of
standard audio sound cards for data acquisition which requires a sound card with enough input channels to connect
each of VLF antenna signals plus one additional channel to input the GPS 1 PPS signal. Thus for a single vertical
electric field antenna, a standard 2 input channel sound card would be enough. For a setup with orthogonal VLF loop
antennas, a multichannel card would be required. The sound card must be capable of sampling at either 48 kHz or 96
kHz and must use sigma-delta analog to digital converters(https://www.ultramsk.com/requirements/).

3.8 Other ELF/VLF Radio Receivers
Apart from the above discussed ELF/VLF receivers, there are many designs that have been published in recent times.
An Indonesia based group of researchers have developed a high sensitive monolithic Op-Amp driven VLF amplifier
in 2015. This receiver was designed only to receive VLF signals within 10-30 kHz with very high sensitivity which is
required for long distance weak signals. It was designed to deliver its output to computer external/internal sound card
to record the VLF data for post analysis. The measured sensitivity was linear upto -12 dBm (decible per miliwatt) and
quadratic above -12 dBm signal level [58]. Tan and Ghanbari, 2016 designed a VLF receiver for reception of 1-20 kHz
band which was a successor of their previous design. They have used two orthogonal loop as a VLF probe for N-S
and E-W reception. For signal digitization, a two channel sound card was attached with this receiver and for logging
phase and amplitude they have used Ultramsk software tools. The time-stamp was calibrated and synchronized with
GPS 1PPS time signal [59].

Similarly, there is an increased interest in recent decades to study the techniques employed in Schumann Res-
onance(SR) experimental detection. Specialized sensors are necessary to improve signal to noise ratio in ELF-SR
frequencies to have a good reception. A 10-30 Hz SR reception was successfully done for earthquake study by a Japan
based research team during Chi-Chi earthquake in Taiwan in 1999. They have used perm alloy of 1.2 m long with
copper wire of 100,000 turns in a highly sensitive ELF-preamplifier, low-pass filter of 10 and 30 Hz and an output
amplifier. Group of researchers from different countries like China, Italy, Poland, Mexico have followed the similar
kind of method to receive SR and other ELF signals upto 300 Hz during the last decade [60–64]. Votis et al, 2018,
a Greek research group, have designed a portable ELF amplifier to receive and monitor SR (Figure 11). Six filtering
circuit and amplification blocks were followed after a long induction coil. The self resonance frequency was 480 Hz,
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with a low noise input signal stage and a good gain ∼95dB given a satisfactory result of reception of sixth harmonic
of SRs [65]. Researchers from Wuhan University have also developed a ground based ELF/VLF digital receiver in
recent time including magnetic loop antenna design, low-noise analog front-end and digital receiver for data sampling
and transmission. The structure adopted in this receiver includes analog front end which gives good common-mode
rejection to remove unwanted interference. Further, a field programmable gate array (FPGA) device and Universal
Serial Bus (USB) architecture with real time synchronization facility have been added to this receiver [66].

Figure 11: ELF-SR receiver. Circuit diagram (Upper) and induction coil (lower) are designed by Votis et al., 2018 [65]

4 Some Research with Ground-Based Observation through ELF/VLF Sig-
nals

One of the oldest ELF/VLF radio propagation experiment was done on transient radiation of electromagnetic signal
from lightning discharges, presently known as radio-atmospherics or sferics. The vertical electric field of these signals
can be as large as 1 V/m at∼1000 km [67]. During 1950-1970s, several studies have been carried out for investigation
of different types of sferics and their propagation characteristics through the earth-ionosphere wave-guide. For better
determination of propagation pattern, research have been carried out in different ways to obtain photos of amplitude
spectrum of sferics. By obtaining FFT of those digital photos and using narrow-band filtering process, efforts were
delivered to obtain amplitude spectrum and as well as the propagation pattern of sferics pulses. The attenuation
constant of the earth-ionosphere waveguide for ELF/VLF sferics propagation for the frequency band 100 Hz-12.5
kHz was calculated by Chapman and Macario, 1956 [68]. Mainly two types of sferics were detected using ELF/VLF
reception technique one is slow tail and another is tweek. Effective height change of the ionosphere during solar
eclipse and wave guide theory were also implemented to model tweeks-propagation through EIWG [69–73]. With
the development of computer technology many studies have been done to diagnose the D-region ionosphere from
sferics propagation originated from single flash or multiple flash lightning discharge events. A robust computer code
called the Long Wave Propagation Capability(LWPC) was programmed to solve the sub-ionospheric VLF navigational
signal propagation problems for the Naval Oceans Systems Center(NOSC) [74]. Using the ELF/VLF receiver data,
Inan et al. 1993, concluded about the ionospheric heating due to lightning sferics. Cummer 1997 investigated the
sprite discharges from lightning and measured change in vertical charge moment using quasi-electrostatic heating
model [75, 76]. Holographic Array for Ionospheric Lightning (HAIL) was an VLF remote sensing setup to monitor
ionospheric changes due to lightning discharges, covering mostly the North America. Experiments in estimation of
lightning-induced electron precipitation (LEP) were done using ELF/VLF experiments in early 21st century. Clilverd
et al. 2002 estimated a (600 x 1500)km area of precipitation region using multiple VLF receivers on the Antarctic
peninsula [77]. Extended studies on the LEP event statistics were carried out in Stanford University using HAIL
data regarding the onset delays, pole ward propagation tendency, and duration of the events similar to non-ducted
whistlers [78]. In another study, Clilverd et al. were able to quantify the relation between sub-ionospheric VLF
signal perturbation with the electron precipitation flux due to lightning event [79]. Early VLF events which coincides
lightning stroke time were also studied using ELF/VLF technique and the experimental results showed that the VLF
signal get perturbed upto 6dB [75]. Observation of lightning-sprites were made in 2003 when many sprites were
observed above thunderstorms in central France. A sensitive camera and VLF radio signal of HWU received from
Crete were used in this study [80]. The day time early VLF events were also studied from Suva, Fiji for the first time
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with the received signals of NWC(19.8 kHz) and NPM (21.4 kHz) by Kumar et al., 2008 and from the same receiving
station Kumar and Kumar, 2013 have studied forward and backward scattering of day time early VLF events with the
help of NWC, NPM, VTX and NLK [81, 82].

Singh et al, 2010 installed a network of modern AWESOME ELF/VLF receivers under International Heliophysical
Year 2007/United Nations Basic space Science Initiative (UNBASSI) program to study space weather and geophysical
phenomena like Solar flares, lightning induced whistlers, LEPs, cosmic gamma ray flares, geomagnetic storm and their
effects on D-region ionosphere [83]. Study of the effects induced in the ionosphere by several natural disturbances
like solar flares, Gamma ray bursts, earthquakes, geomagnetic storms, cyclonic activity etc. have been carried out in
recent decades using ELF/VLF (mostly VLF) with high-end or low cost receiving systems [84–90]. VLF navigational
signal evolves as a very authentic tool to probe the ionospheric D-region during solar flares. McRae and Thomson,
2004 stated that the solar flare influence can make changes in D-region as a change in electron density height profile
and these variations in the D-region can also be studied by VLF signal phase changes during a solar flare [91–93]. The
electron-ion recombination effects in ionosphere and time delay in VLF signal response during solar flares were also
calculated in terms of sub-ionospheric VLF navigational signal perturbation [94, 95].

Figure 12: An example of VLF amplitude and phase disturbances during solar eclipse that detected by ultrmask receiver (Rozhnoi et. al.,
2020) [96]

.

The solar eclipse, a Sun-Moon-Earth phenomena can produce a night-time situation during course of an eclipse-
day and VLF signal propagation can be effected as well. The ionospheric D-region electron-ion modifications can
be diagnosed by VLF signal in terms of their amplitude and phase variations during different types of solar eclipses.
Starting from Bacewell 1952, many researcher have used this technique to study solar eclipse circumstances at sub-
ionospheric height which is not possible by satellites [96–103]. A significant observation of amplitude and phase
disturbance is obtained from Rozhnoi et. al., 2020 and shown in Figure 12. Apart from solar phenomena extra
terrestrial radio emissions were also detected as evident from Mondal et al., 2012, for which they used Gyrator-II type
VLF receiver to detect and study the Soft Gamma Repeater (SGR-J1550-5418) in 2009, using the VTX (18.2 kHz)
communication signal from, Vijaynarayanam, India [89].

Hurricane/Typhoons or tropical cyclones are another class of natural activities that have been studied using ELF/VLF
propagation techniques in recent times. Most recently Pal et. al., 2020 observed significant VLF signal amplitude dis-
turbance during Severe cyclone ’Fani’ during May, 2019 [107] is presented in Figure 13. Especially, the Atmospheric
Gravity waves (AGW) generated in the troposphere during this events are believed to travel up to ionospheric height
were detected and analyzed by fixed location VLF recordings. Research group from Suva, Fiji, studied 4 VLF trans-
mitter signals having call signs NPM (21.4 kHz), NLK (24.8 kHz), NAA (24.0 kHz) and JJI (22.2 kHz) recorded
at Suva, Fiji to study the AGWs generated by Tropical cyclone Evan in the December, 2012, using SoftPal VLF re-
ceiver [104]. With 41 Tropical cyclones and 27 Tropical depressions, a statistical correlation study was conducted
using NAA VLF military transmitter signal amplitude received received from Belgrade (Serbia) [105]. Wavelet anal-
ysis was implemented to extract wave period of AGWs generated by the above mentioned atmospheric events and
correlations between cyclone parameters and VLF amplitude fluctuation were also evident as well [106, 107]. Using
VLF amplitude data of two fixed location VLF receiver(Coocbehar and Kolkata) spatial dimension of ionospheric dis-
turbance was calculated by Das et al., 2021, during Extremely severe cyclonic storm Fani (May, 2019) [108]. Later
they also showed the first time, the shifting of VLF terminator time minima of VTX and NWC signals received from
CoochBehar during the Super Cyclonic Storm Amphan during May 2020 [109]. Analysis of responses of VLF sferics
at discrete frequencies (4.1 kHz, 7.1 kHz and 9.1 kHz) generated by lightning discharges during the cyclones Fani and
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Amphan were also done recently using two VLF receiver [110].

Figure 13: Another example of VTX(18.2 kHz) amplitude disturbances during Extremely Severe Cyclonic Storm Fani, over Bay of Bengal during
May, 2019, received from Kolkata, India by Near Earth Space and atmospheric observatory-NESAO-ELF/VLF receiver. (Pal et. al., 2020) [107]

.

Probing geomagnetic storms by VLF technique evolved as useful starting from the study of Kikuchi, 1981 when
Omega VLF transmitter signals were analyzed to estimate precipitating electrons due to mid-latitude geomagnetic
storms. VLF signal amplitude and phase perturbations also helped to understand traveling ionospheric disturbances
from high latitude to mid-latitude. In few cases, ELF signals were also used to understand geomagnetic storm charac-
teristics. Low latitude ionospheric effects induced by geomagnetic storm is expected to be feeble but prominent effects
were reported by a study where NWC signal received by inverted L shaped VLF antenna with suitable pre-amplifier
from Agartala, India used as key diagnostic tool [111–114]. ELF/VLF signals were significantly used to study pre-
seismic or simply seismic effects on the lower ionospheric boundary. Although complex but ELF/VLF method have
given some promising results. During last two decades, many studies have been done to show correlation between
ELF/VLF signal perturbation and occurrence of the earthquakes. ELF receivers were also used to monitor seismic ra-
dio emissions with the parallel VLF observations in some experiments [115–117]. Hayakawa and Molchanove, 2000
studied Earthquake effect on ionosphere in terms of deviation of sunrise and sunset minima-times of VLF diurnal
pattern. In a very recent study, researchers have used VLF signal amplitude of VTX signal to estimate ∼20% electron
density variation for an earthquake very near to receiving station [118, 119].

5 Summary
In this short review, we have presented ELF/VLF reception techniques from the past and present. Since IHY-1957
or before, naturally or technically generated electromagnetic radiations in 3 Hz - 30 kHz frequency band are being
recorded by huge number of ground based stations. We have given our focus mainly on the ground based observation
techniques to receive the ELF/VLF signal from different sources. There were large number of ELF/VLF observatories
in middle and high latitude region at the starting of this science. Later, low and subtropical observations were also
carried out with significant results. Reception of ELF/VLF signal through a proper receiver indicates a system with
good and stable Signal to noise ratio. Propagation to large distances and strong interactions with D-region ionosphere
makes the ELF/VLF radio signals a very strong and unique tool for diagnosing the variability of ionosphere influenced
by different natural activities like space weather phenomena, solar eclipse, extra-terrestrial emissions, earthquakes, ge-
omagnetic storms, and lithosphere-upper atmosphere coupling during cyclonic activities, lightning thunderstorms etc.
Construction of ELF/VLF pre-amplifier from the very early time to modern days have been discussed. With time, the
pre-amplifier/receiver becomes as modern as available nowadays. Use of tube diode/triode etc. for amplification of the
radio signal, DAQ card for recording/storage, and loop/Marconi wire antenna (probe) have been there for long time.
From 1980’s, the designs of receiving system adopted the us of Operational amplifier for amplification and filtering
to avoid unwanted noise. Use of sophisticated sound card for the computer and automated data acquisition were also
included later. Stanford Solar center played a great role in developing and deploying modern type ELF/VLF receivers
like AWESOME, SuperSID. The Ultramsk and Softpal software based receivers triggered the automated reception
technique a lot. A huge number of experiments have been done with the received signals. Detection of ELF/VLF
signals requires a probing element equivalent to antenna. Several types of antenna for electric or magnetic field re-
ception have been used. Portable systems generally give preferences of the use of Ferrite rod or small loop antenna
to trap those signals. For fixed location observatories, large loop or long whip is more suitable. Experimental results
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in probing the ionosphere are becoming more reliable with the developments of these reception techniques. Low cost
and scientifically correct receiving systems are now more achievable. In recent times, the study of ELF/VLF signal
propagation both natural lightning generated radio-atmospherics and transmitter signals, led to the greater understand-
ing of various geophysical events. Correlations between impacts of geophysical events and disturbances in ELF/VLF
signals helped to interpret the mechanisms of generation of AGWs, traveling ionospheric disturbances, interaction of
lithosphere/troposphere to ionosphere, lightning discharges etc.
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Abstract 
Mesoscale convective systems in the troposphere such as tropical cyclones that form over warm Ocean in tropical 
regions consisting of large-scale rotating cloud mass, have an exemplary impact on the upper atmosphere including 
the ionosphere. Interactions of the troposphere with the ionosphere during tropical cyclones using numerous 
multidisciplinary methods have now become an emerging subject of interest to the scientific community in recent 
years. In this article, we present a short review on the ionospheric effects of cyclonic storms as observed by various 
experimental techniques. We also review the proposed theoretical mechanisms responsible for linking the 
tropospheric cyclones to the upper atmosphere. Further, in this context, we highlight the possibilities of forecasting 
the cyclonic storms using ionospheric observations.    

Keywords: Cyclonic Storms; Ionosphere; Atmospheric Gravity Waves; VLF/LF waves; Atmosphere-Ionosphere 
Coupling; 

1. Introduction
Tropical Cyclones (TCs) are one of the most devastating natural disasters with respect to loss of lives and economic 
damages. Over the past few years, there has been a strong increase not only in the frequency but also in the intensity of 
TCs over the North Indian Ocean. All TCs have a low pressure center, known as eye, with rapid rotating wind-storm and 
clouds spiraling towards the eye-wall. The wind is normally calm and without clouds. A typical TC has a diameter of 
200-500 km and can extend up to ~1000 km (World Meteorological Organization - WMO). TCs are mainly tropical or
subtropical phenomena over sea-water with convection and wind circulation in counter-clockwise (Northern hemisphere)
or clockwise (southern hemisphere) direction (WMO). This weather phenomenon has been termed in several ways by the
WMO, depending on its locationand strength. TCs taking place in the Caribbean Sea, the Gulf of Mexico, the North
Atlantic Ocean, and the eastern and central North Pacific Ocean are called Hurricane. In the western North Pacific and
south-eastern Asia this event is termed as Typhoon, and in the Bay of Bengal and Arabian Sea it is known as cyclone.
‘Severe tropical cyclone’ and ‘tropical cyclone’ are the terms used in western South Pacific, southeast Indian Ocean and
southwest Indian Ocean. Different stages of cyclonic storm are categorized in several classes. In Arabian Sea and Bay of
Bengal the cyclonic storm is classified by the Indian Meteorological Department (IMD) from lowest phase depression (D)
to maximum phase Super Cyclonic Storm (SuCS). This classification in Indian subcontinent has been done on the basis
of maximum sustained wind speed (v in km/h) and the pressure drop (p in hPa) in the center of low pressure or in the eye
of the cyclonic storm. The classification is as follows: low-pressure area (v~32 km/h, p~1.0 hPa), depression (v~32–50
km/h, p~1.0–3.0 hPa), deep depression (v~51–59 km/h, p~3.0–4.5 hPa), cyclonic storm (v~60–90 km/h, p~4.5–8.5 hPa),
severe cyclonic storm (v~90–119 km/h, p~8.5–15.5 hPa), very severe cyclonic storm (v~119–165 km/h, p~15.5–39.5
hPa), extremely severe cyclonic storm (v~166–220 km/h, p~40–65.5 hPa) and super cyclonic storm (v >220 km/h, p >
65.5 hPa) [1].

Forecasting the formation, intensity change, and track of the TCs as well as understanding the physical processes 
affecting the intensity of TCs are of great concern in the field of meteorology and atmospheric science. Generally, it is 
believed that TCs are likely to form over warm Ocean when sea-surface temperature is above 26.5°C in association with 
low level tropical disturbances such as easterly waves or tropical cloud cluster [2]. Although various external and internal 
factors such as monsoon circulations, intraseasonal oscillations, the intertropical convergence zone, organization of 
convection, tropospheric moisture, vertical wind shear, sea surface temperature play important role in the formation of 
TCs [3]. Life span of TCs can be of few days to weeks and generally dissipate as it proceeds over the land orcooler sea 
water surface. The effects of TCs are not limited to the surface but also reached out to the stratosphere, mesosphere to 
ionosphere. In this report, we concentrate on the effects of TCs in the ionosphere which is the partially ionized layer of 
the upper atmosphere extending from 60km to ~1000 km. The ionpsphere is mainly divided into three regions, namely 
the D-region (60-90 km), the E-region (90-150 km) and the F-region (from 150 km to more than 500 km).  All of these 
regions show variability in the time scale ranging from seconds, hour, and day, seasonal, annual to solar cycle response. 
Electron-ion distributions of the ionospheric regions are not only depends on the ionizing sources from above such as 
Cosmic Rays, solar UV and X-ray, high energy gamma rays but also on the various effects connected to underlying 
atmospheric layers such as TCs. 
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The first report about weather-ionosphere relationship was summarized by Mitra in 1952 [4] but was not enough 
conclusive. Bauer 1957, for the first time, investigated a possible relationship between virtual height and critical 
frequency of the ionosphere F2-layer with a frontal passage of air mass in the lower atmospheric layer through statistical 
analysis which is well supported by the hypothesis given by Martyn, 1950 and also consistent with the troposphere-
ionosphere dynamic coupling as per the theory of atmospheric oscillation [5-7]. Further, in the next work, he analyzed the 
ionospheric perturbation due to four hurricanes namely Hazel (1954), Connie, Diane and Ione (1955) having tracks with 
closest approach to monitoring station at Washington D.C. using critical frequency and virtual height data in 1958. There 
were significant deviations in critical frequency and virtual height value in the post hurricane phase or during the peak 
hurricane phase. In the absence of any otherionospheric or extraterrestrial events the study was well suggestive of the 
changes due to divergent field of tropospheric pressure system [8]. These early studies opened a new path in the field of 
atmosphere-ionosphere connection and is now emerged as a new topic in research community during the past few 
decades. Recently, there has been much interest on quantifying the ionospheric effects of cyclonic storms using high 
resolution data and finding relationship with various atmospheric parameters so as to use the ionospheric observation 
techniques for now-casting of cyclonic storms. This article briefly reviews recent findings on ionospheric effects of 
cyclonic storms and the various hypotheses linking the tropospheric phenomenon with the ionospheric effects.  

2. Effects on the F-Region Ionosphere
Detecting the upper ionospheric response due to the cyclonic effect is one of the most intriguing investigations in the 
ionospheric study. Several investigations showed very weak effects of TCs on the upper ionosphere. Space weather 
events such as solar flares, geomagnetic storms dominate over the meteorological event generated disturbances in the 
ionospheric heights. The F-region ionospheric variability mainly arises from the TIDs generated during cyclone from the 
sources at tropospheric level at the cyclone formation region. These TIDs are wave-like oscillations with periods few 
minutes to hour. Baker and Davies, 1969 obtained the time period of TC generated TIDs about 2-5 minutes. In other 
studies like Hung and Kuo, 1978 obtained time period of TIDs as about 20-90 minutes; Huang et al., 1985 obtained it as 
13-14 minutes, and Xiao et al., 2007 calculated the time period of TIDs as about 20 minutes [9-12]. Although the results 
of Hung and Kuo, 1978 were not statistically significant i.e., they detected F-region variability only for two Typhoons out 
of twelve during 1982-1983 [9]. On the other hand, Xiao et al. 2007, showed the F-region irregularities due to TIDs for 
22 typhoons out of 24 samples [11] for the time period of 1987-1992.  

Figure 1. Left panel represents the three ion drift velocity components; zonal (magnetic east), meridional (magnetic north), and anti-parallel direction at 
367 km height. Large fluctuations have been observed in all three components during the ‘Odette’. Temperature profile taken within the storm path by 
CHAMP satellite (solid line) and MSIS-90 (dashed line) are presented, as described in Bishop et al., 2006 [13].   

Bishop et. al., 2006 studied the ionospheric irregularities associated with the tropical storm ‘Odette’ by analyzing data of 
incoherent scatter radar, ionosonde and a satellite based GPS receiver [13]. They found existence of wave-like plasma 
drift-component variation with higher velocity (period ~90 min) at a height of ~367 km in the F-region (shown in Figure 
1). Another interesting result was obtained with temperature profile from the GPS radio occultation observation by the 
CHAMP satellite near the storm. The temperature profile when compared with the MSIS-90 temperature profile revealed 
much colder tropopause at higher height in addition to tropopause fold as shown in Figure 1 [13]. The double tropopause 
or tropopause folds indicate dynamical coupling between the troposphere and stratosphere associated with cyclones 
which was reported by the works of Uccellini et al., 1985 [14]. 

Ground-based GPS receivers able to monitor total electron content (TEC) of the ionosphere have also been used to study 
the characteristic of ionospheric response due to cyclones. Using GPS TEC data, Bondur et al., 2008 reported a sharp 
enhancement of electron density in the F-layer over the hurricane Katrina during its maximum phase and they 
hypothesized penetration of electric field, generated by the hurricane, into the ionosphere as the main cause of F-region 
disturbances [15]. At the same time, Afraimovich et al., 2008 reported that geomagnetic disturbances can generate 

165



ionospheric variation of higher amplitude and consequently may suppress the detection of ionospheric response due to 
TCs if occur in the same period. Thus a quiet geophysical condition is favorable for detection of F-region ionospheric 
response using GPS TEC [16]. Effects of TCs on the F-region ionosphere are not instantaneous like solar flares or solar 
eclipses rather the effects are very specific, like the ionospheric f0F2 value increases with the increase in TC intensity and 
maximum is occurred when TC makes landfall. Shen, 1982 and Liu et al., 2006 indicated a decrease of ionospheric 
parameters like electron concentration, TEC, and f0F2 immediately after the post-landfall days [17]. In the post-landfall 
period of TC, there may be a protracted decrease in f0F2 value. Using 50 GPS TEC stations, an increase of 5 units of TEC 
value with respect to the mean was observed in the pre-landfall day and 1 unit of TEC increment in the post landfall day 
for the typhoon Matsa [18]. Thus the tendency of the F-region ionosphere can be generalized as an enhancement of 
ionospheric parameters with the TC life cycle, maximum values around landfall day, and decrease in post-landfall period 
[8]. Sharp decrease in ionospheric vertical TEC value obtained along the TC path during post-landfall period of TCs can 
be explained in several ways. Presence of AGWs in ionospheric boundary is taken as a common phenomenon during the 
landfall of TC/hurricane/typhoons [19]. During the TC, injection of up stream of neutral particles from TC redistributes 
the neutral gas particles of troposphere in horizontal direction as well as there are also upward forcing of those particles 
up to the ionosphere. Belyaev et al., 2015 proposed that the vertical submerged jet in the lower ionosphere injects 
particles into the upper ionosphere with different directional speed from the injection height responsible for unusual 
electron density variation over the TC [20].   

For the first time over Indian sector, Guha et al., 2016, studied the F-region ionospheric response using GPS TEC 
data during the TCs Mahasen (2013) and Hudhud (2014). Sharp reduction of 3.8 TEC and 2.1 TEC units with respect to 
the monthly mean background TEC were observed for TCs Mahasen and Hudhud respectively on the day of landfall. 
They have also found vertical TEC reduction of 1.5, 1.9, and 2.1 units for three different GPS receivers associated with 
the TC Vongfong over Japan. Authors proposed combined effects of TC induced AGWs, ejection of neutral gas particles 
from TC, and TC associated lightning induced electric field responsible for anomalous changes in the ionospheric TEC 
[21]. Dube et al. 2020, also reported the F-region ionospheric disturbances over Indian sector due to Very Severe 
Cyclonic Storm ‘Phailin’ of October, 2013. GPS-TEC data obtained from 7 GPS receiver located at the adjacent areas of 
cyclone track and lightning data from Global Lightning detection360 network were used in this study [22]. Instead of 
decrease in TEC values like Guha et al. 2016, they showed increase in TEC values resulting enhanced variation in the 
differential TEC values on the cyclone days. This increase or decrease in ionospheric TEC values associated with 
different TCs actually supports the mechanism of AGW propagation in the ionospheric heights from their origin in the 
troposphere. In general, the low-pressure convective zone associated with a TC in the troposphere generates non-
stationary AGWs in a broad-spectrum range.  From classical point of view, the coriolis force, pressure gradient force or 
the gravity force often influence the atmosphere during TCs in such a way that atmospheric particles lose their 
equilibrium. The gravity force arises as the restoring force to bring back the particles to equilibrium, which results as the 
evolution of non-stationary AGWs with wavelength 1-6 km in vertical direction, and 10-1000 km along horizontal 
direction [23]. Some of these waves may dissipate in the upper mesosphere and lower ionosphere regions affecting the 
atmospheric circulation at those altitudes. Breaking of AGWs in the ionospheric heights also contributes to the 
modulation of atmospheric densities [24]. Under favorable conditions, the AGWs into the ionospheric heights may also 
convert into the TIDs [25-27].  

3. Effects on the Lower Ionosphere
Effects of TCs are not limited to the ionospheric F-region, but a considerable amount of research also shows the effects in 
the lower ionosphere, namely the E- and D-regions. Large numbers of AGWs that propagate upward break into the lower 
ionosphere and create turbulence in the region by depositing energy and momentum. Observable TIDs can be produced 
from the the turbulence in the ionosphere during passage of TCs as reported in many studies. Existence of meteorological 
storm induced ionospheric disturbances in the E-layer was reported by Olga et al. 2020 in which the observations were 
focused on the sporadic ES-layer. Significant variation of ES-layer critical frequency was observed in the vicinity of the 
storm tracks. Propagation of acoustic gravity waves generated due to convective vortex structure of storms was 
considered as the cause for the reduction of E-layer critical frequency well below the threshold sensitivity of the 
ionosonde [28]. Few case studies described that creation of ES- layer and F-region disturbance coincides with same 
periodicity [29-31]. Apart from the Es-layer irregularity, in-homogeneity of horizontal winds, anomalous variation of E-
layer critical frequency and recombination process in the upper mesosphere-lower thermosphere region are also described 
in connection to TCs [32-35].   

The D-region (60-90 km) just below the E-region is also expected to response during the TCs. For example, 
Perevolva et. al., 2009 showed perturbation of electron concentration of both the D and E-region of ionosphere due to 
underlying activity of TCs [36]. Among few direct and indirect methods, Very low frequency (3-30 kHz-VLF)/Low 
frequency (30-300 kHz-LF) electromagnetic radio wave remote sensing technique has been evolved as the most 
convincing and suitable one to study the D-region ionosphere. Using ground based VLF/LF radio receiver one can easily 
and uninterruptedly monitor amplitude and phase of VLF/LF signals transmitted by man-made communication 
transmitters or lightning strikes. VLF/LF radio signals propagate long distances with minimum attenuation [37] through 
multiple reflections between the conducting medium formed between the lower boundary of ionosphere and the surface 
of earth and can be received by suitable receiver [38]. This technique has long been used scientifically since 1950’s 
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Heliophysical Year and revealed so many significant facts about lower ionospheric changes during several geophysical 
processes like space weather activities, solar eclipses, lightning perturbations, earthquakes, Gamma ray bursts, Tropical 
Cyclones, etc [39-42].  

Existence of AGWs in troposphere-stratosphere level was found during TCs and it was also detected at large distance 
from cyclone track. Correlation between cyclone intensity and amplitude of AGWs was also established in some recent 
studies [43-44]. Rozhnoi et al., 2014, presented convincing results of VLF/LF radio signals perturbations due to the 
passage of TCs in the troposphere. They reported prominent gravity waves in the range of 7-16 min and 15-55 min 
periods in the D-region ionosphere due to the TCs [45]. Nina et al., 2017 studied NAA-VLF amplitude data for 69 
tropical depressions, and showed that the tropical depressions which grew into Hurricanes in later stage affected the lower 
ionosphere [46]. In another study Fiji based researchers monitored the D-region disturbances during a TC [47] using the 
VLF signals from the NPM (21.4 kHz), NLK (24.8 kHz), NAA, and JJI (22.2 kHz) transmitters. They found reduction in 
VLF amplitudes during the depression phase of the cyclone. Further, they simulated the reference D-layer ionospheric 
height using the Long wave capability code (LWPC) and found a sharp 5.2 km lowering of nighttime D-layer height  
along the JJI-Fiji path and ~6.0-7.5 km increase in the reference height along the NPM-Fiji path. To confirm the existence 
of wave-like signatures of AGWs, researchers applied wavelet analysis on the residual VLF signals. For example, Kumar 
et. al. 2017, NaitAmor et al. 2018, and Correia et. al. 2019 have used wavelet analysis to characterize the AGWs 
associated with the VLF signal perturbations in connection to TCs. While Kumar et al., 2017 reported AGW signatures 
with periodicity 7 min to 5.5 hr, NaitAmor et al. 2018 found AGW signatures with periodicity 2 to 3 hr in the D-region 
ionosphere [42,47-48]. Thus a broad spectrum of AGWs ranges from several minutes to few hours can be found in the D-
region ionosphere due to TCs. Further, the VLF/LF signal disturbances can be observed even if the cyclonic storms 
remain 1,000 to 2,000 km far from the radio propagation path or from receiver [42]. Though VLF/LF signals capture the 
signatures of AGWs in the lower ionosphere, the relationship of AGW activities with TC intensity is not well established 
yet. Even, the changes in temperature or chemical composition in lower ionosphere due to TCs are not well understood. 

Figure 2. (a) Anomalous nighttime signal variation of the VTX amplitude above 3σ levels during the TC Fani. (b) Correlation between the 
cyclone pressure (red) is compared with the corresponding variation of VTX amplitude (black) as obtained by Pal et al. 2020 [49]. 

In an attempt to find the correlation of AGW activities in the D-region ionosphere with TC intensity, Pal et. al., 2020 
investigated VLF signals from the VTX (18.2 kHz, India) and NWC (19.8 kHz, Australia) transmitters during the 
extremely severe cyclone Fani over the Bay of Bengal. They showed anomalous amplitude variations and wave-like 
oscillations of the nighttime VLF signals during the cyclone period as shown in Figure 2a. VLF signal deviation was 
correlated with the cyclone pressure change (shown in Figure 2b) and also the percentage change in both VLF amplitude 
and cyclone pressure was similar. Using wavelet analysis they found significant wave bands of period 10 min to 2 hr in 
the D-region ionosphere. High frequency component with periodicity 10-30 min exhibited a strong anti-correlation 
between AGW amplitudes and cyclone pressure which further adds a possibility of monitoring cyclone intensity from 
VLF signal measurements. They also showed temperature and Ozone anomalies in the D-region ionosphere (shown in 
Figure 3) around the VLF reflection heights during the cyclone indicating changes in electron-neutral collision frequency 
and chemical composition in the D-region. While the maximum ozone anomaly and maximum VLF anomaly occurred on 
the day of maximum cyclone intensity, the maximum temperature anomaly was found on the landfall day [49]. 
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Figure 3. Temperature and Ozone anomalies in the D-region ionosphere during the extremely severe cyclone Fani, as described in Pal et 
al., 2020[49]. 

Das et al., 2021 generalizes the study of TC induced ionospheric perturbations over Indian sector using multi-path VLF 
signals from two places and they attempted to find the disturbances in all atmospheric layers starting from tropopause to 
D-region ionosphere via the stratosphere. They showed VLF signal disturbances both during day and night. The VLF
propagation path closest to the TC track was exhibited strong perturbation. Both pressure and wind speed was correlated
with VLF signal amplitude deviation, though the correlation was found better with central pressure. They showed that
atmospheric temperature anomalies at the tropopause, stratopause, and ionosphere were well connected to the TC Fani.
Further, the LWPC simulation exposed the perturbation characteristics of the D-region ionosphere above the cyclone as
shown in Figure 4. Variation of the VLF reflection heights in the D-region due to the cyclone along the propagation path
followed a Gaussian curve from which the authors estimated a ~1650 km spatial size of the ionospheric disturbances
bigger than the cloud image of the cyclone [50].

Figure 4. Comparison of perturbed and unperturbed VTX signal from transmitting point to receivers (upper panel). Gausian behavior of 
the D-region reflection heights during Fani. This estimation can be used to calculate spatial size of the disturbance in the ionosphere 
generated by TC [50] 

Another significant recent study showed that morning and evening terminator times along with both day and nighttime 
amplitude perturbations on the VTX and NWC signals over the Indian sector associated with the super cyclonic storm 
Amphan in 2020. Significant shift of morning and evening terminator times and ~10 minute increase of VLF day-time 
were observed due to the TC generated disturbances other than the Sun. In case of the TC Fani, a decrease in the VTX 
signal level and increase in the NWC signal were reported, but in case of the TC Amphan, intensity of which was higher, 
the variations were opposite for the VTX and NWC signals as observed from the same place. The reason of this opposite 
behaviour could be resulted from the difference in the orientation of the cyclone tracks with respect to the recording site 
or change in modal interference pattern associated with disturbed D-region ionosphere during two cyclones. The authors 
also estimated the size of the D-region perturbed region using the multipath VLF observations associated with the cyclone 
during its maximum intensity [51]. 

4. Conclusion
Impact of tropospheric cyclone activities on the upper and lower ionosphere have been reviewed here in detail.

Investigations revealed that the evolution of AGWs during cyclone can be the most probable cause of troposphere-
ionosphere coupling. Except the AGW channel, the electric field produced by lightning discharge and the modification of 
atmospheric dc electric field have the ability to perturb the ionosphere during the TCs. The ionospheric perturbation is 
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commonly observed within cyclonic period, sometimes before the pre-cyclone formation stage i.e., in the depression or 
tropical disturbance stage and mostly during the peak cyclone stage or during landfall or post-landfall period. The tropical 
disturbances or deep depressions transforming into cyclones/tropical cyclones/hurricanes or typhoons are the biggest 
sources of ionospheric perturbations. GPS TEC, ionosonde, and satellite based GPS radio occultation observations are 
very much efficient technique to monitor the F-region ionosphere during the passage of TCs. Monitoring sporadic E-layer 
can be possible only by ionosonde or incoherent radar experiments. The D-region ionosphere can be continuously 
monitored using VLF/LF remote sensing methods. VLF/LF signals provide a good opportunity to monitor the lower 
ionosphere disturbances due to the tropical cyclones. A dense VLF/LF network with sufficient number of receivers has 
the capability to monitor the exact dimension of ionospheric disturbances during the tropical cyclones. This will also 
allow monitoring the gravity waves in the ionosphere arising from the cyclones in the troposphere. Indeed, a more detail 
investigation is needed to know further about the formation and evolution of ionospheric disturbances during the tropical 
cyclones and whether the strength of the ionospheric disturbances can be taken back to calculate the intensity of the storm. 
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Abstract ‘Very Low Frequency’ (VLF) radio waves (3-30 KHz) propagate through the Earth-
ionosphere wave-guide which is formed by lower part of the ionosphere and upper part of Earth’s 
surface. Normally, patterns of VLF signal depend on regular solar flux variations. However, an extra 
source of ionization (e.g., solar flares, gamma ray bursts, possible seismic events) can change height of 
ionospheric layers and/or ion densities and these changes can perturb VLF signal amplitude. By 
measuring amplitude and phase of radio signals reflected from the ionosphere, it is possible to detect 
various kinds of energetic phenomena. Here we shall mainly discuss about the possibilities of 
predicting seismic events by using these VLF signals. 

Keywords: VLF Radio Signal, Earth-ionosphere Waveguide, Seismic events. 

1. Introduction
Every year so many natural disasters occur which cause huge human and economic losses. Among

them seismic events is one of the greatest natural disasters. The causes of seismic events are very 
complex and it is mainly due to the sudden abnormal movements in tectonic plates which we unable to 
fix. The best way to deal with it is to predict it so that we can save so many lives. But the predictions of 
the seismic events are not an easy task for scientific community. Already so many attempts have been 
taken by scientists and yet a fruit full result is still awaiting.  

There are mainly two types of predictions. One is long-term predictions and another one is short 
term predictions. Long-term predictions of seismic events are mainly based on the analysis of Earth’s 
geological structures which is the job of the geologists and they are trying to do that. On the other hand 
short term predictions of seismic events can be done by identifying the ionospheric disturbances.  It is 
believed that before any seismic events it starts to release huge energies which may create disturbances 
in the Earth’s ionosphere. Very Low Frequency (VLF) radio signals may be used to identify these 
ionospheric disturbances and hence it may be used to predict the seismic events. 

‘Very Low Frequency’ (VLF) is one of the bands of Radio waves having frequencies lying between 3-
30 KHz, with wavelengths 100-10 Km. It propagates through the Earth-ionosphere wave-guide which 
is formed by lower part of the ionosphere and upper part of Earth’s surface. Thus it may be perturbed 
due to the ionospheric disturbances, associated with pre-seismic activities. Scientific works regarding 
this started in 1960’s. The first paper about the seismo-ionospheric correlation was published by Bolt et 
al. in 1964 [1] after Alaska Good Friday earthquake which occurred on Friday, March 27 (local time), 
1964. They used ionosonde method to find out this correlation. After that several papers have been 
published where different workers had used different methods to find out relation between seismic 
events and ionospheric anomalies by using VLF signals [2] [3] [4] [5]. Then another important work 
was reported by [6]. They observed the signals received by Omega navigation transmitter (~10 kHz) 
during 1983-1986, and they found that 250 out of 350 earthquakes with magnitude (M) greater than 4 
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were associated with phase and/or amplitude variations. The most convincing evidence regarding 
earthquake precursor effects in VLF signals, was obtained by Hayakawa et al. in 1996 [7] [8]. They 
analyzed VLF data during an eight month period centered on great Hyogo-Ken Nambu (Kobe) 
earthquake, which occurred on 17th January, 1995. The magnitude of this earthquake was 7.2. They 
found a significant amount of shift in sunrise and sunset terminator times few days before earthquake. 
This method of prediction is known as “Terminator Time method”. 
 
In Indian context, we have also reported several papers [9] - [15] where we found the evidences of 
observing VLF signal anomalies associated with pre-seismic activities. In the next sections, we shall 
discuss these results in detail.   

2. Possible Pre-Seismic Effects on “VLF Day Length” 
As we have mentioned, after the Kobe earthquake occurred in 1996, several workers have been 

reported that the terminator times are shifted towards night few days before an earthquake. To verify 
this, in the context of Indian sub-continent we have introduced a new parameter, namely “VLF day 
length” which is defined as the difference between sunset and sunrise terminator times. Our theory is 
very simple. If the terminator shifts really happens then it will increase the value of “VLF day length” 
and we shall get an anomalous “VLF day length”. To investigate this, we have analyzed the VLF 
signals for VTX-Malda propagation path. The latitude and longitude of the transmitting station VTX is 
08.43𝜊𝜊 and 77.73𝜊𝜊 respectively. VTX transmits the VLF signals at 18.2 KHz. Our receiving station is 
situated at Malda branch of Indian Centre for Space Physics (Latitude 22.56𝜊𝜊 and Longitude 88.04𝜊𝜊). 
Here we have used a whole year data of 2008 to find out the pre-seismic effects, if any, on the 
anomalous “VLF day length”. For this at first we find out both the terminator times from each day of 
the VLF signals and then we calculate the “VLF day length”. Finally we calculate the correlation 
coefficient of the deviation of this “VLF day length” with the effective magnitude of the seismic events. 
We have presented this plot in Figure 1. We found that the correlation coefficients become higher one 
day before the earthquake. This result indicates that anomalous “VLF day length” may be used as a 
precursory effect of the earthquakes.  

 

 
Fig. 1: Correlation between effective magnitude of earthquake at mid-point 

between transmitter and receiver and variation of anomalous ‘VLF day length’ [12] [15]. 
  
We have also reported similar type of results for NWC-Salt Lake propagation path. NWC (latitude 

22.56𝜊𝜊 and longitude 22.56𝜊𝜊) transmits VLF signals at 19.8 KHz which is received at Salt Lake, 
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Kolkata (latitude 22.56𝜊𝜊 and longitude 22.56𝜊𝜊). In June, 2010, two major earthquakes (depth ~ 10 Km 
and magnitude greater than 5) occurred at Nicobar (latitude 22.56𝜊𝜊 and longitude 22.56𝜊𝜊) and Andaman 
(latitude 22.56𝜊𝜊 and longitude 22.56𝜊𝜊) Islands, India. The first one occurred on 13th June, 2010 and 
another one occurred on 19th June, 2010. The epicentres of both the earthquakes are very close to 
NWC-Salt Lake propagation path. This is shown in Figure 2. We have analyzed the VLF signals for 
this propagation path during 5-25th June, 2010, centred on these earthquakes days. For both the cases, 
we have observed a significant amount of shift in sunset terminator time one day before the earthquake. 
This is shown in Figure 3. We have also calculated the “VLF day length” and found that it also 
becomes anomalously high just one day before both of the earthquakes. This is shown in Figure 4.  

Fig. 2: NWC-Kolkata VLF propagation path and the locations epicenters of the earthquakes [15].

Fig. 3: Variation of amplitude of VLF signal is plotted as a function of time in both plots. Signals are plotted in both left and right 
panel, around the earthquake day which occurred on 13th June, 2010 and also on 19th June, 2010, respectively. SRTs and SSTs of 

VLF signals are marked by ‘arrow’ symbols [15]. 
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Fig. 4: VLF day-lengths are plotted as a function of day number during 5-25 June, 2010. ‘Solid’ curve represents variation of 
‘VLF day-length’. ‘Dotted’ curve represents mean of these ‘VLF day-length’ while ‘small-dashed’ and ‘big-dashed’ curves 

represent mean±2σ and mean±3σ curves. Two vertical lines indicate two different earthquake days. Note that ‘VLF  
day-lengths’ of 12th June, 2010 and ‘VLF day-length’ of 18th June, 2010 crossed 3σ line. These could be precursor  

effects of earthquakes which occurred on 13th and 19th June, 2010, respectively [15]. 

3. Correlation of Anomalous “Nighttime VLF Amplitude
Fluctuations” with Seismicity 

We have analyzed the night time amplitude variation of the VLF signals for VTX-Kolkata propagation 
paths to find out its correlations, if any, with seismicity. The transmitting station, VTX (18.2 KHz) is 
located at Vijayanarayanam (latitude 8.43𝜊𝜊 N, longitude 77.73𝜊𝜊 E) and our receiving station is situated 
at Indian Centre for Space Physics, Kolkata (latitude 22.56𝜊𝜊 N, longitude 88.56𝜊𝜊 E). For this present 
work, we have used a whole year night time data of 2007, received by an AWESOME receiver. Our 
night time starts at 19:30 h (14:00 UT) and ends at 04:30 h (23:00 UT) of the (local) next day with a 
one hour gap just prior to midnight for data analysis. We stayed away from sunrise and sunset 
terminators by at least an hour to avoid contamination from the D-layer formation or disappearance 
effects. To calculate the night time amplitude fluctuations, we first calculate the standard deviation of 
the night time signal for each day. Then we subtract this value from its mean value. By this way we 
calculate the deviation of the night time amplitude for each day. Then we calculate the effective 
magnitude of the earthquake occurred near the VTX-Kolkata propagation path during the year 2007. 
Finally we calculate the correlation co-efficient between the deviation of the night time amplitude of 
the VLF signals and the effective magnitude of the earthquake. This result is shown in Figure 5. It 
indicates that the night time fluctuations of the VLF signals became anomalously high three days 
before the earthquake. 
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Fig. 5: Correlation between effective magnitude of earthquake at mid-point between transmitter and receiver and variation of 
anomalous night time amplitude fluctuations of the.VLF signals. Note that correlation coefficient is the highest three days before 

an earthquake [13] [15]. 

We have also carried out few case by case studies to ensure our results. For example we may present 
our analysis for VTX-Kolkata propagation path during 11th to 25th January, 2011 centred on an 
earthquake day which occurred on 18th January, 2011 at Southwestern Pakistan (latitude 28.09𝜊𝜊 N, 
longitude 64𝜊𝜊 E). The magnitude of the earthquake was 7.4. Here also we have observed similar types 
of result which we found in case of year-long study. In Figure 6, we have presented the night time 
amplitude variations of the VLF signals for 13th and 14th January, 2011. Here we have observed that the 
variation of the signal of 13th January, 2011 is quite but a huge fluctuation is present in the data of 14th 
January, 2011. This anomalous fluctuation in the night time VLF signal of 14th January 2011 could be 
the precursor effect for the earthquake (M = 7.4) occurred on 18th January 2011 in Pakistan. 

Fig. 6: Amplitude of night time VLF signals are plotted as a function of time. Black curve is for 13th January, 2011 and red curve 
is for 14th January, 2011. Note that amplitude of signal of 13th January, 2011 is quiet but high fluctuation is present in signal of 
14th January, 2011. This anomalous fluctuation in night time VLF signal of 14th January, 2011 could be precursor effect for 7.4 

earthquake occurred on 18th January, 2011 at Pakistan [14] [15]. 
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In Figure 7, we have plotted the night time VLF amplitude fluctuations as a function of day number for 
two weeks centred on the earthquake day (i.e. 18th Jan, 2011). Here we have observed that the 
amplitude fluctuations of the VLF signals crossed 3σ line four days before earthquake. This indicates 
that the anomalous night time amplitude fluctuations of the VLF signals may be considered as a 
precursory effect of the earthquakes.   

Fig. 7: Night time VLF amplitude fluctuations for two weeks centered on 18th January, 2011. Note that peak appears four days 
before the event. (b) Amplitude of night time VLF fluctuations (open circles) signals are plotted as a function of day number.  
Dashed curve represents average night time fluctuations while dotted curves represent the ±3σ (σ is the standard deviation)  

lines. Vertical line is earthquake day. Fluctuation four days before the event crossed 3σ line [14] [15]. 

4. Anomalies in “DLPT” and “DLDT”

It is also reported that the “D-layer preparation time” (DLPT) and “D-layer disappearance time” 
(DLDT) become anomalously high few days before an earthquake [9] [10] [15]. This method of 
prediction is known as “DLPT and DLDT method”. 

We now present the analysis of the whole year data of 2008 for VTX-Malda propagation path. We find 
out the value of ‘DLPT’ and ‘DLDT’ for each day. Then we calculate the deviation of ‘DLPT’ and 
‘DLDT’ by subtracting its value from its mean value. In Figure 8, we have plotted the Correlation 
coefficient between effective magnitude of earthquake at mid-point of propagation path and anomalous 
variations of the DLPT (left panel) and DLDT (right panel). We note that in case of DLPT, a peak in 
correlation coefficient appears just two days before the earthquake. But for DLDT we find the peak to 
form on the day of the earthquake. Since we have chosen a 1 day bin-size, more accurate analysis is 
required to judge whether the peak forms at least a few hours before an earthquake. 
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Fig. 8: Correlation coefficient between effective magnitude of earthquake at mid-point of propagation path and anomalous 
variations of the DLPT (left panel) and DLDT (right panel) [13] [15].

5. Conclusion

We have discussed about the possibilities of prediction of seismic events by using VLF signals. Search 
for correlation between seismic events and ionospheric signal anomaly is on for about half a century, 
and yet, a definite answer to this tantalizing problem is not in hand. Reason is that the problem is multi-
parametric and highly non-local. The effect is also non-linear. In these circumstances, the best strategy 
would be to analyze as many cases as possible and get a good amount of statistics of what we observe 
and what we do not observe. Here we mainly discussed about three methods namely “VLF day length 
method”, “night time fluctuation method” and “DLPT and DLDT method”. We found that in all these 
three methods anomalies are present in the signals one to four days before an earthquake. Thus VLF 
signals may be used for predicting the seismic events. In future for the progress of  this subject we have 
to make a theoretical model to explain these observed anomalies. 
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Abstract 

Sudden Stratospheric Warming (SSW) is a large-scale meteorological phenomenon that causes rapid warming of the 
upper and middle stratosphere during winter at an altitude of about 25-45 km primarily over high latitude regions in the 
northern hemisphere. A rapid rise in stratospheric pressure takes place over the extreme northern latitude during the SSW 
that lasts for about a few days or weeks. During a SSW, the polar vortex may break or weaken which allows extreme cold 
air to spill out of the polar region to middle latitudes resulting in adverse weather in the northern US and Europe during 
winter or early spring. The effects of SSWs are not only limited to the surface but can extend to mid-latitude to equatorial 
mesosphere-ionosphere regions. This work briefly reviews the SSW mechanism, and its effects on the upper atmosphere 
including the lower ionosphere.     

Keywords: Polar Vortex, Stratospheric Warming, Planetary Waves, Atmosphere-Ionosphere Coupling, VLF Techniques 

1. Introduction

Sudden Stratospheric Warming (SSW) is considered as one of the most prominent meteorological phenomena in the middle 
atmosphere. During a SSW, a sudden rise of polar stratospheric temperature (up to 50 K within a few days) is observed 
while the zonal-mean flow weakens. Major stratospheric warmings are said to be occurred when the zonal-mean winds 
become easterly at 60° N and 10 hPa level during winter and the zonal-mean temperature gradient at 10 hPa between 60° 
N and 90° N becomes positive [1,2]. This has a large effect on the weather of northern Europe and US when cold winds 
come from the polar region, because of the shift from westerly to easterly winds, reducing the temperature of the surface 
air rapidly in those regions. When there is no reversal of the westerlies observed but still temperature rises rapidly in the 
upper stratosphere during winter, then a minor SSW is said to have occurred. Thus the minor SSWs are less intense and 
only slow down the westerlies but do not reverse the direction. The effect on surface weather is much less in case of minor 
SSW [3]. Typically, five to six major SSWs occur in a decade. Also, significant variability is observed in different decades. 
According to the observational record, there was a long period with no major warmings (1992–98) and there were periods 
with major warmings almost every year (the 2000s). Minor warmings do occur in almost every winter [4]. Left panel of 
Figure 1 shows the zonal temperature anomaly during 2013 SSW. Sudden rise of stratospheric temperature in mid-January 
is clearly observed at very high latitude at around 10 hPa (~31 km) level. While there is a sudden rise of stratospheric 
temperature near the pole, there is little decrease in temperature near the equator at the same time as could be seen in the 
right panel of Figure 1. (Source: https://www.cpc.ncep.noaa.gov/). 

SSW is the result of interaction of planetary scale Rossby waves and atmospheric gravity waves with the zonal-mean flow 
in the stratosphere. These waves are formed in the troposphere primarily due to topography and land-sea contrast and then 
propagate from the troposphere toward the extra-tropical stratosphere [5]. There are also fluctuations in the temperature 
gradients either vertically or horizontally or both ways, which also induce planetary waves and gravity waves. Since these 
waves are mainly forced by topography and land-sea contrasts, these are stronger in the northern hemisphere (more land) 
than in the southern hemisphere. The forcing of planetary waves is usually not enough in the southern hemisphere to initiate 
a major SSW. Since the amplitude of planetary waves determines the overall likelihood of SSWs, these events mostly occur 
during the winter in the northern hemisphere [6]. Although the major SSWs occur mostly in the northern hemisphere (ap-
proximately six events in a decade), the first major SSW was observed in the southern hemisphere in late September, 2002 
[7]. 

The Stratosphere over the polar region is characterized by a strong west-to-east (westerly) cold polar vortex. The polar 
vortex is a large-scale low pressure region at very high latitude, near the north pole and south pole. The altitude may extend 

179

https://www.cpc.ncep.noaa.gov/


from tropopause (~10 km) to stratopause (~55 km). Each low pressure polar vortex has a diameter of around 1000 km and 
rotates counter-clockwise at the north pole and clockwise at the south pole and their rotation is driven by Coriolis effect 
similar to cyclonic storms. The polar vortices strengthen in the winter due to large temperature difference between the 
equator and pole and weaken in the summer. When the polar vortex is strong, the polar jet stream stays near the pole and 
exhibits a zonal flow with less meandering. A weakened polar vortex in winter often disturbs the winter weather because 
the cold air is pushed towards south reducing the temperature of surface air rapidly during winter. When planetary waves 
propagate from troposphere to stratosphere in winter and interact with the polar vortex, they deposit their westward angular 
momentum into it. Therefore the angular momentum of the polar vortex decreases. Since the adiabatic thermodynamic 
process is involved and the potential vorticity (PV) is a conserved quantity in adiabatic process, the vortex has to deform 
to achieve this either by getting displaced from the pole (“wave-1” warming) or by getting split into two (“wave-2” warm-
ing) [5].  
The effects of SSWs are not only confined to the polar stratosphere but extend to earth's surface as well as to mesosphere 
and beyond. The ionosphere also responds to the changing dynamics and energetics of the lower-lying atmosphere during 
the SSWs. The amplified planetary waves and atmospheric gravity waves propagate upward through the stratosphere to the 
mesosphere that lie in the lower ionosphere and dissipate its energy during SSWs. This plays a significant role in altering 
the E- and F-region dynamos [8]. The ionosphere experiences changes in the distribution of ionization not only at high 
latitude due to the processes taking place locally during SSWs but also at mid and lower latitude regions. These changes in 
the ionosphere due to the SSW events can be detected prominently if there is prolonged solar minimum and quiet geomag-
netic activities during this period. SSW couples the atmospheric layers of all latitudes through the interaction of planetary 
waves with the tidal and small-scale gravity waves components [9,10,11,12,13].  

Figure 1.  (Left) SSW event during 2013. Sudden rise of stratospheric temperature in mid-January was observed at very high latitude at 
around 10 hPa level. (Right) Sudden increase of stratospheric temperature near the pole but little decrease in temperature near the equa-

tor at the same time.  (Source: https://www.cpc.ncep.noaa.gov/) 

2. Brief Historical Background

A SSW event was first observed by Prof. Richard Scherhag in 1952 using radiosonde measurement above Berlin, Germany. 
In the early 1950s, when the  knowledge of the stratosphere was inadequate, Prof. Scherhag started exploring the strato-
sphere using radiosondes at the Free University of Berlin. In 1951, he started using an improved version of radiosonde 
which would allow reliable measurements of temperature up to a height of 40 km or more. He reported a sudden increase 
of stratospheric temperature as explosive warming in the winter of January 1952. The warming was too strong to be ex-
plained by advection and Scherhag reported this as a Berlin phenomenon since it was observed above Berlin [14]. This was 
followed by another stronger warming at 10 hPa in February 1952, almost a month later. The reversal of circulation (west-
erlies to easterlies) in the middle atmosphere was observed [15]. Figure 2 shows the temperature variation at different 
heights (hPa) during the second Berlin phenomenon [14]. The sudden stratospheric temperature rise was a surprising ob-
servation at that time since the temperatures could not rise to such high values during winter [4, 14]. Sudden warming of 
the stratosphere during winter was initially thought to be the effect of severe solar eruption [16, 17]. But, it is now well 
known that SSWs are not triggered by solar activities alone. Another stratospheric warming was reported by the British 
Meteorological Office in February 1951 from the measurements using radiosonde and radar over England and Scotland. 
The reversal of the lower stratospheric winds (westerlies to easterlies), which again turned into westerlies before the sum-
mer, had been observed [6,18]. Scherhag continued to study the SSW events at the Free University of Berlin where he 
formed a group of meteorologists. This group mapped the stratospheric temperature in the northern hemisphere up to 10 
hPa using radiosondes and rocketsondes. The work of this group revealed more details about the nature and evolution of 
SSWs. After the initial reporting in 1952, the next strong SSWs were reported only in the winters 1956-57 and 1957-58 
[19] since the strong SSW events do not happen every year (typically 5-6 events in a decade).
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Figure 2. Temperature variation at different heights (hPa) during the second Berlin phenomenon with a temperature maximum of 
-260.6 K (a warming of  ~37K within 2 days) at 10 hPa on February 23 [adapted from 14, 15]. 

 
During the International Geophysical Year (IGY) (July 1957 to December 1958), the number of radiosonde balloons reach-
ing over the 10 hPa level increased significantly. Stratospheric maps of the northern hemisphere started to be published on 
a daily or weekly basis for 100 hPa, 50 hPa, 30 hPa, and 10 hPa by several groups. This provided great scope for knowing 
the nature and evolution of SSWs [6]. The International Years of the Quiet Sun (IQSY) was observed during 1964–65. The 
World Meteorological Organization (WMO), Commission for Atmospheric Sciences (CAS) initiated an international SSW 
monitoring program across the meteorological centers at Melbourne, Tokyo, Berlin, and Washington D. C. using radio-
sonde and rocketsonde to obtain an increased number of high-altitude soundings during sudden stratospheric warmings. 
The program reported information on the intensity and movement of the warmings over those centers. According to the 
WMO/IQSY [20], SSWs were classified based on their time of occurrence and intensity. These are named as major warm-
ings, minor warmings, mid-winter warmings and final warmings. During major warmings, the zonal-mean wind or zonal-
westerlies near 10 hPa level reverses its direction, which causes the breakdown of the polar vortex. The minor SSWs are 
less intense and only slow down the westerlies but do not reverse their direction. In minor warmings also, the polar tem-
perature gradient reverses similarly to the major warmings. A final warming stated to have occurred on this transition of 
winter and summer, when the westerlies becomes easterlies and would remain so until the next winter. It is called final 
warming because another warming is not possible in the next summer, and it is the final warming of that winter. 
 
The coupling of troposphere and stratosphere during SSWs was pointed out in some early studies. The sudden warmings 
are caused by the stationary planetary waves generated in the troposphere. These waves amplify in the stratosphere preced-
ing the onset of sudden warming and also create blockings in the troposphere simultaneously [21,22]. Figure 3 illustrates 
an example of stratosphere-troposphere coupling at 10 hPa level maps during 1963 SSW. The left panel shows the 10 hPa 
height map at the beginning (January 18) of 1963 SSW. The middle panel indicates the 10 hPa map at the peak (January 
27) of the SSW and the right panel is the surface pressure map on January 31, 1963 [23]. According to Labitzke [24], the 
tropospheric blockings happened about ten days after a stratospheric warming. There are significant thermodynamic dis-
turbances during winter stratospheric warmings which cover a height ranging from the troposphere to the upper mesosphere 
and the lower thermosphere. Quiroz [25] found tropospheric temperature variations after stratospheric warming. 
 
Stratospheric temperatures were started to be measured using the Stratospheric Sounding Units (SSU) on board the NOAA 
operational satellites in 1979. It provided global stratospheric temperature data at a higher altitude (above the lower strato-
sphere). The data from these measurements gave insights into the stratospheric and tropospheric dynamics with its impli-
cations on weather forecasting. McIntyre and Palmer [26] gave maps of large-scale distribution of potential vorticity in the 
middle atmosphere. These maps demonstrate the breaking of planetary-scale Rossby waves from the troposphere into the 
stratosphere causing the sudden warmings. Since then the satellite data have become the key for finding more about SSW 
events. 
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Figure 3. 10 hPa height map during January 1963 SSW: Left- January 18, 1963 (beginning of SSW); Middle- January 27, 1963 
(peak of SSW); Right-  Sea level pressure on January 31, 1963  (adapted from [23], [6] © Springer ) 

Some studies in the 1960s and 1970s mentioned the concept of stratosphere-troposphere coupling. Many compelling theo-
ries evolved during this period had stated that the sudden warmings are caused by the upward propagation of planetary-
scale waves originating from the troposphere. The direction and strength of the winds in the stratosphere control the ability 
of upward propagation of these waves. During summer, when stratospheric winds are easterly, these disturbances cannot 
propagate upward and interact with the stratospheric winds. But during winter, when stratospheric winds are westerly, the 
planetary-scale wave disturbances can propagate from the troposphere to the stratosphere, and interact with the zonal-mean 
wind. This is the reason that SSWs occur in winter but not in summer.  
According to linear planetary-wave theory [27], planetary-scale waves can propagate from troposphere to stratosphere 
when the stratospheric winds are moderately westerlies. These waves cannot propagate in easterlies and also when the 
velocity of the zonal mean wind does not reach the critical level. Matsuno [28] gave the critical-layer theory for the tropo-
spheric origin of SSWs, which is now widely accepted today. In his paper, Matsuno presented a model which has two 
aspects, the vertical propagation of the planetary waves forced from below (troposphere) and their interaction with zonal 
winds in the stratosphere. The rise in temperature near the pole and the deceleration of the zonal-mean wind are attributed 
to the vertically propagating planetary waves forced from the troposphere. Matsuno's model suggests that SSWs require a 
pulse of anomalously intense wave forcing from the troposphere to initiate. Lately, Matsuno’s theory was confirmed by 
many other studies using satellite data. But Matsuno’s simplified model did not consider the wave-wave interactions which 
certainly is an important factor for stratospheric variability. Another aspect in his theory that the stratosphere is initially 
zonally symmetric, also needed to be amended since the initial asymmetry of the stratosphere is also relevant.  

Many differences have been noted in the frequency and nature of SSWs observed since the 1950s. These variabilities are 
random in nature and the likelihood of  occurrence of SSW is influenced by many external factors including the Quasi-
Biennial Oscillation (QBO), El Niño Southern Oscillation phenomenon (ENSO), the 11-year solar cycle, the Madden-
Julian Oscillation (MJO). Studies with general circulation models have shown that the occurrence of a major SSW is en-
hanced during both the warm and cold phase of ENSO processes. Quasi-biennial oscillation (QBO) influences the zonal-
wind structure in the stratosphere which affects the propagation of planetary waves from the troposphere [4]. 

3. Effects of SSW Events

Though the SSWs are stratospheric phenomena and cause rapid warming of the upper and middle stratosphere over pri-
marily high latitude region in the northern hemisphere, there are significant thermodynamic disturbances during SSWs over 
a height ranging from the troposphere to the upper mesosphere and lower thermosphere. 

3.1. Effects on the Surface Weather 

The impact of SSWs on the troposphere was mentioned by Quiroz [25]. He reported tropospheric warming in the polar 
region and cooling in middle latitudes after the SSW in December-January 1976-77. The anticyclonic circulation anomalies 
at the high latitudes associated with the SSW descended down to the earth’s surface. Baldwin and Dunkerton [29,30] found 
that the trend of downward propagation of extratropical zonal wind anomalies in the northern hemisphere used to appear 
within 1-2 weeks after an SSW. These tropospheric anomalies tend to persist for a long time (about 60 days) which provides 
a source of memory for seasonal weather forecasts. The tropospheric circulation shifts the Northern Annular Mode (NAM, 
also known as Arctic Oscillation (AO)) toward its negative phase, which implies that circulating winds around the Arctic 
get weakened and more distorted allowing southward migration of colder, arctic air masses. This results in the decrease in 
surface temperature over North America and Western Europe and warm anomalies over Newfoundland, Greenland, and 
Southern Europe [4, 31]. Figure 4 shows the phase of Northern Annular Mode (NAM)/ Arctic Oscillation (AO). 
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Figure 4. Positive and Negative phases of Northern Annular Mode (NAM)/ Arctic Oscillation (AO). The positive phase indicates a 
strong polar vortex and the negative phase indicates a weakened polar vortex, more susceptible of breaking during SSW. (Source: Na-

tional Climatic Data Center, National Oceanic and Atmospheric Administration.) 

3.2. Effects on the Upper Atmosphere 

Atmospheric waves, mainly in the form of planetary waves, tides, and small-scale gravity waves, couple the stratosphere-
mesosphere to ionosphere. These waves travel vertically and convey the momentum from the troposphere to high altitude 
(stratosphere, mesosphere, and thermosphere). During SSW events, the tropospheric transient planetary waves propagate 
vertically upward into the stratosphere and interact with the zonal-mean flow. This induces a downward circulation in the 
stratosphere and an upward circulation in the mesosphere [32]. The stratosphere becomes warmer by several tens of Kelvin 
(K) at very high latitude (near north-polar region) due to adiabatic heating caused by the downward circulation. On the 
other hand, the mesopause becomes cooler due to adiabatic cooling caused by the upward circulation in the mesosphere. 
Thus, the SSW events are usually accompanied by mesospheric coolings [33,34,35]. SSWs lead to the propagation of 
gravity waves in the middle atmosphere. According to Holton [36], the reversal of polar stratospheric winds reduces the 
transmission of gravity waves into the mesosphere. The changes in the mesosphere-lower thermosphere (MLT) during 
SSWs are primarily due to the changes in gravity wave drag. The changes in the MLT region during SSWs are only weakly 
correlated with the changes in the stratosphere [37]. Therefore the coupling between the stratosphere and MLT region 
remains a complex process due to the lack of any direct linear correspondence. 
 
The ionosphere which is embedded within the mesosphere and thermosphere, also responds to the changing dynamics and 
energetics of the lower-lying atmosphere. The ionospheric absorption of radio waves in the middle latitudes shows a distinct 
winter anomaly and evidence of stratospheric warmings [38]. The high and medium frequency radio waves get absorbed 
in the lower ionosphere during winter anomaly. These anomalies were weakly correlated to the solar and magnetic activities 
but occurred largely due to increase of upper stratospheric temperature. Ionospheric effects during SSW events have been 
extensively studied by ionosonde and GPS TEC method ([13], [39]  and references therein). Funke et al. [51] found obser-
vational evidence of dynamic coupling between the lower atmosphere and upper atmosphere (upto 170 km in thermosphere) 
during the January, 2009 major sudden stratospheric warming using temperature data from Michelson interferometer for 
passive atmospheric sounding (MIPAS) on board ESA’s  Envisat satellite. Using the TEC data from the global network of 
GPS receivers, a large scale distribution of electron density in the daytime ionosphere due to vertical ion drifts during SSW 
events has been observed. The analysis of TEC data during SSW becomes important because of its large scale variation 
compared to its pre-SSW behaviour. The semidiurnal variability of TEC and the signature of its perturbation before and 
after SSW give a scope for studying predictability of SSW [52]. Pedatella and Forbes [39] used GPS TEC data and found 
that the non-migrating semi-diurnal tides generated by the interaction of planetary waves and the migrating diurnal tides 
are related to the coupling of SSWs and the ionosphere. Significant variability has been observed in GPS TEC semidiurnal 
tide during the SSW period. But it should also be noted that other phenomena e.g., geomagnetic variations or solar activities 
may also cause the observed perturbations. The vertical total electron content (VTEC) during the major SSW event of 
January 2009 was studied using GPS receivers over 17 GPS locations covering from equatorial to mid latitude regions, 
which showed depression in TEC variations during few days following the SSW peak [13]. This observed TEC depletion 
was the characteristic of the SSW event since the period was geomagnetically quiet.  
 
Ionospheric disturbances due to SSW may occur simultaneously or precede the maximum stratospheric disturbances or 
may occur after the maximum stratospheric warming. This provides potentially improved forecasting of ionosphere varia-
bility during SSW. Since the ionosphere is forced externally during the SSW events, it is less sensitive to the initial condi-
tions compared to the troposphere-stratosphere [40]. This provides predictability of the SSWs in the absence of external 
factors like solar activity or other effects from the lower-lying atmosphere. Wang et al. [41] and Pedatella et al. [42] showed 
that ionospheric variability could be forecast ~10 days before the SSW. Therefore SSWs may be forecast from the varia-
bility of the ionosphere or vice versa. 
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4. VLF Remote Sensing and Ionospheric Response to  SSWs

Very Low Frequency (VLF) radio waves with frequency range between 3 – 30 kHz and wavelength range 100 – 10 km 
respectively may originate from transmitters used for naval communication or from natural sources like lightning dis-
charges, meteor echoes, Aurora Borealis, etc. The VLF band is used for radio navigation and communication systems, 
especially in naval communication. Many countries around the world operate VLF transmitters for navigation and military 
communication. The transmitted signal travels through the earth-ionosphere waveguide formed by the lower ionosphere 
(60–100 km) and earth’s surface. The lower most region of the ionosphere reflects the VLF signals back to earth. During 
day-time, the ionospheric D-layer is formed. Thus reflection of VLF waves occurs from the E- layer in the nighttime and 
from the D-layer in the daytime. Any change in the ionization of the lower ionosphere can be detected on the ground by 
receiving the VLF signals. The VLF signals exhibit regular diurnal and seasonal variation because of the ionospheric vari-
ation due to solar ionization. Any perturbation in the ionosphere can easily be detected by studying the recorded signals on 
the ground. 

Since there is a change in the distribution of ionization over low to high latitude due to the processes that take place locally 
during SSWs, the VLF signals are expected to detect the disturbances caused by SSW events when the planetary waves 
couple the neutral atmosphere and ionosphere. Very few reports exist about the D-region and VLF signal disturbances 
caused by SSW events. Belrose [43] first reported a possible correlation of VLF phase advancement with medium frequency 
(300 kHz to 3 MHz) radio wave absorption associated with the SSW events of 1952. A significant increase of D-region 
electron density by a factor of 10 at 80 km was noted associated with the event. Larsen [44] investigated short path VLF 
amplitude and phase along with ionosonde data at high latitude during the SSW event of 1969 and noted that there were no 
amplitude change except small phase retardation which was explained by a 3 km increase in VLF reflection height. Using 
the full wave computer model he concluded that there were no large changes in D-region electron density as observed 
during the 1952 event since SSW events do not always exhibit the same development pattern. Thus the effects in the upper 
mesosphere and ionosphere due to SSW events are not always the same. Cavalier and Deland [45] showed positive VLF 
phase fluctuations with temperature at 60 km altitude during the SSW event of 1970/1971. Subsequent studies [46,47] 
further showed D-region electron density enhancement during SSW events and revealed the existence of planetary wave 
influence in the VLF signals. Although, VLF anomaly due to the SSW event is not completely understood yet both by 
observation and theoretical studies. 

Pal et al. [48,49] studied the VLF/LF signal disturbances caused by the lower ionospheric variability associated with the 
major SSW event in January 2009 during quiet solar and geomagnetic conditions. The VLF/LF disturbances near the polar 
vortex and also far from it were studied using the VLF/LF network data from Germany and Japan. A significant increase 
or decrease (or sometimes both) of VLF/LF signals amplitude during the peak of an SSW event, depending on the VLF/LF 
signals propagation path, was found. Figure 5 shows the daytime and nighttime amplitude fluctuations in the VLF signal 
from the NAA and NRK transmitters received in Kiel, Germany during the entire SSW period. Further, analysis of 
TIMED/SABER temperature and pressure data for NRK-Kiel (high latitude to middle latitude) propagation path shows a 
decrease in mesospheric temperature and increase in mesospheric pressure during the SSW period. Although, there was a 
delay of 2 days in mesospheric cooling from the peak of stratospheric warming. The authors also calculated the VLF signal 
amplitude using the Long Wave Propagation Capability (LWPC) code during the SSW period and showed that there was 
an enhancement of D-region electron density along with increased electron-neutral collision frequency. Sen et al. [50] also 
studied the effects of the SSW event of 2016 using several VLF propagation paths and showed significant perturbations 
due to the 2016 event. It is believed that the interaction of upward propagating tropospheric transient planetary Rossby 
waves with the tidal waves and small-scale gravity waves to be the main cause of electron density fluctuations in the 
ionosphere which in-turn affected the VLF/LF propagation in the earth-ionosphere waveguide. 

Figure 5. (Left) Nighttime VLF amplitude of the NAA signal received at (top) Kiel, Germany was compared with the (bottom) stratospheric temperature 
variation over the middle of propagation path. (Right) Daytime and nighttime amplitude of the NRK signal (black) received at the same place was com-

pared with stratospheric temperature variation (red) at 10 hPa level [47]. 
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5. Summary

SSW remains one of the most dramatic and prominent meteorological phenomena in the middle atmosphere. In this paper, 
we have reviewed some important scientific aspects of SSW events including early results. First, we have attempted to 
present a brief historical overview of SSW observations in the stratosphere and its characteristics. The physical mechanism 
and hypothesis of SSW formation are discussed. An SSW requires a pulse of anomalously intense wave forcing from the 
troposphere to initiate. The simple model of Matsuno about vertical propagation of planetary-scale Rossby waves forced 
from the troposphere which interact with zonal winds in the stratosphere can describe SSW formation. This model is now 
widely accepted and experimentally verified to some extent. Although the vertical propagation of planetary Rossby waves 
is allowed only under moderately westerlies during northern winter. The impact of an SSW on the troposphere can persist 
for several weeks after the SSW and in general warming in the polar region and cooling in the mid-latitude regions are 
observed. SSW being a global-scale phenomenon, can couple the high latitude upper atmosphere to low latitude upper 
atmosphere. Many observations found mesospheric cooling before or during or after the maximum warming in the mid-
latitude region. The correlation of the connection between stratospheric warming and changes in the mesosphere-ionosphere 
can be weak or can depend on various factors like solar and geomagnetic conditions, mesospheric wind circulation, QBO 
phase, ENSO, etc. High-latitude and mid-latitude D-region ionospheric disturbances during an SSW in the northern hemi-
sphere can be measured using the ground-based VLF radio remote sensing method. Several SSW events had been detected 
and analyzed by VLF radio signals in different solar conditions, but prominent and distinct VLF perturbations were ob-
served during quiet solar and geomagnetic conditions. Though SSW affects the equatorial ionosphere, there is no evidence 
of low-latitude VLF signal disturbances due to an SSW to date. In order to understand the complete effects of SSW in the 
whole atmosphere from the troposphere to the ionosphere on a global scale, numerous ground and space based measure-
ments are necessary.   
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Abstract

Spectrally-spatially elastic optical networks (SS-EONs) emerge as a promising solution to satisfy the continuously in-
creasing bandwidth requirement. Inter-core and inter-mode crosstalks are a significant obstacle in SS-EONs, which reduces
spectral and spatial resource utilization. This work presents an overview of SS-EONs technologies considering different
types of fibers. We present a crosstalk model considering both inter-core and inter-mode crosstalks simultaneously. Fur-
thermore, we discuss routing, spectrum, core, and mode allocation (RSCMA) in SS-EONs. Finally, few challenging issues
related to SS-EONs are higlighted.

Keywords: Space division multiplexing, Elastic optical networks, Crosstalks.

1 Introduction
An optical network is a conventional data communication network that uses the fiber optics technology. In an optical
network, optical fiber cables serve as the primary communication medium where data is converted and transmitted as
light pulses between source and destination nodes [1, 2]. Figures 1(a), (b), and (c) explain the concept of refraction by
considering the behavior of light rays associated with plane waves in two different mediums [3]. We consider that refractive
index of medium 1 (n1) is greater than medium 2 (n2), i.e., n2 < n1. In Fig. 1(a), if the angle of incidence (θ1) is less than
the critical angle (θc), the light ray refracts away from the normal. In Fig. 1(b), if the angle of incidence (θ1) is equal to the
critical angle (θc), the light ray refracts at 90◦ to the normal. In Fig. 1(c), if the angle of incidence (θ1) is greater than the
critical angle (θc), the total internal reflection occurs. Critical angle is defined as θc = sin−1(n2

n1
), where n1 and n2 are the

refractive indices of the two medium.
A physical structure of an optical fiber is indicated in Fig. 1(d) that consists of core, cladding, and buffer coating, which

are explained the following. Core is built from highly purified glass, and the maximum light energy is confined to the core.
Cladding protects optical fields from the interference of fiber’s outer layers. Buffer layers surround the cladding. These
layers play no role in light propagation. They primarily serve to give mechanical support to the glass fiber as well as to
guard the fiber from exterior damage. Figure 1(e) expresses the propagation of light inside the core that has two scenarios:
(i) the rays which always traverse through the axis of fiber that leads to high optical intensity at the center of the fiber’s
core; these rays are known as meridional rays, (ii) the rays which never cross the axis of the fiber that leads to high optical
intensity towards the rim and low intensity at the center of the fiber; these rays are known as skew rays.
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Figure 1: Reflection of light in optical fiber.

The wavelength division multiplexing (WDM) based optical network utilizes the spectrum, which is split into differ-
ent channels [4, 5]. The international telecommunication union (ITU)-T standards specify the spacing between adjacent
channels either 50 GHz or 100 GHz, as indicated in Fig. 2(a). Figure 2(b) shows that a WDM-based optical network has
comparatively large frequency spacing between two adjacent channels. If a client needs low bandwidth and no traffic can be
transmitted in the sizeable unused frequency gap, most of the spectrum will be wasted. Jinno et al. [6] presented a spectrum
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efficient elastic optical network (EON) which utilizes orthogonal frequency-division multiplexing (OFDM) technology to
overcome the barriers of conventional optical networks [7,8]. As indicated in Figs. 2(c) and (d), the EON utilizes the flexible
spectrum grid, which enhances transmission spectral efficiency than fixed-grid that is used by WDM optical networks.

Saved bandwidthSignal spectrum

Frequency

100 GHz

100 Gbps 40 Gbps

12.5 GHz

400 Gbps
100 Gbps

40 Gbps

(a)

(b)

(c)

(d)

Signal spectrum

Frequency

Unutilized spectrum

Figure 2: (a) ITU-T fixed grid, (b) spectrum allocation in WDM-based optical networks, (c) flexible grid, and (d) spectrum allocation in OFDM-based
optical networks.

In recent times, due to the ever-increasing popularity of different network services, such as ultra-high-definition au-
dio/video, smart homes, and Internet of Things, the overall Internet traffic has been rapidly increasing. However, EONs
have reached the transmission capacity limit [9]. According to the Cisco Annual Internet Report, 2018-2023, internation-
ally, the total number of Internet users is expected to increase from 3.9 billion in 2018 to 5.3 billion by 2023 at a compound
annual growth rate (CAGR) of 6%, which will enhance transport traffic. As a result, it is required an optical network that
supports high-capacity transport traffic [10]. It seems that the conventional optical transport technology will not fulfill the
high bandwidth requirement due to physical impairment and electrical bandwidth bottleneck limitation [11]. Therefore,
we need to develop a high-capacity transport network. One of the possible solutions is the integration of space division
multiplexing (SDM) technology in EONs to improve bandwidth capacity. In the SDM technology, multi-core fiber is used,
in which each core can have multiple modes [12–14]. When the SDM technology is incorporated in EONs, emerging
technology is formed, which is named spectrally-spatially elastic optical networks (SS-EONs) [15].

In EONs, when spectrum allocation is performed, it must follow the routing and spectrum allocation (RSA) constraints,
which are spectrum contiguity and continuity constraints, to satisfy the requested bandwidth requirement [16]. In spectrum
contiguity constraint, the required spectrum slots must be contiguous to each other in the spectrum domain. The spectrum
continuity constraint ensures that the same spectrum slots are utilized in all links of a lightpath. When spatial (core and
mode) dimensions are included in EONs, the RSA problem has been becoming more complex, which is known as the
routing, spectrum, core, and mode allocation (RSCMA) problem in SS-EONs. The RSCMA problem has two different
phases, which are (i) routing and (ii) spectrum, core, and mode allocation (SCMA) in SS-EONs [17, 18]. (i) Routing is
used to determine the appropriate route between a source-destination pair. (ii) SCMA is an approach, which is used to
find the suitable spectrum slot in each mode of each core for the allocation of each request. In SS-EONs, the resource
allocation is performed by satisfying the following constraints: spectrum contiguity, spectrum continuity, core continuity,
mode continuity, inter-core crosstalk, and inter-mode crosstalk. As previously stated, the spectrum contiguity and continuity
constraints remain unchanged. The same core on each hop and the same mode in each core must be utilized in the end-
to-end path of a lightpath under the core continuity and mode continuity constraints, respectively [18]. During lightpath
allocation in SS-EONs, inter-core and inter-mode crosstalks are considered a significant issue in multi-core multi-mode
fibers (MCMMFs). Inter-core crosstalk happens due to evanescent waves when the same spectrum slots are used for
lightpath establishment between neighboring cores [19]. Inter-mode crosstalk is produced when the same spectrum slots of
neighboring modes are utilized for lightpath establishment in the same core [20].

2 Types of Optical Fibers for SS-EONs
The performance of SS-EONs depends on the position of the spatial channel in a given fiber structure. SS-EONs uses the
channel in different ways, such as distinguish cores, multiplexed linearly polarized (LP) modes, and multiple cores in which
each core supports a few multiplexed LP modes. In SS-EONs, there are various kinds of optical fibers used, which can be
classified as follows [21–25]. (i) Single-mode fiber bundle (SMFB) — The most widely used form of optical fiber in SS-
EONs is the single-mode fiber bundle, which consists of several traditional single-mode fibers, as shown in Fig. 3(a) [26].
SMFB has been a commercially accessible technology for many years, and it is used in current optical network technology.
(ii) Multi-core fiber (MCF) — MCF consists of multiple cores embedded in a fiber cladding, each of them containing a
single mode. MCF can be divided into two main layouts based on the arrangement of cores, uncoupled MCF and coupled
MCF. For MCFs, there are various core arrangement structures have been developed as indicated in Fig. 3(b), (c), (d), (e),
and (f) [27]. In MCFs, the cores can have even or uneven spacing and loose or tight packing. (iii) Multi mode fiber (MMF)
(few mode fiber (FMF)) — MMF is the most well-known concept of a fiber for mode division multiplexing. In MMF, the
transmission is performed using a higher number of transverse LP modes (as shown in Fig. 4), which propagates in a high
index core. Since MMFs have been used a higher number of modes, there are some impairments and interference, such
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as model dispersion and model interference produced in MMFs; in order to reduce these obstacles, FMFs are proposed.
FMFs are utilized a fewer number of LP modes than MMF for propagating. FMFs are worked for long transmission
distances compared to MMFs. (iv) Few-mode multi-core fiber (FM-MCF) — FM-MCF comprises multiple higher index
cores in which each core contains numerous modes. FM-MCF combines the benefits of both FMF and MCF while avoiding
their disadvantages. When FMF is combined with MCF, it enhances transport capacity; the authors in [28] showed that
the integration of FM-MCF and Dense WDM is achieved a transmission capacity of 255 Tb/s. Recently, in [29], a fully
integrated FM-MCF (with six modes and seven cores) amplifier has been realized in a cladding-pumped configuration. The
key issue in MCFs is inter-core crosstalk and in FM-MCFs is inter-core and inter-mode crosstalks that can be suppressed
by using the crosstalk-aware and crosstalk-avoided approach; we discuss these approaches in the subsequent sections.

(a)

(f)
(e)(d)(c)(b)

Figure 3: Different structure of fiber (a) single-mode fiber bundle, (b) hexagonal close packed MCF, (c) two pitch MCF, (d) one ring MCF, (e) linear
array MCF, and (f) linear array rectangular shape MCF.

(a) (c)(b)

Figure 4: Different fundamental LP modes utilized in MMF and MCMMF (a) LP01, (b) LP11, and (c) LP02.

3 Inter-core and Inter-mode Crosstalks in SS-EONs
In multi-mode multi-core fibers (MCMMFs), inter-core crosstalk and inter-mode crosstalk need to be suppressed, which
reduces the resource utilization. To deal with the crosstalks issue, there are two main approaches, which are crosstalk-
avoided and crosstalk-aware approaches. Crosstalk-avoided and crosstalk-aware approaches are the two major techniques
that have been considered for RSCMA in SS-EONs [30–33]. In the former approach, identical spectrum slot must not be
allocated in the adjacent modes and cores for different connections. Whereas, in the latter approach, the same spectrum
slots in the adjacent modes and cores can be used if the generated crosstalk is below the predetermined crosstalk threshold
limit. Although the crosstalk-aware approach provides better spectrum utilization than the crosstalk-avoided approach, it
requires higher computational complexity. On the other hand, the crosstalk-avoided approach results in a more simplified
network management policy with moderate spectrum utilization. Hence, the XT-avoided approach is favourable to deal
with crosstalk in SS-EONs.

We model inter-core and inter-mode crosstalks as follows. The mean inter-core crosstalk among cores i and j is com-
puted by using an analytical model that is based on the coupled-power theory [34,35]. The crosstalk (XTi,j) in a multi-core
fiber is calculated by:

XTi,j =
2ξ2i,jRb

Λδi,j
L, (1)

where ξi,j , Rb, Λ, δi,j , and L denote the coupling coefficient between cores i and j, bending radius, mode propagation
constant, core pitch between cores i and j, and length of fiber, respectively.
The expression of the coupling coefficient (ξi,j) in (1) is calculated by [35, 36]:

ξi,j =

√
κ

Cr

Υ 2

∆3K2
1 (D)

√
πCr

Dδi,j
exp

(
−δi,j

Cr
D

)
, (2)

where Υ = Cr

√
(η2n2

1 − γ2), D = Cr

√
(γ2 − η2n2

0), ∆ = 2πCrn1

√
(2 |κ|)⧸λ, γ = η×neff , and η = 2π⧸λ; η and λ is

a wave number and wavelength of light in vacuum, respectively. κ and Cr are the relative refractive index difference of core
and cladding and core radius, respectively. n0 and n1 represent the refractive index of the cladding and core, respectively.
K1 (D) is the Bessel function of the second type with first order.
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In order to calculate the crosstalk in an end-to-end path of a lightpath request, we consider the summation of crosstalk
that is produced in each link for lightpath r [37, 38]. Lr represents the set of links that are considered for lightpath r.
XT (r, b) =

∑
m∈Lr

XT (r,m, b) =
∑

m∈Lr
K(r,m, b)h(m)L(m) calculate the crosstalk in an end-to-end path of light-

path r, where XT (r, b), XT (r,m, b), K(r,m, b), h(m), and L(m) denote the average crosstalk for lightpath r on spectrum
slot b, the mean crosstalk for lightpath r on slot b of link m, the number of assigned cores that are adjacent to the core cap-
tured by lightpath r on slot b of link m, the coefficient of power coupling for link m, and the length of link m, respectively.
In [38], the crosstalk, XT (r), for lightpath r is estimated by taking into account the most impacted spectrum slot in Ψr. Ψr

is a set of spectrum slots utilized by lightpath r. XT (r) is given by XT (r) = maxb∈Ψr{XT (r, b)}.
In SS-EONs, when spectral and spatial resource allocation is performed, inter-core crosstalk and inter-mode crosstalk

are generated. Inter-core crosstalk happens when at least two lightpaths are established in the same spectrum slots in
neighboring cores in a fiber [19]. Similarly, when two or more lightpaths are established in the same spectrum slots in
neighboring modes, inter-mode crosstalk is produced [20].

The authors in [13] presented a crosstalk-avoided model for both inter-core and inter-mode crosstalks simultaneously in
SS-EONs; we adopt the same crosstalk-avoided model in the following. We consider a seven cores fiber in which each core
has six modes. Figure 5(a) depicts the hexagonal structure with seven cores, which are based on [29]. The seven cores are
arranged as follows: the central core represents core 7, and cores 1, 2, 3, 4, 5, and 6 are the outer cores of the fiber. Each
core supports six spatial LP modes. Figure 5(b) shows an auxiliary graph that denotes these six LP modes, which are based
on [39].

For avoiding inter-core and inter-mode crosstalks, there are two crosstalks constraints that must be followed. The inter-
core crosstalk constraint ensures that adjacent cores do not use the same spectrum slots of the same mode for allocation.
The inter-mode crosstalk constraint prevents adjacent modes of the same core from assigning the same spectrum slots.
Figure 5(c) shows the spectrum condition considering MCMMFs with seven cores and six modes, and 26 lightpath requests
(LR) are allocated with satisfying inter-core and inter-mode crosstalks simultaneously. In Fig. 5(c), if we consider slots 1,
2, 3, and 4 of mode 1 of core 1 for allocation of LR 1, we cannot use slots 1, 2, 3, and 4 of mode 1 of core 2, 6, and 7
for allocation of lightpaths due to inter-core crosstalk constraints. If we consider slots 1, 2, 3, and 4 of mode 1 of core 1
for allocation of LR 1, we cannot utilize slots 1, 2, 3, and 4 of mode 2 and 3 of core 1 for allocation of lightpaths due to
inter-mode crosstalk constraints. Note that those slots used to avoid inter-core and inter-mode crosstalks and are not utilized
for lightpath establishment are called crosstalks-avoided unutilized slots, as indicated in Fig. 5(c).

Since the impact of inter-core crosstalk of different slots between adjacent cores is considered negligible, different
spectrum slots of the same mode can be utilized among adjacent cores. Since the impact of inter-mode crosstalk of different
slots between adjacent modes is considered negligible, different spectrum slots of the same core can be utilized among
adjacent modes. For example, in Fig. 5(c), if we use slots 1, 2, 3, and 4 of mode 1 of core 1, slots 5 and 6 of mode 1 are
also used in adjacent cores 2 and 6 due to negligible effect of inter-core crosstalk. If we use slots 1, 2, 3, and 4 of mode 1
of core 1, slots 5 and 6 of adjacent mode 2 of core 1 are also used due to negligible effect of inter-mode crosstalk.
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Figure 5: Demonstration for avoiding crosstalks: (a) structure of 7-core, (b) arrangement of 6-mode, and (c) spectrum condition.

4 Basic Concept of RSCMA
In SS-EONs, spectral and spatial resource allocation and network design problems can be categorized into two types static
and dynamic [26]. In a static scenario, the traffic matrix for all lightpath requests is previously known, and allocation is
performed simultaneously in the network. Routing, spectrum, core, and mode are determined for lightpath allocation in an
offline manner. In the dynamic scenario, it is considered that the lightpaths are unknown in advance, but they are allocated
in real-time and torn down as per requirement. Routing, spectrum, core, and mode are selected dynamically for lightpath
allocation based on the current state of the network.

In order to manage routing problems in SS-EONs, we can consider similar approaches that are applied in EONs. Rout-
ing approaches can be mainly divided into two types: on-time (on-demand) and pre-computational approaches. The on-time
approach is preferable for efficient resource utilization, but it is not scalable. The pre-computation approach can be sub-
divided as follows: single-route, multiple-route, anycast, and multicast. Single-route and multiple-route approaches are
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used for general purposes; for example, minimum hop routing and shortest path routing are used for single-routes, and K-
shortest path routing is used for multiple-routes. Anycast and multicast approaches are considered for specific applications,
including content-oriented networks and cloud computing environments.

In SS-EONs, we consider different spectrum, core, and mode allocation policies such as core-mode-spectrum first fit
(CMS-FF) and CMS random fit (CMS-RF). The work in [13, 18, 40] presented the following spectrum, core, and mode
allocation policies: (i) core-mode-spectrum first fit (CMS-FF), (ii) core-spectrum-mode first fit (CSM-FF), (iii) spectrum-
core-mode first fit (SCM-FF), (iv) spectrum-mode-core first fit (SMC-FF), (v) mode-core-spectrum first fit (MCS-FF), and
(vi) mode-spectrum-core first fit (MSC-FF). The working of the CMS-FF policy is explained the following [13]. The CMS-
FF policy performs the establishment of lightpath requests by considering the first fit searching order of core index (id),
mode id, and spectrum slot id. In the CMS-FF policy, the highest priority is given to the core, and the lowest priority is
given to the spectrum. This implies that resource allocation is performed from core id =1, mode id = 1, and slot id =1. All
slots are explored while keeping the core id and mode id unchanged. When all slots have been explored, the mode id is
incremented, and all spectrum slots are explored. In this manner, when all modes are explored, the core id is incremented,
and all modes are explored. These processes are repeated until all cores have been explored in order to meet the bandwidth
requirement of a lightpath. When the lightpath request fails to determine the required slots, it is assumed to be a blocked
request.

In the CSM-FF, SCM-FF, SMC-FF, MCS-FF, and MSC-FF policies, the procedure of searching resources is performed
in the same manner as described above, which is based on the priority of core, mode, and spectrum. In the CSM-FF policy,
the highest priority is given to core, and the lowest priority is given to mode. In the SCM-FF policy, the highest priority is
given to spectrum, and the lowest priority is given to mode. In the SMC-FF policy, the highest priority is given to spectrum,
and the lowest priority is given to core. In the MCS-FF policy, the highest priority is given to mode, and the lowest priority
is given to spectrum. In the MSC-FF policy, the highest priority is given to mode, and the lowest priority is given to core.

The flowchart of the RSCMA problem is shown in Fig. 6. First, the route is determined by considering any routing
policy, such as shortest path routing. The number of required slots is calculated to satisfy the requested bandwidth demand
considering distance-adaptive modulation [41]. Thereafter, the available spectrum slots, core, and mode are identified by
considering inter-core and inter-mode crosstalks and spectrum contiguity constraints. When the spectrum slots, core, and
mode are determined, the lightpath request is allocated by satisfying spectrum, core, and mode continuity constraints. If all
the SS-EONs constraints are satisfied, the request is allocated. Otherwise, it is rejected.

Start

End

Lightpath request

Are core, mode, and 
spectrum continuity 
constraints satisfied 

in each link?

Request blockedRequest allocated

Are crosstalks and 
spectrum contiguity 
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Compute the required 
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Figure 6: Routing, spectrum, core, and mode allocation considering inter-core and inter-mode crosstalks in SS-EONs.

5 Challenges of SS-EONs and Future Directions of Research
In SS-EONs, inter-core and inter-mode crosstalks are challenging issues. In order to suppress the crosstalks, several ap-
proaches [13,42–45] have been addressed in the literature. Due to the crosstalks issue, spectral and spatial resource utiliza-
tion is reduced in SS-EONs. It is required to investigate and introduce the different resource allocation policies to suppress
crosstalk effects. In addition, different types of fiber need to be developed to diminish the crosstalk effects.

The fragmentation problem in SS-EONs is more complex compared to EONs [30]. The fragmentation problem reduces
spectral and spatial resource utilization and increases the blocking in SS-EONs. Therefore, it is necessary to diminish
spectrum fragmentation by introducing efficient algorithms.

There are several SDM technologies to enhance transport capacity. There are some discussions on pros and cons of a
bundle of single-mode fibers (SMFs) transmission versus multi-core multi-mode fiber transmission [12, 26, 46]. A bundle
of SMFs, named fiber-bundles, is considered an alternate option for early SDM implementation. Multi-core fibers are
potential candidates for SDM technology, and significant research efforts have shown impressive results. However, the
major practical limitation for multi-core fibers is the additional cost of replacing the existing fiber infrastructure with the
new SDM fiber types. Therefore, It is essential to study further which technology provides an effective solution.
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6 Conclusion
In this work, we provided an overview related to spectrally-spatially elastic optical networks. We presented a crosstalk
model considering both inter-core and inter-mode crosstalks simultaneously. We described a crosstalk-avoided model for
avoiding crosstalks in MCMMFs fibers for SS-EONs. Furthermore, we discussed routing, spectrum, core, and mode allo-
cation problems and challenging issues in SS-EONs.
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Abstract

Fragmentation occurs in elastic optical networks (EONs) due to dynamic lightpath assignment and tearing down in the
network, which is considered as one of the major challenging issues for resource allocation. It is difficult to utilize frag-
mented slots in the network during the allocation process. Therefore, it is necessary to manage and suppress fragmented
slots in the network. This work presents a non-defragmentation and batch processing-based proactive fragmentation man-
agement routing and spectrum allocation (BPBP-RSA) scheme in EONs. The presented scheme creates batches of incom-
ing lightpath requests before establishing them to the network and allocates requests belonging to each batch sequentially.
Since we do not take any action or rearrange any slot after request allocation and complete all the processes before allo-
cation, we consider the presented scheme as non-defragmentation and proactive. We consider a traditional first-fit routing
and spectrum allocation (FF-RSA) as a benchmark and compare BPBP-RSA with FF-RSA. Numerical results ensure that
the presented BPBP-RSA scheme outperforms the traditional FF-RSA scheme in terms of blocking probability and traffic
admissibility. The presented BPBP-RSA scheme allocates 28.5% more traffic than that of the traditional FF-RSA scheme
when the blocking probability is considered 1% in the network.

Keywords: Fragmentation, Routing and Spectrum allocation, Elastic optical networks.

1 Introduction
In the era of fifth-generation (5G) and sixth-generation (6G) networks, bandwidth-hungry applications, such as the Internet
of things (IoT), cloud computing, and live streaming, require high-speed networks [1]. A highly compatible optical back-
bone network is required to address the requirements of 5G and 6G technologies [2]. The elastic optical network (EON) is
a prospective candidate to facilitate high-speed bandwidth support to 5G and 6G networks. EONs adopt flexible resource
allocation to establish lightpath requests by using the orthogonal frequency division multiplexing (OFDM) technology [3].
When a lightpath request arrives at the network, typically, the route of the request is determined, and thereafter the request is
allocated to spectrum slots of the specific links in its routes by satisfying the spectrum contiguity and continuity constraints;
this process is known as routing and spectrum allocation (RSA) [4–6].

There are two distinct types of resource allocations in EONs, i.e., static and dynamic allocation. Fragmentation arises
inevitably in dynamic resource allocation in EONs due to dynamic assignment and tearing down of lightpath requests, which
is a challenging issue that needs to be addressed [6,7]. Different approaches have been presented to handle the fragmentation
problem in EONs [7–11]. A taxonomy of fragmentation management is presented in [7, 12] that shows the fragmentation
can be handled using the non-defragmentation and defragmentation approaches. In the non-defragmentation approaches
[13–16], necessary precautions are taken to avoid fragmentation before the establishment of a lightpath. However, no
action is taken for in-service lightpaths. Whereas in the case of defragmentation approaches [17–20], a necessary action is
taken for in-service lightpaths in order to suppress the fragmentation effect. The authors in [7, 12] further stated that the
non-defragmentation and defragmentation-based approaches are not mutually exclusive. Network operators generally favor
non-defragmentation approaches due to lower capital expenditures (CAPEX) and operational expenditures (OPEX).

This work presents a non-defragmentation and batch processing-based proactive fragmentation management routing
and spectrum allocation (BPBP-RSA) scheme in EONs. In the presented scheme, a static batch processing for the lightpath
requests method is discussed, which classifies lightpath requests into batches. The batch with the highest priority is allocated
first, while the last batch possesses the least priority. If any batch request is blocked, a fairness policy is triggered to provide
equal opportunities for all requests to be allocated. The presented scheme creates the set of batches, finds routes of each
request, allocates lightpath requests by maintaining resource allocation constraints using first-fit, and triggers fairness policy
if any request gets blocked.
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The rest of the paper is organized as follows. The presented BPBP-RSA scheme is discussed in section 2. The perfor-
mance of BPBP-RSA is evaluated in section 3, and we conclude the paper in section 4.

Note that the key contribution of this work is to investigate the impact of batch processing in the fragmentation manage-
ment approach in the context of EONs. We adopt batch processing for fragmentation management in EONs from the study
done by us in our previous work [21].

2 Presented Non-defragmentation and Batch Processing Based Proactive
Fragmentation Management Scheme

This section presents the non-defragmentation and batch processing based proactive fragmentation management scheme.
The presented scheme has two steps, which are batch processing and resource allocation.

2.1 Model and Assumptions
We model the optical network as a directed graph G(V,E), where V is the set of nodes and E is the set of edges. We assume
that each link e ∈ E has |S| number of spectrum slots, where S is the set of spectrum slices in a link. R represents the set
of all requests, and a request is denoted by r ∈ R. We assume that the capacity of each lightpath request r ∈ R is given. We
consider the shortest path routing to estimate the end-to-end routing of each lightpath request [22]. Furthermore, we con-
sider polarized-multiplexed optical signals for transmission. Modulation formats, which are polarized multiplexed-binary
phase shift keying (PM-BPSK), polarized multiplexed-quadrature phase shift keying (PM-QPSK), polarized multiplexed-
8quadrature amplitude modulation (PM-8QAM), polarized multiplexed-16quadrature amplitude modulation (PM-16QAM),
polarized multiplexed-32quadrature amplitude modulation (PM-32QAM), and polarized multiplexed-64quadrature ampli-
tude modulation (PM-64QAM), are used for lightpath allocation based on requested capacity and transmission distance of
each lightpath request according to Table 1 [23, 24]. We assume that the optical bandwidth of each elastic transceiver is
37.5GHz, and the size of each spectrum slice is 12.5 GHz. The number of required slots δr for a lightpath requests r ∈ R
is estimated according to the transmission reach model presented in [21]. The number of links in the end-to-end route of a
lightpath request is denoted by lr. B denotes the set of generated batches, and an element of set B is also a set, and it is
denoted by βk ∈ B, where k ∈ [1, |B|].

Table 1: Transmission reach (KM) with respect to different traffic volume and modulation format

Traffic volume (Gbps) PM-BPSK PM-QPSK PM-8QAM PM-16QAM PM-32QAM PM-64QAM
50 3400 3300 1300 1000 500 300
100 1700 1700 700 500 200 100
150 1200 1100 400 300 100 100
200 900 900 300 200 100 100
250 700 700 300 200 100 0
300 600 600 200 200 100 0
350 500 500 200 100 0 0
400 400 400 100 100 0 0

The lightpath requests in R are allocated by satisfying spectrum contiguity and continuity constraints. The contiguity
constraint ensures contiguous slot allocation of a lightpath request. The continuity constraint ensures using the same slots
over other links if more than one link exists in the route of a request.

2.2 Batch Processing
The batch processing method has two steps, namely sequence generation and batch generation. The batch processing
method is explained in the following.

Step 1: Estimate number of links lr in the end-to-end routes of all r ∈ R and classify requests into different classes based
on their lr. For instance- requests having 1 link in their end-to-end route belongs to class 1, requests having 2 link in
their end-to-end route belongs to class 2, and so on. We have eight requests r1, r2, r3, r4, r5, r6, r7, and r8 having
1 and 2 hops in the end-to-end route in Fig. 1(b), where c1 = {r1, r3, r5, r7} and c2 = {r2, r4, r6, r8}.

Step 2: Assign weights w to each class based on its index. For example- c1 has the weight w = 1, and c2 has the weight
w = 2.

Step 3: Sort classes in descending order based on assigned weights. For example- we obtain c2 = {r2, r4, r6, r8} and
c1 = {r1, r3, r5, r7} after sorting by class in Fig. 1(b).

Step 4: Form a super-class combining all the classes maintaining the sorted class order. For example- super class U for
Fig. 1(b) is {r2, r4, r6, r8, r1, r3, r5, r7}.
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Step 5: Generate batches of requests β ∈ B maintaining the batch capacity constraint and minimizing the cost factor. The
batch capacity constraint limits the size of a batch, where the total number of required slots

∑
δr for all requests r

in a batch β ∈ B must not exceed |S|, i.e.-
∑

r∈R δrx
n
r ≤ |S|,∀n ∈ [1, |B|]. The cost-factor Cf is the total cost

for generating all batches, and it is defined by- Cf =
∑

n∈[1,|B|]
(
n
∑

r∈R lrx
n
r

)
, where n is the index of batch, lr

is the number of links in the end-to-end route of r, and xn
r is the binary variable representing attachment of request

r to nth batch. If request r belongs to nth batch, xn
r = 1, otherwise xn

r = 0. A request r ∈ R can be a member
of only one batch, i.e.-

∑
n∈[1,|B|] x

n
r = 1, ∀r ∈ R. Therefore, we obtain batches β1 = {r2, r4, r8}, β2 = {r6, r1},

β3 = {r3, r5}, and β4 = {r7} by generating batches satisfying all batch generation constrains in Fig. 1.

Steps 1 to 4 work for generating sequence, and step 5 works for batch processing. After generating batches, the BPBP-
RSA scheme allocates each batch using the first-fit resource allocation policy.

2.3 Resource Allocation
A lightpath request r ∈ R is allocated using spectrum slices in EONs. The presented BPBP-RSA scheme processes batches
of lightpath requests using a batch processing method mentioned in Section 2.2 after estimating the end-to-end route and
requested slots. Afterward, requests are allocated by satisfying spectrum continuity and contiguity constraints. Suppose any
lightpath request of a batch is rejected during resource allocation. In that case, the presented scheme triggers the fairness
policy that gives an equal opportunity to all requests, irrespective of their number of hops, requested capacities, and arriving
sequences.

In the fairness policy, if any request r ∈ βk considering all batches fails to satisfy the resource allocation constraints, the
presented scheme discards one request from R randomly and updates R. The updated set of requests R is now reconsidered
for batch generation. The same procedure is iterated until R becomes empty. In each iteration, exactly one request is
rejected. Therefore, the number of iterations equals the number of blocked requests. During this resource allocation
process, expired requests are automatically torn down from the network.

2.4 Benefit of BPBP-RSA over FF-RSA
This subsection presents the benefit of the presented BPBP-RSA scheme over the traditional FF-RSA scheme. The presented
scheme follows the non-defragmentation process by partitioning the incoming lightpath requests into batches before estab-
lishment and taking no measures after allocation. Figure 1 demonstrates the resource allocation in EON using BPBP-RSA.
A sample 4-node network and a set of requests R = {r1, r2, r3, r4, r5, r6, r7, r8} with the same arrival time, predefined
routes and capacity, and estimated required slots δr for each requests r ∈ R are considered for demonstration purpose [see
Fig. 1(a) and (b)]. The number of required slots δr for each request is calculated based on the model described in [24].
Modulation format used for request r1, r2, r3, r4, r5, r6, r7, and r8 are PM-8QAM, PM-QPSK, PM-BPSK, PM-QPSK,
PM-QPSK, PM-BPSK, PM-QPSK, and PM-32QAM, respectively, using Tab. 1. In the sample network, V = {A,B,C,D}
and E = {AB,BC,BD,DC,AD}.

Figure 1(c) depicts the network status after allocation the requested lightpaths r ∈ R using FF-RSA. Two requests r3
and r8 are rejected in Fig. 1(c) and hence the blocking ratio is 2

8 = 0.25. For allocating the same set of requests using
BPBP-RSA, we need to generate batches of lightpath requests using the batch processing method. After applying batch
processing method, we obtain batches β1 = {r2, r4, r8}, β2 = {r6, r1}, β3 = {r3, r5}, and β4 = {r7} by satisfying all
batch generation constrains (see in 2.2). Each batch is sequentially allocated in the network using the first-fit allocation
process.

Figure 1(d) shows the network status after allocating all eight requests in the sample network. No request is blocked
using the BPBP-RSA approach. Hence we claim that the BPBP-RSA approach works better than traditional FF-RSA
approach by reducing blocking probability and enhancing resource utilization. The external fragmentation metric is Γl =
1 − P

Q , where Γl, P , and Q represents fragmentation in link l, maximum number of contiguous available slots, and total
number of available slots, respectively [25]. Link fragmentations for all the links in Fig. 1(c) using traditional first-fit
RSA scheme are ΓAB = 0, ΓBC = 0.43, ΓBD = 0, ΓDC = 0, and ΓAD = 0.25. Similarly, link fragmentations using
BPBP-RSA in Fig. 1(c) are ΓAB = 0, ΓBC = 0, ΓBD = 0, ΓDC = 0, and ΓAD = 0.25. Hence, we can conclude that
link fragmentation after allocating all eight requests are using BPBP-RSA is less than link fragmentation using traditional
first-fit after allocating only six lightpath requests. Note that, as no request is rejected using BPBP-RSA, the fairness policy
is not considered in this example.

3 Simulation and Results
We consider the Indian network [26] for analyzing the performance of the presented scheme, where the average node degree
is 3.14. We consider Erlang traffic load for generating the lightpath requests. The load is defined by ρ = λ × H , where
λ and H represent inter-arrival rate and average holding time, respectively. The exponential distribution is maintained for
generating both inter-arrival rate and holding times of lightpath requests. All the simulations are performed on a Linux-
based HPE ProLiant ML350 server with an Intel Xeon-Bronze 3106 processor (1.7GHz) and 64GB of memory.

We use blocking probability and traffic admissibility as performance metrics. The blocking probability is defined as
a ratio of the number of rejected requests to the number of requests served in the network. The obtained results for the
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Requests Routes Capacity δr

r1 A-B 350 3

r2 A-B-C 250 3

r3 B-C 300 6

r4 A-B-D 350 4

r5 D-C 350 3

r6 A-D-C 300 6

r7 B-D 350 3

r8 B-D-C 50 1

s1 s2 s3 s4 s5 s6 s7 s8 s9 s10
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Generated Batches

Batch 1: r2, r4, r8 Batch 2: r6, r1        Batch 3: r3, r5 Batch 4: r7
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Figure 1: Resource allocation in EONs: (a) sample network, (b) lightpath requests with predefined routes and their capacity,
(c) resource allocation using FF-RSA, and (d) resource allocation using BPBP-RSA.

presented BPBP-RSA scheme and the traditional FF-RSA scheme for traffic admissibility are considered under the 1%
blocking of requests.

Figure 2a depicts the blocking probability comparison between the presented BPBP-RSA scheme and the traditional
first-fit RSA scheme; the comparison shows that the presented scheme suppresses the blocking probability compared to the
traditional FF-RSA scheme. Figure 2b plots the traffic admissibility comparison between the two schemes. The performance
comparisons in Fig. 2 illustrate that the presented scheme works better for resource allocation in EONs. It suppresses
fragmentation and reduces the wastage of the existing spectral resources. As a result, the resource utilization in the network
is enhanced, and blocking probability is reduced. Finally, the traffic admissibility ensures that the presented BPBP-RSA
approach is capable of assigning more lightpath requests in the network compared to the traditional FF-RSA scheme.

4 Conclusion
Fragmentation is a severe problem for resource allocation in elastic optical networks (EONs). It suppresses resource uti-
lization and traffic admissibility in elastic optical networks. This work introduced a distance-adaptive resource allocation
scheme based on batch processing in EONs, which deals with the fragmentation problem during resource allocation and
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Figure 2: Performance comparison between traditional RSA using first-fit and presented BPBP-RSA scheme.
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enhances resource utilization. The performance evaluation section ensured that the presented BPBP-RSA scheme outper-
formed the traditional first-fit resource allocation scheme in terms of blocking probability and traffic admissibility.
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Abstract

Data analytic has extended its foundation in every sphere of our lives. In connection with the same, from the last two
decades, data clustering is considered to be an important part of different research areas in order to identify the common
contact relationship and inner characteristics of various objects. There are plenty of research works are established for data
clustering in a efficient way. On the other hand computational geometry, which is widely used at various technical domain
deals with different geometrical shapes and figures for different computing algorithms. The application of computational
geometry in data clustering is becoming an emerging field of data science research. In this article, we have reported few
important research works using computational geometry in the context of centroid hinged k-means clustering and density
based DBSACN clustering.

Keywords: Computational Geometry, Clustering, Empty Circles, Voronoi Diagram, Convex Hull

1 Introduction
The field of data science and data mining are the most valuable research areas in today’s era and for this regards the analysis
of data objects distributed in a given space has always given the importance in area of extensive research. Computation
geometry which is widely used at many technical domain, deals with various geometrical shapes and figures is a field of
computer science that effectively represents various geometrical models through computing algorithms. While discussing
on computational geometry, the convex hull, the voronoi diagram, and the empty circles are widely known in this field. Most
of the modern technologies make uses the concept of computational geometry effectively. During spatio-temporal streaming
of data, it becomes very essential to give correct results and present information in the best organized way possible.

In the other hand, one of the important area in unsupervised learning that deals with organization of data set of points
is clustering. Computational geometry and clustering technology are two fields that have been successfully applied in
numerous occasions to solve practical problems in various applications. The concepts of different geometrical figures of
computational geometry, can be effectively used to in various data clustering techniques to achieve an improvement on
clustering quality.

This article mainly focus on the detail analysis of combination between computational geometry and the clustering
algorithms. It also focuses on the application of various concepts of computational geometry within various data clustering
models. There are several types of clustering approaches available, such as hierarchical clustering, centroid based clustering,
density based clustering and so on. Among them the k-means clustering and the DBSCAN clustering algorithms are the
main two types of clustering that falls under the centroid based clustering and spatial clustering respectively. This report
also includes a short analysis of improvement on traditional k-means & DBSCAN algorithm using computational geometry.

2 Computational Geometry
Computational geometry was first proposed by M. Shamos in his PhD. Thesis in the year of 1970. Since the inception of
this area, plenty of research works have been done using computational geometry and the modification of these concept is
also carried out till now. To demonstrate various real world objects and its representation the computational geometry is
widely used. The difference between mathematical geometry and computational geometry is that computational geometry
is vastly powerful discipline and very interesting and also it represents the direction of various points, lines, surfaces towards
a particular planes. In the field of data mining the computational geometry plays a vital role to represents structural layers.
It gives data its shape and tells us how to manipulate it efficiently as per our search requirement. One of the important basis
computational geometry is the concept of convex hull, voronoi diagram and voronoi/empty circles. A brief introductions
for these terms are given in the next subsections.
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2.1 Convex Hull
The convex hull is a boundary among a set of data points such that all the points remain inside the boundary, with some
points lies on the boundary line, considering as hull points. It means that for a given data set distributed in a space a convex
hull is a boundary which is created with some points so that all the other points remain inside that boundary. So the convex
hull is the smallest convex polygon that contains maximum data points in its interior and the rest points are the vertices of
the polygon itself. Few popular algorithms are there to find the CH of a given set of data points, those are Graham Scan
[1], Jarvis March [2] etc.

2.2 Voronoi Diagram
Voronoi diagram is used to generate the partitions in a space having a set of data points. This partitioning is performed
in such a way that every region contains only one data point/object. The Russian mathematician Georgy Voronoi has
introduced the concept of voronoi diagram [3]. It is defined as the partitioning of given set of points in a plane into some
convex polygons or cells such that every point inside that convex polygon is closer to its generating point than any other
point on the plane. The cross points of any two voronoi edges is known as voronoi vertices.

2.3 Empty Circles
From the name it is obvious that empty circle does not contain any point of dataset inside it. The voronoi vertices which
can be extracted from voronoi diagram can be used as a center of empty circles and hence the empty circle can also be
termed as voronoi circle. The importance of empty circle in clustering approaches is that the data points that remain on
the boundary line or in the circumference of circles are closer to its center point than any other data point. So, for centroid
based clustering approach it is easier to detect the closest points from empty circles

In figure 1, for the given data points(black large dots), the convex hull(Boundary with black lines), voronoi dia-
gram(saffron lines) and empty circles(green circles) are shown [4].

Figure 1: Convex Hull, Voronoi Diagram and Empty Circles for an artificial data set [4]

3 Data Clustering
Clustering is a technique to group data objects into various classes with a certain defined characteristics. In modern era of
technology it is very much important to analyze the data into an organized manner. Clustering is such types of technique to
make groups of similar data objects having a defined characteristics. Various types of clustering algorithm are available in
literature. Few of those are: hierarchical clustering, centroid based clustering, spatial clustering etc. Among these. here we
describe twy types,viz., centroid based k-Means clustering and spatial clustering DBMS.

3.1 k-Means Clustering
k-means clustering (KM) falls under the category of centroid based clustering. The main idea behind the KM is first of
all the number of cluster is to be defined beforehand and the algorithm choose the initial center points for each clusters
randomly from the given data set. Then it compute the Euclidean distance for every data point and initial centres. The data
points are grouped into a specific cluster from which the Euclidean distance is less than the any other cluster. In the next
when all the data points are grouped into various clusters the average values of data points in every cluster is computed and
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this values becomes the new initial centroid for corresponding cluster for next successive steps. When the centroid values of
two successive steps remain unchanged then we stop the clustering process. The random initialization method in traditional
KM makes the clustering process ineffective and may leads the clustering up to a long processing time.

3.2 DBSCAN Clustering
DBSCAN [5] is one of the most applied clustering algorithm, which is density-based spatial clustering of applications with
noise. It is one of the foremost common clustering algorithm works based on the density of objects. It depends on two
important parameters viz., epsilon, the radius of neighbourhood around a data point and minPts, the minimum number of
data points during a neighborhood to define a cluster. The DBSCAN algorithm find a core point if any point having the
minPts number of points within the radius of epsilon as well as it defines a point as border point if any point having lesser
than the minPts number of point within epsilon radius but one point itself is a core point. The DBSCAN algorithm is
capable to detect noise point in such a way, when one point is neither a core point nor a border point.

4 Clustering with Computational Geometry
The concept of computational geometry was successfully used in a research work [6], by Reddy et al. k-means clustering
can not ensure about the global optimum results always, as the algorithm select the initial clusters’ centers in a random
manner. This clustering is one of the most used clustering method in the field of data mining / data science due to it’s simple
operations and powerful output. But, this clustering technique uses a distance based approach to select the suitable data
points of any cluster. On the other hand the first selection of initial centers of the clusters is done by a random selection
approach. This can lead the clustering process stuck to a local optima. The authors in [6] addressed this issues into their
proposed algorithm and tried to improve the clustering process using the circumference points of largest voronoi circles,
which are constructed from the voronoi diagram of a given data set. Basically, the main idea of the proposed algorithm is
to supply the initial cluster centers from voronoi circles instead of selecting it in a random manner. The authors have shown
that their proposed algorithm outperforms against the traditional k-means and modified traditional k-means, in terms of
miss classified patterns and error rate. This algorithm is capable enough to produce a better clustering in a qualitative nature
as it is tested on various artificial and real world data. The experimented outcomes are shown in figure 2 for the algorithm
proposed in [6].

Figure 2: Results of proposed algorithm described in [6]

Another research work on data clustering from the same group was successfully presented in [7] with the integration
of computational geometry. The works mainly focused on defining a new clustering method based on voronoi diagram.
The voronoi diagram is efficient to make a complete partition of data objects into some specific regions having only one
data object within a particular region. This partition ensure that the object inside the region is closer to its’ generating
points. In the voronoi diagram the cross point of any two edges is considered as a voronoi vertex. The proposed algorithm
in [7] compute the largest voronoi circles, which can be drawn from voronoi vertices as a center of circles. This circles
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have been used to locate the closer points represented by the voronoi vertices. This closer points are referred as a cluster
prototypes. i.e. using several prototypes in every iterations the algorithm can detect the closer points of every clusters as
well as using those points a new voronoi diagram is created to detect closer points of new voronoi vertices. In this way the
authors successfully shown that the final generated clusters are much more better in qualitative nature than other existing
algorithms. At a later stage the authors have established the validity of the proposed algorithm using a defined index termed
as DV I(Dynamic Validity Index), whwere the proposed clustering method outperforms over traditional K−means, FCM
& CTV N clustering algorithms. The experimented outcomes are shown in figure 3 for the algorithm proposed in [7].

Figure 3: Results of proposed algorithm described in [7]

One more algorithm to detect the hardness of k-means clustering problem using the concept of computational geometry
was introduced in [8]. k-means is a well known clustering approach problem which use the euclidean distance metric for
the distance calculation among the data objects and cluster centers’. This euclidean k-means problem is extensively studied
in the field of computational geometry. Instead of choosing random initial centers the authors proposed a method such that
sum of squared distances of any data point to its nearest center is minimized. Using this concept the authors have reduced
the vertex cover problem into euclidean k-means method to established the hardness of approximation of euclidean k-means
algorithm.

The concept of border peeling clustering is successfully established [9], which is a non parametric clustering technique.
Here the authors used the concept of layered architecture instead of finding a particular parameter for DBSCAN algorithm.
Traditionally, we make the group/cluster of data objects first and the objects which can not satisfy the criteria for any
generated clusters are simply treated as noise points but in this mentioned work the authors considered the entire clustering
process as a layered architecture and defined that the border points can be considered as an external layer. In contrast of
this, an external layer can explicitly identify the actual clusters. The authors has shown the proposed algorithm and the
outcome of experimental analysis which is shown in figure 4.

Figure 4: Border Peeling Clustering using the Algorithm Described in [9]

In the same context, a different approach for the optimization of time complexity for DBSCAN was proposed by Jang
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et al.[10]. They termed their method as DBSCAN + +, a step towards a fast and scale able DBSCAN . They provided
two simple strategies: uniform and greedy k-center-based sampling in which it is shown that for simulated and real data
sets, DBSCAN ++ runs in a fraction of the time compared to the normal DBSCAN .

Apart from all the above mentioned research works, we also have defined two new concepts for modification on centroid
and spatial clustering using computational geometry approaches. In this context we have used the idea of convex hull,
voronoi diagram and empty circles in our proposed work. It is well known that k-means clustering is very much sensitive
to its initial cluster centers. We have focused on this part to achieve improvements on cluster quality. i.e. instead of random
selection of initial cluster centers, our initial centers are obtained from the circumference points of the larger and largest
empty circles [11]. Also, in order to catch the values from a feasible region, we have selected those empty circles which
are interior to the convex hull of any given data set. For our proposed method an extensive experiments are done on various
real world and artificial data. It is to be noted that our proposed algorithm outperforms over traditional k-means in both
qualitative and quantitative nature. The performance of our proposed algorithm is shown in figure 5[11] for a synthetic data
where the results of original k-means for the same data is also shown for meaningful comparison.

Figure 5: Modified K-Means using the Algorithm Described in [11]

Figure 6: Spatial Clustering using the Algorithm Described in [12]

We have also applied the concept of empty circles into spatial clustering approaches in [12]. The DBSCAN is a well
known density based spatial clustering method which is sensitive to noise points. Traditionally the epsilon parameter of
DBSCAN is selected using the KNN distance based approach and the other parameter minimum points within the radius
of epsilon can be treated as a free parameter. In our modified DBSCAN (termed as ECR-DBSCAN [12]), we have used
the radii of empty circles [13] to select the epsilon parameter. All the sorted radii (in increasing order) of the circles are
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used to find the elbow value of those radii. Next, we have intelligently used this elbow value as the epsilon parameter
of the DBSCAN. This coupling between computational geometry and spatial clustering in ECR-DBSCAN enhance the
performance of traditional DBSCAN while we redistribute the noise points into existing clusters using a distance metric.
For the improvement on clustering quality through this proposed method is represented at figure 6[12].

5 Conclusions
The goal of writing this article was to make a very brief analysis between the possible relationship of computational ge-
ometry and data clustering methods. Clustering data into various group is a essential part in the field of data science. It is
obvious that some defined concept of computational geometry can be effectively used in the operation of data clustering
approaches. Empty circles can play a crucial role to in order to optimize the traditional clustering methods. However, we
have discussed here only two types of clustering.The same can be to the other clustering to enhance the clustering quality.
In future, we have a plan to carry out this analysis in detail.
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Abstract 
In this paper a Verifiable Visual Cryptography for gray scale images with meaningful shares is proposed. In this 
approach we generate two gray scale meaningful shares which are verifiable in nature it means they can 
authenticate themselves at the receiver side. Proposed approach is a good combination of pixel based blind 
fragile watermarking approach, visual cryptography approach and scrambling approach together. Hence this 
approach ensures all security requirements like authentication, integrity verification, confidentiality etc.  Visual 
cryptography approach is used to securely transmit the secret image over the internet. Due to meaningful shares, 
it is less vulnerable to cryptanalysis. Watermarking is used to verify the integrity of the shares at the time of any 
dispute. Scrambling is used to provide confidentiality to the secret image. A symmetric key is used by sender 
and receiver in order to authenticate them and for scrambling/unscrambling. Proposed approach also fulfils the 
contrast and security requirements of the VC approach. Experimental results demonstrate that proposed approach 
is good enough to localise the tampering with more than 90% accuracy at the same time it is able to recover the 
secret image with 100% accuracy. 

 
Key words:Visual cryptography, Verifiability, Meaningful shares,Gray scale secret, Share authentication. 

 
 
1.Introduction 
 
There are three major security approaches are used in order to protect an image that are Visual Cryptography (VC), 
Digital Image Watermarking and Encryption or Scrambling approach. Every approach has its own significance and used 
to provide different security requirements like Authentication, Integrity verification, Confidentiality etc. For example, VC 
is used to securely transmit the secret image and it provides the security to the image at the time of transmission. 
Similarly fragile watermarking is used to provide integrity verification when an image is stored or during transmission if 
tampered. Scrambling is used to encrypt an image for providing confidentiality to the image. There are various state of 
the art approaches are proposed in all three fields. 
 
VISUAL cryptography (VC) is a kind of secret sharing scheme, which is first proposed by Naor et al. [11], which allows 
the decryption of secretly shared images without any cryptographic computation. k-out-of-n  is a special case where, a 
secret image is encoded into n number of shares. Every share is represented by random binary pattern. The shares are then 
printed onto transparencies, respectively, and distributed among n participants. Single share does not have any visual 
information about the shares. As per k-out-of-n Visual cryptography approach, if we superimpose less than k shares then 
no information regarding secret will be revealed but k or more then k shares can decode the secret without any 
computation just by stacking them. VC may also be used in various other applications like access control, watermarking, 
copyright protection [12], identification [13] and visual authentication. In order to understand the concept of visual 
cryptography, we can take an example of 2-outof- 2 VC scheme where k = 2 and n = 2 as shown in Fig. 1. Each pixel p of 
secret binary image is encoded into a pair of black and white subpixels for both shares. If p is white/black, one of the 
first/last two columns tabulated under the white/black pixel in Fig. 1 is chosen randomly so that selection probability will 
be 50%. Then, the first two subpixels in that column are allotted to share 1 and the following other two subpixels are 
allotted to share 2. Both the pixels either it is black or white will be encoded by two subpixels of black and white. Due to 
similar pattern used to encode both the intensities, an individual share has no information about the intensity of the secret 
image pixel whether p is black or white. The last row of Fig. 1. shows the stacking of both the shares, If the pixel p is 
black, the output of superimposition will be two black subpixels corresponding to a gray intensity 1. If p is white, then 
result of superimposition will be one white and one black subpixel, corresponding to a gray intensity as 1/2. By this 
method, one can visually recover all the  
Here are the drawbacks of the existing VC approaches: 

1. One can only secure binary images. 
2. Secret image cannot be recovered with full accuracy and contrast. 
3. All the shares are expanded in size as well random in nature which are the major problems. 

 
So, in this paper we have considered all these issue in our account and developed a novel approach which will be able to 
secretly share a gray scale image with meaningful shares without pixel expansion.  
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Fig. 1. 2-out of 2 VSS, where a secret pixel is encoded into two subpixels in each of the two shares 

 
 
With increasing rate of the use of multimedia data, their alteration is also increased. There are various occasions when we 
need an authentic image without any tampering. Authentication and integration must be ensured at the time of storage as 
well as transmission of the secret [3]. These real demands lead to an emerging multimedia technology, known as image 
hashing. We study a new yet robust image hashing in this paper. Image hashing not only allows us to quickly find 
imagecopies in large databases, but also can ensure content security of digital images. Image hashing maps an input 
image to a short string, called image hash, and has been widely used in image retrieval [1], image authentication [4], 
digital watermarking [5], image copy detection [6], tamper detection [7], image indexing [8], multimedia forensics [9], 
and reduced-reference image quality assessment [10]. In the proposed approach, a self embedding method of fragile 
watermarking is used in order to ensure the integrity of the shares at the time of storage and transmission. Ateniese et al. 
[14] proposed the method of extended visual cryptography (EVC). In EVC, the shares contain both, shares are 
meaningful in nature. In case of EVC scheme, we recover very low quality of secret image and it is restricted for only 
binary images. Nakajima et al. [15] enhances the power of the EVC approach for gray scale images to improve the visual 
quality of images. Shyongjian [16] proposed a visual cryptography approach for multi tone color images but meaningless 
shares are the major problem of this technique. To generate meaningful shares, Zhou and Arce [2] proposed Halftone 
Visual Cryptography (HVC) which can be applied on error diffused half toned version of the secret images. This 
approach is more improved version of extended visual cryptography. The main drawback of HVC approach is the pixel 
expansion value. Zhonmin et al. [17] has proposed more refined version of extended HVC in which AuxiliaryBlack Pixel 
(ABP) is used in place of complimentary shares which can avoid the use of complementary shares. This approach again 
suffers with the problem of pixel expansion. 
 
Rest of the paper is organized as: Section 2 provides the proposed approach. Section 3 demonstrates the experimental 
results and analysis. Paper is concluded in section 4 followed by references. 
 
2.Proposed Approach 
 
Figure 2 shows the flow diagram of the proposed approach. Here approach is divided into two phases: one is dedicated 
for sender end whereas another one is dedicated to receiver end. The block of sender end consists of three steps that are 
pre-processing, verifiable share generation and meaningful share generation. Similarly block of receiver end consists of 
two steps namely tamper detection and secret image recovery. We will see every step-in details in next subsections. 
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Figure 2- Flow Diagram of Proposed approach 

2.1.Pre-processing 

Proposed approach requires three gray scale images as input. One image is for secret image and other two images are for 
cover images. Cover images are those images which will be displayed on the meaningful shares. Before using these three 
images in the algorithm of share generation, they need to be pre-processed. Following steps are used to pre-process the 
given images. 

Step 1-Suppose input gray scale secret image is denoted by 𝐼𝐼 and cover images are denoted by 𝐶𝐶1 and 𝐶𝐶2 respectively. 

Step 2- First of all convert𝐼𝐼,𝐶𝐶1 𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶2 into gray scale image if they are in colour image format. 

Step 3-Resize all images 𝐼𝐼,𝐶𝐶1 𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶2in same dimension let’s say × 𝑁𝑁 . 

Step 4- Now apply bit scrambling method like Arnold on all pixels of secret image 𝐼𝐼 using a secret key 𝑘𝑘1.  

𝐼𝐼𝐼𝐼𝑚𝑚 ,𝑎𝑎 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑎𝑎𝑚𝑚𝑆𝑆𝑆𝑆𝑆𝑆(�𝐼𝐼𝑚𝑚 ,𝑎𝑎�, 𝑘𝑘1) 

Here �𝐼𝐼𝑚𝑚 ,𝑎𝑎� denotes the mnthpixel of input secret image 𝐼𝐼 and 𝐼𝐼𝐼𝐼𝑚𝑚 ,𝑎𝑎  denotes the mnthpixel of scrambled secret image Since 
this image is of gray intensities. Hence pixels will be represented into eight bits. For example, 11000100 is binary bit 
stream of a pixel intensity of image 𝐼𝐼 then after applying the scrambling it may look like 00110001. This scrambling 
approach is reversible in nature. It means at the receiver end, by using the same secret key 𝑘𝑘1, one can get the original bit 
stream. 

2.2.Verifiable Share Generation 
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Verifiable shares mean, a share will have the capability to authenticate itself. It is quite possible that during creation of 
the shares or during transmission of the shares, they might get tampered because of any intentional or unintentional 
attacks. Since shares are very sensible objects which carries the information of secret images, hence they need to be 
protected by any means. In this paper we have protected them by using self-embedding approach of fragile watermark. 
Here pixel wise blind authentication approach is proposed. It means at the receiver end, we do not need any information 
related to the original secret image and alteration can be detected at pixel level. Following steps are required in order to 
produce two authentication bits 𝐴𝐴𝐴𝐴1and 𝐴𝐴𝐴𝐴2 for every pixelof 𝐼𝐼𝐼𝐼,𝐶𝐶1 𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶2. 𝐴𝐴𝐴𝐴1will be used to protect pixels of share 1 
𝑆𝑆1whereas 𝐴𝐴𝐴𝐴2 is used to protect share 2𝑆𝑆2. Following steps are required to get verifiable share generation. 

Step 1- Take the gray level scrambled secret image 𝐼𝐼𝐼𝐼,  and cover images C1 and C2 as input. All are having the same 
dimension as 𝑀𝑀 × 𝑁𝑁. 

Step 2- Following steps are used to generate the first authentication bit 𝐴𝐴𝐴𝐴1 for every pixel of Is and corresponding pixel 
of  C1. 

Step 3-Let p be the pixel of Is which is having the location index (i,j).Similarly q denotes the pixel of cover image C1 of 
the same index (i,j). 

Step 4-b(p,k) and b(q,k) denotes the kth binary bit of pixel p and q respectively. 

Step 5-Compute the following  

𝐵𝐵[] =  �𝑆𝑆(𝑝𝑝, 𝑘𝑘) ⊕
3

𝑘𝑘=1

𝑆𝑆(𝑝𝑝, 𝑘𝑘 + 1) 

Where 𝐵𝐵[] is an array which will have three bits. 

Step 6- Now perform the following bitwise operation on B and q: 

𝐴𝐴𝐴𝐴1 =  �(𝐵𝐵(𝑘𝑘) ⊕𝑞𝑞(9 − 𝑘𝑘))𝑚𝑚𝑚𝑚𝑎𝑎 2
3

𝑘𝑘=1

 

Step 7 – Embed the bit 𝐴𝐴𝐴𝐴1 into the first LSB of pixel S1(i,j). Where S1 is matrix of dimension 𝑀𝑀 × 𝑁𝑁 where all pixels are 
initialized with zeros of eight bits.  

Step 8- Following steps are used to generate the first authentication bit 𝐴𝐴𝐴𝐴2 for every pixel of Is and corresponding pixel 
of  C2. 

Step 9- Let p be the pixel of Is which is having the location index (i,j). Similarly q denotes the pixel of cover image C2 of 
the same index (i,j). 

Step 10-b(p,k) and b(q,k) denotes the kth binary bit of pixel p and q respectively. 

Step 11- Compute the following  

𝐵𝐵[] =  �𝑆𝑆(𝑝𝑝, 𝑘𝑘) ⊕
3

𝑘𝑘=1

𝑆𝑆(𝑝𝑝, 𝑘𝑘 + 1) 

Where 𝐵𝐵[] is an array which will have three bits. 

Step 12- Now perform the following bitwise operation on B and q: 

𝐴𝐴𝐴𝐴2 =  �(𝐵𝐵(𝑘𝑘) ⊕𝑞𝑞(9 − 𝑘𝑘))𝑚𝑚𝑚𝑚𝑎𝑎 2
3

𝑘𝑘=1

 

Step 13– Embed the bit 𝐴𝐴𝐴𝐴2 into the first LSB of pixel S2(i,j). Where S2 is matrix of dimension 𝑀𝑀 × 𝑁𝑁 where all pixels 
are initialized with zeros of eight bits.  

2.3.Meaningful Share Generation 
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Once we get two shares S1 and S2 which are preloaded with the authentication bits at first LSBs. Now our next objective 
is to generate meaningful shares from that. For creating the meaningful shares we use first three MSBs of the cover 
images. Here we use the concept of human visual system that our eyes cannot distinguish the visual intensity values of 
two gray values having minor difference. Following algorithm is used to create the meaningful shares. 

Step 1- Take scrambled secret gray scale image Is of size 𝑀𝑀 × 𝑁𝑁and two cover images C1and C2 of same size 𝑀𝑀 × 𝑁𝑁as 
input. Here our output will be meaningful shares S1 and S2 of same size 𝑀𝑀 × 𝑁𝑁 which are already created and initialized.  

Step 2-Repeat fork=6 to 8 

𝑃𝑃𝐼𝐼1(𝑘𝑘) =  𝑃𝑃𝐶𝐶1(𝑘𝑘) 

𝑃𝑃𝐼𝐼2(𝑘𝑘) =  𝑃𝑃𝐼𝐼1(𝑘𝑘) 

Where 𝑃𝑃𝐼𝐼1(𝑘𝑘) and 𝑃𝑃𝐼𝐼2(𝑘𝑘) is kth bit of pixel of S1 and S2 respectively. Whereas 𝑃𝑃𝐶𝐶1(𝑘𝑘) and 𝑃𝑃𝐶𝐶2(𝑘𝑘) is kth bit of pixel of C1 
and C2 respectively. 

Step 3-End for 

Step 4- Repeat for j=2 to 5 

𝑃𝑃𝐼𝐼1(𝑗𝑗) =  𝑃𝑃𝐼𝐼𝐼𝐼(𝑗𝑗 − 1) 

Where 𝑃𝑃𝑆𝑆𝐼𝐼(𝑗𝑗) is jth bit of pixel of scrambled secret image ls and 𝑃𝑃𝐼𝐼1(𝑗𝑗)  is jth bit of pixel of S1. 

Step 5-End for 

Step 6- Repeat for j=2 to 5 

𝑃𝑃𝐼𝐼2(𝑗𝑗) =  𝑃𝑃𝐼𝐼𝐼𝐼(𝑗𝑗 + 3) 

Where 𝑃𝑃𝑆𝑆𝐼𝐼(𝑗𝑗) is jth bit of pixel of scrambled secret image ls and 𝑃𝑃𝐼𝐼1(𝑗𝑗)  is jth bit of pixel of S2. 

Step 7-End for 

Aforesaid algorithm is used for embedding of all the cover image pixel’s bits and all the scrambled image pixel’s bits into 
the corresponding pixel’s bits of shares. After applying this the eight bits of every pixel of S1 and S2 will hold three 
information that is content of cover image, content of scrambled secret image and authentication bit respectively as 
shown in figure 3. 

Figure 3: Bit assignment sequence for a pixel of the share 

So these three steps are used to create two verifiable meaningful shares for a single secret image. Here shares as well as 
secret image both will be of gray scale in nature. Now we assume that these two shares are transmitted to the receiver for 
recovery. So it may be possible that during the transmission, because of any intentional or unintentional attacks, shares 
may get tampered. In that case receiver has to perform tamper detection test first before starting the recovery process. So 
in next subsection, we will see the remaining two steps of the proposed approach that is tamper detection and secret 
recovery.  

2.4.Tamper Detection 

This step is the responsibility of receiver. When he receives the shares, in order to ensure its authenticity, he will perform 
following operations. If alteration is detected in any of the given shares then receiver will ask to the sender to resend it. 
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By using proposed approach, sender not only will know about the unauthentic shares but also, he will know about the 
exact location of the tampering. Following are the steps for tamper detection. 

Step 1- First of all extract the authentication bit 𝐴𝐴𝐴𝐴1  and 𝐴𝐴𝐴𝐴2 from last LSBs of every pixel of S1 and S2 respectively. 

Step 2-Create two binary matrix namely M1 and M2  of dimension 𝑀𝑀 × 𝑁𝑁  by using extracted 𝐴𝐴𝐴𝐴1  and 𝐴𝐴𝐴𝐴2 respectively. 

Step 3-Recalculate the 𝐴𝐴𝐴𝐴1 and 𝐴𝐴𝐴𝐴2 by using same algorithm which was used to create them at sender end by using 
seven MSBs of every pixel of S1 and S2 respectively. 

Step 4- Create two binary matrix namely Mc1 and Mc2  of dimension 𝑀𝑀 × 𝑁𝑁  by using recalculated  𝐴𝐴𝐴𝐴1   and 𝐴𝐴𝐴𝐴2 
respectively. 

Step 5-Do pixel wise comparison between M1 and Mc1 as well as M2 and Mc2. If corresponding pixels of both the pair 
images are same then treat that pixel as tampered one else untampered one. 

2.5. Secret Image Recovery 

Once receiver finds the unaltered version of the shares, he needs to recover the secret image. In the proposed approach, 
we are getting the recovered secret with 100% accuracy, hence contrast condition is achieved by the proposed approach. 
Due to scrambled nature of the binary bit stream, security condition is also achieved. Following steps are used to recover 
the secret image: 

Step 1-  Takeverifiable meaningful sharesS1 and S2and secret key k1as input. 

Step 2-Perform following operation 

𝐵𝐵1[ ] = 𝑆𝑆1(𝑝𝑝𝑖𝑖=5 𝑡𝑡𝑚𝑚  2) 

Where 𝐵𝐵1[ ] is an array which holds the fifth to second bits of a pixel of share.𝑆𝑆1(𝑝𝑝𝑖𝑖=5 𝑡𝑡𝑚𝑚  2)denotes the pixel p of the 
share S1. 

Step 3- Perform following operation 

𝐵𝐵2[ ] = 𝑆𝑆2(𝑝𝑝𝑖𝑖=5 𝑡𝑡𝑚𝑚  2) 

Where 𝐵𝐵2[ ] is an array which holds the fifth to second bits of a pixel of share.𝑆𝑆2(𝑝𝑝𝑖𝑖=5 𝑡𝑡𝑚𝑚  2)denotes the pixel p of the 
share S2. 

Step 4-  Append both the arrays in a single array with following order. 

𝐵𝐵[ ] = 𝐵𝐵1|𝐵𝐵2 

Step 5-Convert the eight bit binary stream B into the decimal format which will indicate the ith pixel intensity of the 
scrambled secret image Is. 

Step 6-Since obtained secret is scrambled in nature hence if someone extract the bits to get the secret, due to scrambling 
secret will not be revealed. So by this way we can achieve confidentiality. Unscrambling is done by the same symmetric 
key k1. 

𝐼𝐼𝑚𝑚 ,𝑎𝑎 = 𝑈𝑈𝑎𝑎𝐼𝐼𝑆𝑆𝑆𝑆𝑎𝑎𝑚𝑚𝑆𝑆𝑆𝑆𝑆𝑆(�𝐼𝐼𝐼𝐼𝑚𝑚 ,𝑎𝑎�, 𝑘𝑘1) 

So finally, receiver will get the recovered secret with 100% accuracy and contrast. In next section we will see the 
efficiency of the proposed approach by the experimental results. 

3. Experimental Result and Analysis

Experiments have been performed on various set of gray scale images for secret as well as for cover images. For all the 
sets satisfactory results are obtained. Experiments have been done into two phases. In first phase tamper detection 
capabilities is checked. For those two meaningful shares are generated for a gray scale secret image. Both the shares are 
then embedded with the verifiable bits. Now one or both the shares are intentionally tampered during transmission or 
storage. Now at the receiver end both the shares are checked for alteration detection. Some results are demonstrated to 
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show the efficacy of the proposed approach for getting the good tamper detection results. Figure 4 shows the result of 
tamper detection and recovery with tampered shares.  

(a) (b) (c) 

(d) (e) (f) 

(g) (h) 
Figure 4- Example of intentional attack on the share, alteration detection and recovery with the 

altered shares. 

In figure 4, image (a) shows the gray scale secret image which is going to be shared secretly. Image (b) and (c) are the 
meaningful shares which are also gray scale in nature. Both the shares are verifiable. It means if during the transmission 
they get tampered then both can self authenticate themselves. For example, image (d) shows the tampered version of the 
share 1 where an objectionable text is intentionally written over the image and share 2 is left unaltered. When they 
received by the receiver, he will apply tamper detection algorithm on both the shares. Images (f) and (g) are the results of 
tamper detection where we can see that black pixels show the unaltered pixels with their positions whereas white pixels 
show the altered portion. As we can see the image (f) corresponds to share 1 hence there are some white pixels on altered 
portions which shows the altered pixel localization and image (g) is completely black as there is no changes are done in 
share 2. Image (h) shows the recovery with the altered shares which is not same as the original secret image. It means 
when any share will be altered then we cannot get the secret image with 100% accuracy. Table 1 shows the quantitative 
results for the tamper detection capabilities of the proposed approach. These results justify our tamper detection 
capabilities because in most of the cases, we are achieving more 90% accuracy which is quite good. At the same time 
proposed approach minimizes the time complexity as shown in the table. As authentication is done with only a single bit 
per pixel hence time taken during the authentication is quite less.  

Secret 
Image 

Altered 
pixel in 
Share 1 

Altered 
pixel in 
Share 2 

Detected 
Pixels in 
Share 1 

Detected 
Pixels in 
Share 2 

Accuracy 
% 

Time in 
Second 

Barbara 339 93 309 79 88 10 
Lena 519 578 489 469 92 12 
Cameraman 119 629 110 658 90 17 
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Girl 432 859 403 823 95 15 
Boat 331 531 319 499 93 13 

Table 1- Tamper detection results for multiple secret images. 

Figure 5 shows the plot between the number of altered pixels and number of detected pixels. We are getting the straight 
line which shows the effectiveness of the proposed approach. As it means that the number of detected pixels are almost 
same as the tampered pixels.  

Figure5: Plot between the altered and detected pixels 

Figure 6 shows the experimental results when no attack is done on any of the shares. In this result image (a),(b) and (c) 
are the gray scale secret image, meaningful share 1 and meaningful share 2. All three images are gray in nature. Images (d) 
and (e) show the shares after embedding the watermark or authentication bits at first LSB of every pixel of the shares. 
Here we can see that image (b) and (c) and corresponding images (d) and (e) are visually similar. There is no much 
difference which can be perceived by our human visual system. Though there may be maximum 1 intensity difference 
between corresponding pixels. Because, we are embedding the authentication bits only in a single first LSB. This 
difference can only be measured with various similarity metrics like PSNR, SNR, RMS error etc. Image (f) shows the 
recovered image by using both the shares. Image (a) that is original secret and image (f) that is recovered secret are 
completely identical. There is no contrast loss between these images during recovery.  

(a) (b) (c) 

(d) (e) (f) 
Figure 6- Example of Meaningful and Verifiable Shares and Recovery of secret without any attack. 
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4.Conclusion

This paper proposes Verifiable Visual Cryptography for gray scale images with meaningful shares. Proposed approach 
generates two gray scale meaningful shares which can self authenticatethemselves. This approach provides all security 
requirements like authentication, integrity verification, confidentiality etc by combining pixel based blind fragile 
watermarking approach, visual cryptography approach and scrambling approach together. Visual cryptography approach 
is used to securely transmit the secret image over the internet. Watermarking is used to authenticate and to verify the 
integrity of the shares at the time of recovery. Scrambling is used to provide confidentiality to the secret image. A 
symmetric key is used by sender and receiver in order to authenticate them. Proposed approach fulfils the contrast and 
security requirements of the VC approach. 100% recovery is ensured by the proposed approach when no attack is done. 
Experimental results show that proposed approach is good enough to localise the tampering with more than 90% accuracy 
at the same time it is able to recover the secret image with 100% accuracy. 
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Abstract

In this article we review and analyse Alexander-Spanier cohomology theory on topological spaces and topological G
spaces respectively, where G is a finite group. We will also review the Eilenberg-Steenrod axioms, tautness with respect to
Alexander-Spanier cohomology theory in both topological spaces and topological G spaces context.
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1 Introduction
In 1935 on compact metric spaces a cohomology module was introduced by James W. Alexander [1]. In 1948 Edwin
H. Spanier generalized that cohomology theory for all topological spaces [14], which is known as the Alexander-Spanier
cohomology theory. On the other hand in 1988 Hannu Honkasalo constructed equivariant version of Alexander-Spanier
cohomology theory on a topological G space [18], where G is a finite topological group [17]. We will briefly review
Alexander-Spanier Cohomology theory and equivariant Alexander-Spanier Cohomology theory in Section 2 and 3 respec-
tively. In Section 4 we will explore the possibilities of some generalizations of equivariant Alexander-Spanier cohomology
theory on topological G spaces with some suitable coefficient system.

Let X be a topological space [12] and A be a subspace of X . By an open neighbourhood [2] of A we mean a superset
N ⊂ X of A such that N is open in X . If N contains an open set containing A, then N is called a neighbourhood of A. A
collection of subsets U = {Uα}α∈Λ of X where Λ is an indexed set is said to be an covering of X if X ⊂

⋃
α∈Λ Uα. U is

said to be an open covering if each Uα is open subset of X . A covering V = {Vβ}β∈Γ of X is a refinement of a covering
U = {Uα}α∈Λ if each Vβ is contained in some Uα. A covering U of X is said to be locally finite if for any x ∈ X there
exists a neighbourhood Nx of x such that {α ∈ Λ|Uα ∩Nx ̸= ϕ} is finite. A Housdorff topological space X is said to be a
paracompact space [16] if every open covering has a locally finite open refinement. By Ā we denote the closure of a subset
A of X . Let X and Y be two topological spaces. Then two maps f, f ′ → Y are said to be homotopic [4] if there exists a
continuous map F : X × [0, 1] → Y such that F (x, 0) = f(x) and F (x, 1) = f ′(x) for all x ∈ X .

Now let X be a topological G space [18] and A be a G subspace (that is, A is invariant under G action), where G is a
topological group (not necessarily finite). A covering U = {Uα}α∈Λ is said to be a G covering of X if for all g ∈ G and
Uα ∈ U , gUα ∈ U . Let X and Y be two topological G spaces. Then X × Y is also a G space with diagonal action. A map
f : X → Y is said to be a G map if for all g ∈ G and x ∈ X , f(gx) = gf(x). Two G maps f, f ′ : X → Y are said to be
G homotopic if there exists a G map F : X × [0, 1] → Y such that F (x, 0) = f(x) and F (x, 1) = f ′(x) for all x ∈ X .
Note that G has trivial G action on [0, 1].

A contravariant coefficient system is a contravariant functor [10] from the category of G spaces G/H(H is a subgroup of G)
and maps between them to the category of Abelian groups (or R modules [3], where R is a ring with unity). We have used
the same notation m to denote a R module (in Section 2) as well as a contravariant coefficient system (in Section 3).

2 Alexander Spanier Cohomology Theory
Let X be a topological space and m be a R module [3], where R is a ring with unity. For q ≥ 0 let Cq(X;m) be the R
module consisting of all function c : Xq+1 → m. On Cq(X;m) addition and scalar multiplication of functions are defined
pointwise. Define a homomorphism δ : Cq(X;m) → Cq+1(X;m) by setting

δc(x0, x1, . . . xq+1) =
∑q+1

i=0 (−1)ic(x0, x1, . . . x̂i . . . xq+1)
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Then it is easy to check that δ2 = 0. That is δ is a coboundary homomorphism and C∗(X;m) = {Cq(X;m), δ}q≥0 is a
cochain complex.

An element c ∈ Cq(X;m) is said to be locally zero cochain if there exists an open covering U of X such that
c(x0, x1, . . . xq) = 0 whenever x0, x1, . . . xq ∈ U for some U ∈ U . This simply implies that c vanishes on Uq+1,∀U ∈ U .
Let Cq

0(X;m) = {c ∈ Cq(X;m)|c is locally zero on X}. It follows that if c ∈ Cq
0(X;m), then δc ∈ Cq+1

0 (X;m). That
is, C∗

0 (X;m) = {Cq
0(X;m), δ}q≥0 is a subcomplex of C∗(X;m). Let C̄∗(X;m) be the quotient cochain complex defined

by C̄∗(X;m) = {Cq(X;m)/Cq
0(X;m), δ}q≥0.

Definition 2.1. The qth dimensional cohomology module of the cochain complex C̄∗(X;m) is denoted by h̄q(X;m) which
will be called the qth dimensional Alexander-Spanier cohomology module of the topological space X with coefficient m.

For any two topological spaces X and Y and any map f : X → Y , the induced cochain map f# : C∗(Y ;m) →
C∗(X;m) defined by (f#c)(x0, x1, . . . xq) = c(f(x0), f(x1) . . . f(xq)), where c ∈ Cq(Y ;m) and x0, x1, . . . xq ∈ X
induces a cochain map f# : C̄∗(Y ;m) → C̄∗(X;m).

Now if A be a subspace of X , then the inclusion map i : A → X induces a cochain map i# : C̄∗(X;m) → C̄∗(A;m)
which is an epimorphism. Let us denote the kernel of the map i# by C̄∗(X,A;m). Then C̄∗(X,A;m) is a cochain
subcomplex of C̄∗(X;m).

Definition 2.2. The qth dimensional cohomology module of the cochain complex C̄∗(X,A;m) is denoted by h̄q(X,A;m)
which will be called the qth dimensional relative Alexander-Spanier cohomology module of the pair of topological space
(X,A) with coefficient m.

If f : (X,A) → (Y,B) be a map between pair of topological spaces (X,A) and (Y,B) then from naturality it fol-
lows that there exists a induced cochain map f# : C̄∗(Y,B;m) → C̄∗(X,A;m) which interns induces a map f∗ :
h̄∗(Y,B;m) → h̄∗(X,A;m).

2.1 Eilenberg-Steenrod Axioms
It can be shown that Alexander-Spanier cohomology modules satisfies the following axioms [15].

Theorem 2.1. (Exactness Axiom) For each pair of topological spaces (X,A) there exists a long exact sequence
. . . → h̄q−1(A;m) → h̄q(X,A;m) → h̄q(X;m) → h̄q(A;m) → . . .

Theorem 2.2. (Dimension Axiom) For a one-point space X

h̄q(X,m) = m if q = 0

= 0 if q ≥ 0

Theorem 2.3. (Excision Axiom) For a topological space X and two subspaces A and B with the property that A ⊂ B and
B is contained in an open neighbourhood U such that Ū ⊂ intA, the inclusion map i : (X−B,A−B) → (X,A) induces
isomorphism i∗ : h̄∗(X,A;m) → h̄∗(X −B,A−B;m).

Theorem 2.4. (Homotopy Axiom) For any two topological spaces X,Y and two homotopic maps f, f ′ : X → Y , f∗ = f ′∗.

That is, these cohomology groups satisfy all the Eilenberg-Steenrod axioms for a cohomology theory.

2.2 Tautness
Let X be any topological space and A be a subspace of X . If N is any neighbourhood of A then the inclusion map
i : A → N induces a restriction homomorphism i∗ : h̄∗(N ;m) → h̄∗(A;m). Now the collection of all neighbourhoods
of A forms a downward directed set by inclusion. Hence as N varies over all neighbourhoods, these homomorphisms i∗

determines a morphism η : lim→ h̄∗(N ;m) → h̄∗(A;m).

Definition 2.3. A is said to be a taut subspace [15] of X with respect to Alexander-Spanier cohomology if η is an isomor-
phism.

E. Spanier [13] has shown that

Theorem 2.5. If X is a paracompact Housdorff space and A be any closed subspace of X , then A is a taut subspace with
respect to Alexander-Spanier cohomology.
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2.3 Relation with Equivariant Singular Cohomology
For q ≥ 0 let Hq(X;m) denote the qth dimensional singular cohomology [5] of the topological space X . It can be shown
that

Theorem 2.6. If X is a paracompact Housdorff space, then there exists a isomorphism between h̄∗(X;m) and H∗(X;m)
provided each x ∈ X is taut with respect to singular cohomology [15].

3 Equivariant Alexander Spanier Cohomology Theory
Throughout this section G is a finite group. Let X be a G space and m be a contravariant coefficient system.

For q ≥ 0, let Vq(X) = {ϕ : G/H × {0, 1, . . . q} → X is a G map, where H varies over the subgroups of G}. H will
be called the t̃-type of ϕ and will be denoted by t̃(ϕ) = H . Note that we can rewrite the set Vq(X) as Vq(X) = {ϕ =
(ϕ0, ϕ1 . . . ϕi . . . ϕq)| where i ∈ {0, 1, . . . q} and ϕi|G/H×{i} : G/H → X is a G map}.

Let m̂ =
⊕

H≤G m(G/H) and Cq(X; m̂) be the cochain module of all maps c : Vq(X) → m̂ along with the cobound-
ary homomorphism δ : Cq(X; m̂) → Cq+1(X; m̂), where for c ∈ Cq(X; m̂), δc ∈ Cq+1(X; m̂) and

δc(ϕ0, ϕ1 . . . ϕi . . . ϕq+1) =

q+1∑
i=0

(−1)ic(ϕ0, ϕ1 . . . ϕ̂i . . . ϕq+1)

A t̃-type preserving cochain [9] c ∈ Cq(X; m̂) has the property that ∀ϕ ∈ Vq(X), c(ϕ) ∈ m(G/t̃(ϕ). Also a t̃-type pre-
serving cochain c ∈ Cq(X; m̂) is said to be equivariant if c((ϕ0oγ, ϕ1oγ . . . ϕioγ . . . ϕqoγ) = m(γ)(c(ϕ0, ϕ1 . . . ϕi . . . ϕq))
whenever ϕ = (ϕ0, ϕ1 . . . ϕi . . . ϕq) and γ : G/K → G/t̃(ϕ) is a G map.

Let

Cq

t̃
(X; m̂) = {c ∈ Cq(X; m̂)|c is t̃-type preserving}

Cq
G(X; m̂) = {c ∈ Cq

t̃
(X; m̂)|c is equivariant}

Note that if c ∈ Cq

t̃
(X; m̂), then δc ∈ Cq+1

t̃
(X; m̂). Hence C∗

t̃
(X; m̂) = {Cq

t̃
(X; m̂), δ}q≥0 is a cochain subcomplex

of C∗(X; m̂) = {Cq(X, m̂), δ}q≥0. A cochain c ∈ Cq

t̃
(X; m̂) is defined to be locally zero cochain [6] on X if there exists

an open G covering U of X such that c(ϕ0, ϕ1 . . . ϕi . . . ϕq) = 0, whenever ϕi(et̃(ϕ)) ∈ U, for some U ∈ U and for all i ∈
{0, 1, . . . q}, where e ∈ G is the identity element. By Cq

0(X, m̂) let us denote all the elements c ∈ Cq

t̃
(X; m̂) which are

locally zero on X .

It is easy to check that if c ∈ Cq
G(X; m̂), δc ∈ Cq+1

G (X; m̂) also if c ∈ Cq
0(X; m̂), δc ∈ Cq+1

0 (X; m̂). This implies
that C∗

G(X; m̂) = {Cq
G(X; m̂), δ}q≥0 and C∗

0 (X; m̂) = {Cq
0(X; m̂), δ}q≥0 are cochain subcomplexes of C∗

t̃
(X; m̂). Now

let us consider the following quotient complex C̄∗
G(X; m̂) = {C̄q

G(X; m̂), δ}q≥0, where

C̄q
G(X; m̂) =

Cq
G(X; m̂)

Cq
G(X; m̂) ∩ Cq

0(X; m̂)

Definition 3.1. The qth dimensional cohomology module of the cochain complex C̄∗
G(X; m̂) is denoted by h̄q

G(X; m̂) which
will be called the qth dimensional Equivariant Alexander-Spanier cohomology module of the topological G space X with
coefficient system m.

For any two topological G spaces X and Y and any G map f : X → Y , the induced cochain map f# : C∗(Y ; m̂) →
C∗(X; m̂) defined by (f#c)(ϕ0, ϕ1, . . . ϕq) = c(foϕ0), foϕ1) . . . foϕq)), where c ∈ Cq(Y ; m̂) and (ϕ0, ϕ1, . . . ϕq) ∈
Vq(X) induces a cochain map f# : C̄∗

G(Y ; m̂) → C̄∗
G(X; m̂).

Now if A be a G subspace of X , then the inclusion map i : A → X induces a cochain map i# : C̄∗
G(X; m̂) →

C̄∗
G(A; m̂) which is an epimorphism. Let us denote the kernel of the map i# by C̄∗

G(X,A; m̂). Then C̄∗(X,A; m̂) is a
cochain subcomplex of C̄∗

G(X; m̂).

Definition 3.2. The qth dimensional cohomology module of the cochain complex C̄∗
G(X,A; m̂) is denoted by h̄q

G(X,A; m̂)
which will be called the qth dimensional relative Equivariant Alexander-Spanier cohomology module of the pair of topo-
logical space (X,A) with coefficient system m.

If f : (X,A) → (Y,B) be a G map between pair of topological G spaces (X,A) and (Y,B) then from naturality
it follows that there exists a induced cochain map f# : C̄∗

G(Y,B; m̂) → C̄∗
G(X,A; m̂) which interns induces a map

f∗ : h̄∗
G(Y,B; m̂) → h̄∗

G(X,A; m̂).
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3.1 Eilenberg-Steenrod Axioms for an Equivariant Cohomology
Hannu Honkasalo [6] has shown that Equivariant Alexander-Spanier cohomology modules satisfies the following axioms

Theorem 3.1. (Exactness Axiom) For each pair of topological G spaces (X,A) there exists a long exact sequence
. . . → h̄q−1

G (A; m̂) → h̄q
G(X,A; m̂) → h̄q

G(X; m̂) → h̄q
G(A; m̂) → . . .

Theorem 3.2. (Dimension Axiom) For any subgroup H of G,

h̄q
G(G/H; m̂) = 0 if q > 0,

= m(G/H) if q = 0.

For q = 0 there is an isomorphism h̄q
G(G/H; m̂) → m(G/H), natural with respect to G maps ĝ : G/H → G/K, g−1Hg ⊂

K.

Theorem 3.3. (Excision Axiom) For a topological G space X and two G subspaces A and B with the property that A ⊂ B
and B is contained in an open G neighbourhood U such that Ū ⊂ intA, the inclusion map i : (X −B,A−B) → (X,A)
induces isomorphism i∗ : h̄∗

G(X,A; m̂) → h̄∗
G(X −B,A−B; m̂).

Theorem 3.4. (Homotopy Axiom) For any two topological G spaces X,Y and two G homotopic maps f, f ′ : X → Y ,
f∗ = f ′∗.

That is, these cohomology groups satisfy all the Eilenberg-Steenrod axioms for an equivariant cohomology theory.

3.2 Tautness
Let X be any topological G space and A be a G subspace of X . If N is any G neighbourhood of A then the inclusion map
i : A → N induces a restriction homomorphism i∗ : h̄∗

G(N ; m̂) → h̄∗
G(A; m̂). Now the collection of all G neighbourhoods

of A forms a downward directed set by inclusion. Hence as N varies over all G neighbourhoods, these homomorphisms i∗

determines a morphism η : lim→ h̄∗
G(N ; m̂) → h̄∗

G(A; m̂).

Definition 3.3. A is said to be a taut subspace [6] of X with respect to Equivariant Alexander-Spanier cohomology if η is
an isomorphism.

H. Honkasalo [6] has shown that

Theorem 3.5. If X is a paracompact G space and A be any closed G subspace of X , then A is a taut subspace with
respect to Equivariant Alexander-Spanier cohomology.

3.3 Relation with Equivariant Singular Cohomology
For q ≥ 0 let Hq

G(X;m) denote the qth dimensional equivariant singular cohomology [8] of the topological G space X . It
can be shown that [6]

Theorem 3.6. If X is a paracompact G space and every orbit Gx ⊂ X is taut with respect to equivariant singular
cohomology, then there exists a isomorphism between h̄∗

G(X;m) and H∗
G(X;m).

4 Conclusion
H. Honkasalo constructed equivariant Alexander-Spanier cohomology for a topological G space X , where G is a compact
lie group [7]. Equivariant Alexander-Spanier cohomology may be constructed and studied when G is an arbitrary topologi-
cal group.

A. Mukherjee and G. Mukherjee in [11] constructed Bredon-Illman cohomology H∗
G(X;M) with a suitable local

coefficient [11] M . This cohomology satisfies all the Eilenberg-Steenrod axioms with respect to the coefficient system M .
If M is simplie in some sense [11], then Bredon-Illman cohomology reduces to the equivariant singular cohomology with
contravariant coefficient system [8]. Hence it is indeed a generalization of the equivariant singular cohomology [8]. So there
is a scope of generalization of equivariant Alexander-Spanier cohomology with respect to a local coefficient system [11].
It may also be verified that the generalized equivariant Alexander-Spanier cohomology with respect to a local coefficient
system satisfies all the Eilenberg-Steenrod axioms, some tautness property in the local coefficient system context. It may
also share some isomorphic relation with Bredon-Illman cohomology [11] under some suitable condition.
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AbstractData-based materials designing and selection is an integral part of modern materials research. Even in 
the case of electrochemical energy storage, it is an emerging field. A discussion on the fundamentals of ML in 
materials research is provided here. Further, a brief review of fingerprinting and learning strategies is offered, 
followed by an introductory guide to the fair practices of ML in materials science. Cautions are crucial in every 
stage of the work: (a) the database curation, (b) the modeling part, and (c) fitting, testing, and benchmarking the 
data. A careful trade-off between the predictiveaccuracy and understanding of the physicochemical insights 
needs to be carried out while practicing ML. Furthermore, the application of ML is discussed, especially in 
energy storage materials and relevant applications. Finally, the importance of experimental validation of ML 
work is discussed and justified for better reproducibility and reliability. 

Keywords:Machine Learning; Fingerprinting; Overfitting; Energy Storage Materials; Validation. 

1. Introduction
Data-to-knowledge is an integral part of the modern information revolution, and machine learning (ML) is one of the 
crucial aspects. Data transformation to knowledge is the fundamental criteria if ‘data-intensive discovery’ [1]. The 
transformation ensures data transition from an active role to a passive one. The passive role denotes the use case of data, 
where it is limited to confirming or refuting a particular hypothesis. On the contrary, in the modern information-centric 
era, data have a pivotal role in raising new hypotheses at an unprecedented scale. In order to succeed in the passive-to-
active conversion, the fundamental idea is to translate the data into a machine-readable format [2]. However, further 
indulging in ML in materials science, it is essential to recognize the root of this technique. 

A vital part of ML is the process of decision-making. After encountering a new situation, cognitive systems (including 
even humans) tend to decide based on similar experiences from the past. Consequently, a judgemental error may occur 
depending on the new situation from the past or experienced encounters. The error leads to new lessons, which become 
part of the experience. Hence, ideally, the intrinsic capability of the cognitive system and the decision-making ability are 
supposed to improve based on the increasing encounters with novel scenarios. In ML, the experience is popularly denoted 
as the ‘training data,’ new encounters are known as the ‘test data,’ and the cognitive system can be called the ‘model.’ 
Although the data-driven science is comparatively novel compared to its theoretical and experimental counterparts, 
application of data-science has its roots in history. 

Ramprasad et al. coined a timeline containing classic instances based on data-driven scientific and engineering efforts 
[Fig. 1.][3]. The timeline shows that data-driven discovery dates back to the 6th century BC. Ancient populations from 
India and Sri Lanka used alloying elements to inhibit the rusting tendency of iron-based on their creativity and experience. 
Data science has developed a long way since the early 21st century, when the terms like ‘data-driven’, ‘materials-
informatics’ etc., became a critical part of modern-day materials research. Despite a worldwide acceptance and active 
research on ML in materials science, there are many unresolved questions on the appropriateness of ML in several 
problems. In this article, an effort has been made to provide a brief overview of ML and informatics in materials science. 
The basis and introductory best practices are discussed with the help of the literature. Finally, recent data-driven advances 
in materials science are provided with a holistic view of the field.  
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Fig.1. Timeline of data-driven efforts in science and engineering[3]. 

2. Machine Learning in Materials Science: The Basis
A significant issue of materials science is the problem of dimensionality. The development of novel materials and the 
study of their functional properties combined with the already well-studied materials raise the complexity of the structure-
property relationship. For the characterization of the material, microstructure, composition, and even processing 
conditions are considered crucial parameters. The complexity is even enhanced when applications are considered. Thus, 
material modeling becomes challenging due to high-parameter spaces. Hence, relying on just experimental studies can 
often be a matter of concern from a time and cost perspective. The use of data can aid in reducing complications. 
Interestingly, irrespective of the materials science problem, the prerequisite of ML is the same – the available data. ML-
based problem solving can have a particular structure regardless of the problem to simplify the concept.  

A clean and reliable dataset is ML studies’ first and foremost criteria. Once the dataset is ready, the next step is to find 
suitable descriptors to identify fingerprints. Fingerprinting is a numerical representation of the input data, where the input 
case is reduced to a set of numbers. In short, this is the step where the dataset is made readable to machines. Finally, 
fingerprinting goes through a learning mechanism so that fingerprints can be mapped to property values. Thus, the 
material-property correlation is established, and the model can be used for further prediction. The most significant step in 
the process is to reduce the input data to fingerprints as it requires knowledge of the relevant materials class and the 
application. However, the learning part is a typical statistical process, where cross-validation and training are carried out 
on the data. The training process ensures model development at a level where the original dataset gains the ability to 
accommodate new data.  

Overall, machine learning in material science is comprised of four steps – (i) dataset creation, (ii) fingerprinting, (iii) 
mapping and learning stage, and (iv) new data infusion to test the model for prediction purposes. The main objective 
behind the whole process is to deliver a recommendation system capable of improving through continuous adaptability. 

2.1. Further Insight on the Fingerprints and Learning 
As mentioned above, fingerprints are arguably the most significant component of the ML paradigm. The fundamental 
need of ML is to convert a large dataset into a quantitative scheme, and the selection of suitable fingerprints is the pivotal 
part of that. This step requires domain knowledge, experience, and a clear idea of the endgoal - hence warrants a deeper 
discussion. Fingerprints are the authentic materials’ proxies, also known as descriptors and features. The process of 
fingerprinting is dependent on the desired level of accuracy of the model. For instance, if the accuracy of the prediction is 
deemed to be less critical, then the fingerprints can be at a grosser level. The case would be precisely the opposite in a 
case where a higher degree of accuracy is demanded – in the case of prediction of specific material property.  

A basic understanding of more acceptable fingerprinting is often associated with higher prediction accuracy and more 
complexity of the ML model. Material representation should adhere to a certain level of invariance against stiff rotation 
or translation of the material. A comparison can be drawn with the problem of biometric or facial recognition schemes. 
The representation cannot be dependent on the rotated or enlarged facial images. Similarly, if a fingerprint considers 
information on the atomic position, that should not be altered because of the permutation of the atoms. Another important 
criterion is that the fingerprints combinedly should capture all yet only the relevant aspects of the dataset. Type of 
learning (supervise, unsupervised) is also vital here and discussed later in this section. 

A classic example of utilization of gross level fingerprints is finding out if a mixture of a couple of metals can result in a 
solid solution, i.e., Hume-Rothary rules. Crystal structure, atomic sizes, oxidation state, and electronegativities of each 
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metal are considered features or fingerprints [3]. Experiments were the critical way to develop such rules in the past and 
can be possible to reciprocate by current ML and data mining tactics. For efficient identification of probable nonlinear 
multivariate correlation, the initial fingerprints can be selected in terms of relevant primary parameters. Then multiple 
algebraic combinations can be performed to create a high number of nonlinear mathematical functions. Next, the ample 
space of functions needs to be tested to identify a highly correlated subset with the targeted property. The associated 
approaches have been recently developed in compressed sensing, genetic programming, and information technology [4,5]. 

The process mentioned above of fingerprinting consists of three distinct steps – (i) identification of fundamental and 
relevant components, (ii) creation of a more extensive set of nonlinear mathematical functions, and (iii) finding suitable 
and strongly property correlated subsets. The second and third stages are related to scalability problems associated with 
feature selection and dimensionality reduction. Dimension reduction helps to make the dataset thinner and more 
comprehendible [6,7]. Dimensionality reduction technique means converting a data matrix ‘A’ of dimensions M × K into 
another new matrix ‘B’ with a dimension of M × k where k << K, after affirming that the original information is 
preserved. However, the accurate completion of the task is nearly impossible, and often approximate solutions are 
considered for the job. 

Among many approaches, the least absolute shrinkage and selection operator (LASSO) and principal component analysis 
(PCA) has gathered massive attention in this field [8,9]. Both of them are capable of reducing the dimension but follow 
different mechanisms. LASSO works by discarding redundant and lesser relevant (or even irrelevant) features. The 
relevance is determined by how strongly the features are correlated with the property to be predicted. On the other hand, 
PCA creates a set of new features (smaller in dimension) by aggregating the original features. Each principal component 
is selected in a way so that they remain uncorrelated to other principal components and stay along the direction of the 
largest variance. On a larger scale, these techniques are classified into two different types (a) linear projection methods 
and (b) nonlinear projection methods. PCA, multidimensional scaling, and time-lagged independent component analysis 
are a few linear projection methods used in materials science. Isomap, diffusion map, sketchmap etc., are nonlinear 
methods.  

Linear projection methods work on linear manifolds and often depend on a specific parameter. The techniques are 
generally fast and robust. Nonlinear methods are required to work on curved-twisted manifolds and highly nonlinear and 
complex manifolds. These techniques are dependent on a few parameters and work fast on the manifolds that can be 
made linear easily. However, highly complex manifolds need increasing sophistication in the dimensionality reduction 
techniques and are even challenging to fine-tune to make problem-specific [10].More efficient and complex techniques 
require higher computational power and significantly high trial and error before final deployment. Detailed discussion on 
each technique can be found elsewhere in the literature. 

After establishing successful fingerprints, the next focus of the ML becomes the learning process. There are three types of 
learning methods: (a) supervised learning, (b) unsupervised learning, and (c) reinforcement learning. Supervised learning 
connects a set of known input variables to the known output variable. Depending on the continuity of the space, 
supervised ML algorithms perform either a regression task (continuous space, e.g., polarizability, energy, etc.) or a 
classification task (involves categorical values, e.g., direct or indirect bandgap, acid, or base, etc.). A supervised learning 
method is trained to correlate input patterns or structures to known output values to deduce an input-output relationship. 
Thus, the ML model can predict the outcome beyond the training data. On the contrary unsupervised learning handles the 
problems with known input with no associated labels. The target here is to identify and interpret any underlying structure 
of the dataset. Dimensionality reduction techniques become handy in unsupervised learnings. Reinforcement learning is 
involved defining a method and receiving feedback. Feedbacks are generally rewarding (for the desired result) or 
punishment (for undesired result). The goal is to seek maximum overall reward to accomplish an optimized solution [11].  

3. Best Practices and an Introductory Guide
A powerful tool like ML should be applied with utmost care. A careful evaluation is required to justify the 
appropriateness of utilizing ML for a material science problem. Ideally, machine learning is helpful where the data and 
especially the inter-data interactions are too complex in terms of interpretability and conceptualization from a ‘human-
learning’ point of view. Keeping this clarity is vital because in cases especially with smaller data sizes, the human mind 
can often understand the relationship with data better than the machine. Another vital aspect of ML is the interpretability 
and predictability trade-off [12]. A complex and less interpretable model often provides higher efficiency. However, 
finding interpretable physical and chemical insights are pretty rare in a complex and robust model with high prediction 
efficiency like neural networks. It is hard to understand and extract significant insights from the high-performance ‘black-
box’ models. 

On the contrary, a simpler model can potentially offer an easier route to significant physical and chemical insights but 
lack prediction efficiency [13]. A rough schematic of ML work in materials science is provided in Fig.2. Keeping this 
discussion as a backdrop, a guide for better practice of using ML in materials science is discussed in this section. 
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3.1.  Dataset Creation, Processing, and Splitting 
First, during dataset creation, the size and balance of the dataset are crucial. The dataset should be large with enough data 
points containing the material space one desire to study. On the other hand, a larger dataset is computation-heavy and 
time-consuming during the prototype phase. However, the balance is essential to avoid unwanted bias towards a 
particular type of condition in the database. Dataset imbalance remedies can be classified into four techniques discussed 
by Garcia et al.[14]: (a) Resampling methods, (b) modifications of learning algorithms, (c) measurement of classification 
performance problems in the imbalance domain, and (d) understanding of the correlation between class imbalance and 
other data-complexity. A brief discussion is provided below. 

Fig. 2. Schematic of machine learning-based work in materials science [12]. 

Resampling is a usual method to avoid or overcome the class imbalance. It can be done in two-way, (i) oversampling the 
smaller represented class and (ii) under-sampling the more represented class. The resampling measures are used until the 
classes are balanced enough. The resampling technique demands adequate caution as the oversampling method can (a) 
enlarge the dataset size to increase the learning computationally expensive and (b) potentially cause overfitting. On the 
other hand, under-sampling can cause data reduction, including potentially important information [12–14].  

Overfitting is an issue where a model perfectly fits the current dataset but fails to describe the pattern. Hence, overfitting 
results in poor performance while giving a prediction for novel data. Data scientists often split the dataset into training 
and testing parts to avoid the issue. It is done is usually two ways, (a) make test and train splitting of the whole dataset or 
(b) using n-fold cross-validation[15]. In the former method, a fraction of the dataset is used to train the model, and the
rest is used as a test set. In the later one, the partitions are iterated over the whole dataset until every partition is used as a
test set, at least once. Then, the errors are averaged from all the iterations. The iterations affect the accuracy and
adaptability of the model for new inputs [16].

An alternate method of resampling is modifications of existing algorithms. Cost-sensitive learning and ensemble 
classifiers (multiclass classifier systems) are worth noting in this aspect. Another method used by the researchers is to 
assign internal bias to the learning process to avoid class imbalance. Pazzani et al. used unique weights for the different 
classes [17]. Barandela et al. suggested a weighted version of the distance functions for the k-nearest neighbour 
classification [18]. The fundamental idea is to assign a modified weight to compensate for the present class imbalance. 
Alternatively, one-class classifier and classifiers ensembles can be found in literature as solutions to this problem 
[19,20].Finally, to assess the overall classifier performance factional area under the ROC curve can be considered. The 
value of the area is between 0 to +1, where a value closer to +1 is more desired. 

After the dataset curation process, the next step is to clean and process the dataset. The clean-up process includes 
removing the missing and unrealistic values, outliers, and poorly formatted values. In short, removing the irregularities 
properly and without introducing any bias. After the dataset processing is over, the next job is to split the data for training 
and test the model. One reproducible way of splitting the dataset is to assign a random seed. It is crucial to ensure that the 
same data should not stay in the test set if they are in the validation set or train set. The models should only be introduced 
to the training set during the ‘training’ procedure, followed by a validation process to tune hyperparameters. The test data 
should be used in the final evaluation step, i.e., to assess the model’s performance. Furthermore, the dataset can be 
separated for training and testing by using cross-validation (discussed above).  
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3.2.Modeling 
The modeling part of the ML work starts with selecting appropriate models and features. The data size can play a crucial 
role during the model selection process. For instance, a smaller dataset often favours statistical and classical approaches 
like regression, decision trees, k-nearest neighbours, etc. [21,22]. On the contrary, neural networks are more suitable for 
greater data (data points in thousands or more) [12]. These algorithms can be improved further by boosting, stocking, or 
bagging approaches. Python libraries such as sci-kit-learn (for general models), PyTorch, and TensorFlow (for neural 
networks) can be used here. Alternate solutions are WEKA, R, MATLAB etc [23,24]. Another important aspect of 
modeling is feature engineering. A well-engineered feature selection can help enhance the model’s performance. A 
composition-based feature vector selection and Onehot-encoding are a few popular feature engineering choices. Similarly, 
in WEKA, information gain evaluator, ranking, etc., can be used to find the worth of each feature in a dataset. 

After that, scaling is often found beneficial before proceeding further. The input data is often scaled to have unit variance, 
and zero mean. It helps to obtain a stable gradient, and model convergence is achieved faster. The stable and faster 
performance is because the dimensions of the features become similar in scale. It must be noted that train, test, and 
validation sets must be scaled only using the standard deviation and mean value obtained from the training dataset. Then 
the hyperparameters of the model should be tuned. Hyperparameters are vital for the models’ performance, speed, and 
complexity. 

The next step of modeling is evaluation and comparisons between (a) several models and (b) several combinations of 
hyperparameters in a single model. For evaluation, train models havecompared their performance against the test dataset 
with the help of various test metrics such as recall, precision, receiver operating characteristics curve, the area under the 
curve, etc., for a classification problem. For regression problems, mean absolute error, root mean squared error, Pearson 
correlation coefficient, etc., are used. Finally. To report a new model algorithm or architecture, all necessary information 
is to be described thoroughly. The instructions to reproduce the model and results must be shared with the prospective 
authors. 

3.3.Fit-Test-Benchmark 
Caution is required during the fitting of the models. Every ML problem is usually expected to perform two different tasks 
– (a) minimize the error of prediction on the ‘training’ dataset and (b) maximize the ability to generalization of a novel
dataset (prediction-accuracy). Based on the modeling-related steps as discussed above, the outcome of ML can be either
of two – (i) wanted outcome: adequate representation of the dataset patterns or (ii) unwanted outcome: memorization of
training dataset or overfitting. The malice of overfitting must be avoided and discussed above. In general, overfitting
occurs more frequently in complex models with high initial performance accuracy. Finally, one thing is necessary to
perform a fair practice during fitting and testing – data evaluation should not be tested on the test data set until the model
is fine-tuned and finalized to its optimum form. After the dataset is finalized, models are selected, optimized, fitted, and
tested (prediction of newly infused data) is essential. After that, it is indispensable to make sure of the reproducibility of
the result and set a benchmark to judge the result. Prediction results become much more reliable when compared to the
experimental result.

4. Recent Advances in Machine Learning in Electrochemical Energy Storage
The fourth generation of research in materials science is based heavily on the ‘big-data’ informatics. A typical trend of 
this era shows (i) designing of the synthesis procedures, (ii) designing of the materials using a reverse engineering 
mechanism, and (iii) virtual testing and validation followed by a lifecycle assessment[25]. Overall, the focus is on 
building a time-efficient and economic culture of materials research ranging from fundamental conceptualization to the 
manufacturing industry. 

Based on the above background, Yang et al. proposed a novel deep learning method to understand the correlation 
between process, structure, and property of materials [26]. Several traditional ML models are used, followed by a feature 
engineering process to establish the required correlations. As discussed above, deep learning is operable in a feature-
engineering-free environment as a more advanced technique. Behera et al. investigated and observed several vital features 
like (i) ionic radius, (ii) valence, (iii) bond lengths, and electronegativity for the prediction of ABO3 perovskites’ crystal 
structure by the Light Gradient Boosting Machine (Light GBM) process [27]. In another work, Wang and co-workers 
employed deep learning to rapidly screen energy storage materials [28]. The models are trained using a nominal 
percentage (>5%) of the whole dataset of 64 different structures and followed by a prediction of the bandgaps of the rest 
of the dataset containing 1,439 structures. Hence, (i) a total of 75materials are found to be carrier-transport materials, (ii) 
around 33 materials are deemed suitable for electrode/electrocatalytic purposes, (iii) about 299 materials are screened in 
favour of power switching application, and finally (iv) 114 sensing materials are explored. This work demonstrates how 
deep learning-based models are time-efficient as the process is approximately 104 times quicker in terms of the 
computational speed of the ab initio process.  

The idea of data-based accelerated screening is used in the case of novel battery materials selection [29]. In these cases, 
active materials, electrolytes (liquid and solid), are identified using ML. For instance, in Fig. 3.an unsupervised learning 
method is exercised. An unsupervised clustering method is utilized on several Li-based compounds. Further, the model 
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predicted 16 novel Li-based conducting materials with high conductivity (10-4 – 10-1 S cm-1) at room temperature with the 
help of simulations based on ab initio-molecular dynamics [30]. A smaller amount of conductivity data was used in the 
unsupervised scheme to find out Li6KBiO6, Li8N2Se, and Li5P2N5 as potential electrode materials. Besides that, ML is 
used to predict battery parameters such as state of charge, cyclic stability, state of health, etc. [31–33]. Meredig and co-
authors studied a combinatorial screening method for predicting the thermodynamic stability of several ternary materials 
[34]. The authors predicted a high number of stable materials (4500) out of 1.6 million candidates. This prediction-based 
approach demands extensive research before it becomes a norm for material discovery and selection. In an article, Volker 
L Deringer mentioned that an ML-based study could potentially achieve a quantum-mechanical standard accuracy much 
more time-efficiently [35].  

Fig. 3. Workflow of ML-based study to predict Li-based conducting materials. Reproduced with permission. Copyright (2020) American 
Chemical Society [30]. 

Apart from batteries, data-based methods have gained massive attention in supercapacitors (SCs) in recent years. Zhu et 
al. predicted carbon-based SCs’ specific capacitance using neural networks. The authors used pore volume, specific 
surface area, pore size, amount of nitrogen-doping, defect of materials, and voltage window for this study [36]. Similar to 
the discussion above, the neural network model provided a highly accurate prediction result but could not offer a deep 
understanding of the features’ impact on performance. Hence, it emphasizes the prediction performance and model 
complexity trade-off even more. Because of that, Su et al. provided an alternate solution [37]. The specific capacitance of 
carbon and related materials is predicted with a better understanding of the features used. The critical result of the work is 
to determine the specific capacitance using random tree model-based analytics. In another work, Dubey et al. evaluated 
the electrolytic effect on the performance of carbon-based electrodes for energy storage [38]. This is one of the instances 
where electrolytic performance is considered a valuable feature to determine the device’s performance.  

Simulation of experimental data is another aspect where ML or deep learning can be used. For example, Dongale et al. 
studied the cyclic voltammetry of MnO2-based electrodes using a neural network approach [39]. The prediction result 
shows a low value of error (<2%) compared to the experimental specific capacitance values. In another work, the 
performance prediction of a novel material was carried out using ML by Ghosh et al. [40]. ML methods such as random 
forest and multilayer perceptron are used for performance prediction of cerium oxynitride for SC electrode. Experimental 
data further validate the prediction result. The experimental value of charge storage (26 mAh g-1) is reasonably close to 
the ML-based prediction of~26.6 mAh g-1.The schematic of the work is provided in Fig.4. Hence, the literature observes 
an emphasis on experimental validation for benchmarking purposes. Another similar work is executed by Ding et al. for 
hydrogen storage. The authors studied LiBH4-based materials to predict their hydrogen release ability using ensemble ML 
methods [41]. 
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Fig.4. Scheme of performance prediction of novel materials. Copyright (2021) Elsevier publication [40]. 

Overall, material science – a truly interdisciplinary field, went through a considerable change in recent times from a 
heavy experimental-oriented research methodology to computation-centered predictive designing-based research. 
Nonetheless, the data-driven methods are still in their infancy and require careful assessment and a robust experimental 
background with profound physical and chemical insights. 

5. Conclusion
ML-based predictions are inherently statistical, and uncertainty is a crucial aspect. The nature of the predictions is often
interpolative and deduced from the previously observed data. In literature, several models, from classical models to
modern complex neural network-based models, are explored for material science application. However, various
challenges related to their proper materials informatics utilization still exist. A careful methodology has to be followed
from the stage of dataset creation to the evaluation of the models to ensure a robust prediction model. Drawbacks like
class imbalance, overfitting, etc., need to be checked and reduced (if possible, removed) with great attention. Data-driven
studies are a statistical approach for understanding of several physicochemical insights. Applications of ML in
electrochemical energy storage (Li-ion batteries and supercapacitors) are discussed briefly. It is understood that in the
case of electrochemical energy storage devices, ML is used chiefly in case of prediction of (i) device health, (ii)
performance, and (iii) novel material discovery. Finally, experimental validation and benchmarking are advised to
increase the reliability of the study. Overall, recent attention is welcome in this field, but at the same time, cautions need
to be undertaken to ensure more reproducible science in this field.
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Abstract

Thermoelectric device (TED) converts thermal to electrical energy or vice versa. Worldwide research in thermoelectric
(TE) are become attractive for conversion of waste heat into electricity. Efficiency of TED are directly related with the
physical properties of material viz., seebeck coefficient (S), resistivity (ρ) and thermal conductivity (κ). Optimization of
these interrelated material properties may only give highest TED efficiency. TE materials are special type of semiconductor
with narrow band gap. Efficiency of TED depends on material properties as well as external parameters. TED is prepared
by interconnection of n- and p-type TE material. Devising of TED required dedicated techniques to reduce mismatch of
Thermal expansion coefficient (CTE),TE Enhance the carrier conductivity through electrode to reduce Joule heating etc.
Choice of inter layer material is another important task to prepare TED. Inter layer material hinders diffusion of TE ma-
terial and electrode material particle. Diffusion or formation composite between electrode and TE material may reduce
the efficiency of TED. Theoretical modelling of device considering external and internal parameters is very important to
obtain high efficiency and viability of application in definite place. Use of TED has been started in various field viz., space
mission where utility is more important than cost. TED may play crucial role in Biomedical application also. Thermal
energy harvesting from the body may extend the use of biomedical wearable and implantable devices beyond lifetime of
batteries. Embedding a TE device rather than an electronic battery in a biological body is a promising way to supply power
in the long term to a medical device. It may resolve service life mismatch between the implantable medical device and its
battery.

Keywords: Efficiency of Thermoelectric Device, Figure of Merit, Thermoelectric Material and Device, Biomedical
Device, Wearable Medical Device, Implantable Medical Device.

1 Introduction
Transformation of energy is strongly associated with the human civilization. Since the dawn of the industrial age, the
ability to harness and use different forms of energy has transformed living conditions for billions of people. It enables
the human race to enjoy a level of comfort as well as perform productive tasks. However, humanity now finds itself
confronting an enormous green and sustainable energy challenge. The overwhelming reliance on fossil fuels become threats
to Earth’s climate to an extent may have grave consequences for integrity of biological ecosystem. Consumption of fossil
fuel should be reduced for sustainable development and grow human society in harmony with nature. However, it may only
be achieved through technological development and use of diversified renewable energy viz., wind, solar and hydropower
etc. Thermoelectricity is currently emerging as a promising alternative energy source amid other alternative energy sources.
Characteristic of TE technology are no moving parts, environment friendly, require almost no maintenance and directly
converts heat into electricity. Hence, TE energy conversion may become promising method to solve environmental pollution
and energy problems effiiently [1]. TE technology is usually applied in the form of TED. However, performance of TED is
limited by internal and external parameters. The continuous efforts to improve the efficiency of TED may be categorized
in the following way: (i) optimization of interrelated material properties; (ii) Modification of the structure/geometry of the
thermo elements and (iii) the improvement of the thermal and electrical energy management [2, 3, 4].

Biomedical devices are currently receiving considerable attention with advancement of microelectronics. These are
potential to use in real-time health monitoring during ongoing assessments of personal health [5]. However, long time
power harvesting or generation is still a main challenge in such devices. Limited battery life time and the risk of battery
leaking toxic substances are crucial problem in recent mode of power generation for biomedical devices. A big drawback
of life-saving medical implants viz., pacemakers and defibrillators are run out of batteries after certain time. It require
continuous monitoring and evolution. However, patients require frequent surgery to replace these batteries [6]. This kind
of immediate surgeries may be avoided by employing body energy harvesting techniques to supply power to the life saving
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devices. Power sources within the body are blood flow inside the vessels, patient’s heartbeat, movement of the body parts
and the body temperature (heat). TED is one of such environmental friendly device with excellent stability and efficient for
energy harvesting using body heat [7, 8].

This review is dedicated to discuss the configuration, fabrication and medical application of TEDs. Further, effective
factors to improve performance of device are also discussed. A brief background and the basic criteria of TE material
and device are covered. It provides a theoretical basis for the enhancement of TE performance. Application of TEDs on
the wearable and implantable devices has been discussed in details. It is envisioned that the study will provide profound
knowledge on advancement of TEDs and specific medical applications, which will be helpful for future endeavors. At the
end of the review, the technical obstacles to improve efficiency of TEDs are summarized. Further, future research works are
also prospected.

2 Thermoelectric Material and Device: Basic Criteria
In general, electrical current and heat flux are coupled through the phenomena of electron and phonon transport within
conductor and semiconductors. Electrical current and heat flux are coupled through the equation [9].

J = σE − σS∇T ( A
m2

) (1)

q = πJ − κ∇T (W
m2

) (2)

Where E and T are the electric field and temperature in the material respectively. And σ, κ, S, π are electrical conduc-
tivity, thermal conductivity, Seebeck coefficient and Peltier coefficient respectively. Following conclusion may be drawn
from equations (1) and (2) for electrical and heat transport through material: (i) A electric field in absence of electrical
current may be generated owing to temperature gradient in the material and (ii) an electric field causes a thermal gradient
in absence of thermal current.

There are three well- known major effects involved in the TE phenomena: the Seebeck, Peltier and Thomson effects. In
1821 Thomas Seebeck, a German physicist discovered that voltage may be generated in open circuit of a thermocouple if
two junctions are kept at different temperatures. The effect may be considered as conversion of thermal to electrical energy.
Peltier effect was discovered by a French watch maker Jean Peltier in 1834. It may be considered as reverse Seebeck Effect.
Absorption or liberation of heat is observed during current flow through a thermocouple and the effect is known as Peltier
effect.

However, heat is given out or absorbed depend on the pairs of metals and the direction of the current. William Thomson
discovered a third TE effect. It provides a inter-relation between Seebeck effect and Peltier effect. Thomson found that
when a current is passed through a wire of single homogeneous material in presence of temperature gradient, evolution or
absorption of heat occurs within material other than the Joule heat.

TEDs are created by connecting a p-type and n-type TE legs electrically in series and thermally in parallel. TED may be
built for power generation (Figure 1(a)) or cooling system (Figure 1(b)) based on the TE effects. Maximum heat-to-power
conversion efficiency (ηmax) for an ideal TED with temperature independent TE properties is:

ηmax =
TH − TC
TH

√
1 + ZdTm − 1

√
1 + ZdTm + TC

TH

(3)

and the cooling efficiency of a TE cooling device is characterized by the coefficient of performance (COPmax):

COPmax =
TC

TH − TC

√
1 + ZdTm + TH

TC√
1 + ZdTm + 1

(4)

Where, TH ,TC and Tm = TH+TC

2 are hot side, cold side and average respectively. And Zd is the device figure of merit.
Here device signifies that TE device consisting of p-type and n-type TE material leg. Zd is defined as [10].

Zd =
(Sp + |Sn|)2

(
√
κnρn +

√
κpρp)2

(5)

Where Sp,ρp,κp,Sn,ρn and κn are the Seebeck coefficient, electrical resistivity and thermal conductivity of the p-type
and n-type legs of the TE module respectively. It is evident that a higher Zd corresponds to a better performance in power
generation and cooling. However, in general research focuses on improving a TE properties of a single material at a time.
For a single material, TE figure of merit is defined as:
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ZT =
σS2T

κe + κl
(6)

Where the subscripts e and l in k refer to electronic and lattice contributions of thermal conductity. ZT is known as
Figure of Merit. Hence, efficiency of TED will be maximum for highest ZT. Worldwide there is resurgence to enhance ZT
of suitable TE materials in industrial and biomedical applications.

Commercially viable TEDs are limited by the efficiency. Effciency of a TED strongly depends on intrinsic factors, inter-
related materials properties and extrinsic factors viz., heat loss or contact resistance, selection of electrodes, geometrical
size and shape of TEDs etc. It is of equal importance to consider both intrinsic and extrinsic factors to enhance the efficiency
of a TED module. Hence all the factors should be included during theoretical modelling and preparation of TED module.

Figure 1: Illustration of TE Devices for (a) Power Generation and (b) Cooling

Highest ZT of TE material is obtained only through optimization of interrelated material properties; S, ρ and κ. It
is evident from Eq. (6) that increasing σ, S and decreasing κ simultaneously may only enhance ZT . It is noteworthy
to mention that these are interrelated material property and optimization may only give highest ZT. S in a degenerate
semiconductor with parabolic band may be written as [11],

S =
8π2kb

2m∗T

2eh2
(
π

3n
)

2
3 (7)

Where, m∗is the effective mass and n is the carrier concentration. According to this equation, S is increased with
decreasing carrier concentration and increasing effective mass. Further, σ is related withm∗ through Drude expression[12]:

σ =
ne2τ

m∗
(8)

The other tunable parameter except S and σ to enhance ZT is κ. It is the sum of lattice and electronic thermal conduc-
tivities. Further, σ and κe are related through the Wiedmann-Franz law [13]:

κe = L0σT (9)

κl (due to phonons) is larger than κe for a typical semiconductor. Hence, by minimizing κl overall ZT may be increased
with out hindering electron transport too much.

According to Figure 2, semiconductors have highest ZT due to optimization of S, ρ and κ. Hence, good TE materials
should have low κ (property of glass), high σ (property of metal) and large S (property of semiconductor). However,
summary of temperature dependent ZT for various n-type and p-type state of the art TE materials are plotted in Figure 3.

Choice of TE materials is one of primary steps to obtain maximum efficiency. However, there are also various parameters
which control efficiency viz., selection of electrodes, inter-diffusion material, contact resistance and geometrical size and
shape of TE materials etc. It is noteworthy to mention that electrode and inter layer materials not only influence TE power
out put but also related with reliability of the TED.

In order to obtain best performance for long time electrode and interlayer material(IM) of TED module should have
excellent matching between coefficient of thermal expansion (CTE) with TE materials. Mismatch of CTE may generate
cracks and stress in inter-layered region. It strongly affects electrical and thermal transport of TED. IM should posses
high σ and κ and low contact resistance (electrical and thermal) at the interfaces to achieve optimized efficiency along

234



Figure 2: S, σ, S2σ, and κe and κl as a function of carrier concentration (n) [14]
.

Figure 3: TE figure of merit (ZT ) verses temperature in some recent bulk TE materials [15].

with reliability. Another important criteria for best is lack of inter-diffusion and avoid chemical reaction in the operating
temperature range of the TED. Cu, Al, Ag, Mo, Ni and their alloys are well known electrode for TED module [16].

There are two contact regions for interlayer material, interlayer material-electrode and interlayer material-TE materi-
als. Contact resistance may be categorized broadly in two ways, thermal contact resistance (TCR) and electrical contact
resistance (ECR). In general, TE performance is better for low TCR [17]. However, better performance is observed for
thermoelectrically nontrivial contact layer with high TCR [18]. TRC causes temperature difference at contact region which
further led to evolve Seebeck effect and reduces overall S of TE leg of TED [17]. However, there is no experimental ev-
idence of this concept. It may be concluded TED require low TCR in general. ECR evolves owing to contact between
electrode (metal)/contact layer and TE materials (semiconductor)/contact layer. It is noteworthy to mention that the junc-
tions may be rectifying (Schottky) or non-rectifying (Ohmic) behavior. It solely related with the work function of the
interacting materials[19]. Schottky junction will be developed if work function of metal (φM ) is greater than work function
of semiconductor(φS). Hence, junction may be considered as diode. And the junction is Ohmic if φM < φS and and
junction act as a resistor i.e. non-rectifying.

Size and shape of TED are important for convenient use in various purpose. Further, geometrical shape and size of TE
leg also influence the performance of TED. Conversion efficiency of TED module may be enhanced by operating at the
larger temperature difference and increasing length of TE leg of TED . But shorter thermoelements are required for better
power output [2]. Hence, length of TE material is usually optimised for maximum power output and conversion efficiency
[1]. However, it is also observed that power is also corroborated with cross-sectional area of the TE legs of TED [2]. There
are several studies on shape and size dependent conversion efficiency and power output of thermoelements. TED with
triangular leg is superior for power out-put compared to square /cylindrical legs. Size and shape of base also strongly affect
out-put power[4]. Further, hollow geometries result in higher output electrical power than the filled geometries. It is also
reported that layered geometries show the highest benefit in terms of output electrical power [4].
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3 Configuration of Thermoelectric Device
TE technology is usually applied in the form of TED. The standard structure of a conventional TED follows the π-shaped
configuration. It is also known as ‘flat bulk TE device’, where the electrical current and thermal current are parallel to each
other [Figure 4(a)] [20, 21]. It consists of a bunch of the column-like or cube like p- and n-type TE materials. TE materials
are connected in electrically series and thermally parallel through electrode. TED module is sandwiched between two
polymer or ceramic plates which serve as both electrical insulators and thermal conductors. The ceramics are commonly
made from alumina (Al2O3). however, high κ like beryllia or aluminum nitride (AIN) is required for large lateral heat
transfer[17]. However, TED module converts heat energy to electrical energy. Hence, heat energy should be captured
efficiently. And basic target is tight-fitting contact between heat source and heat sink with TED module. But, it is very
difficult to properly attached of π-shaped TED with heat source and sink like oil pipelines, cooling channels for power
station transformers etc. In these case, the tube-shaped module becomes a better option specially, when the diameter of the
cylindrical heat source is less than 1 cm. The tube-shaped TE module has been designed by the coaxial arrangements of ring-
shaped TE materials which is shown in Figure 4(b) [23]. These ring-shaped TE materials are connected in electrically series
and joined alternatively at their inner and outer perimeters through interleaved ring-shaped electrodes. Both inner surface
and outer surface of the modules are covered with ceramics. It acts as electrically insulating and thermally conducting
material. Temperature gradient is established during heat flow through outer surface or inner surface and concomitantly
electrical power is generated.

Figure 4: Schematic diagram of TE modules, (a) π-shaped TE module, (b) Tube shaped TE module [22].

Micro-thermoelectric generators (µTEGs) and micro-thermoelectric coolers (µTECs) are fabricated for applications in
spot cooling or cooling in power electronics [24, 25, 26, 27]. Thickness of these type of TE modules are in the micrometer
to sub-millimeter range. It is designed for high densities of heat flux. Cooling power is attainable by proper design of heat
sink and substrate. µTECs can be operated in both steady-state and transient mode. In transient mode, it is provided higher
cooling power [28, 29].

4 Fabrication of Thermoelectric Device
In general a typical π-shape TE device module is shown in Figure 5. It consists by one p-type and one n-type semiconductor
legs and electrodes. After that it is inserted between two ceramic plates. The uni-couple TE legs are covered with a
protective coating to minimize the degradation of TE materials at the high operation temperature. An inter layer or a barrier
layer material is introduced to prevent inter-diffusion between electrode and TE materials. It also relaxes the stress at the
joint. There are several methods are available to connect TE materials with electrode. Also, various methods have been
investigated for barrier layers between electrode and TE legs.

4.1 Soldering Method
Due to the cost-effective, mature and industry-scalable manufacturing process, the soldering method has been widely used
to prepare various type of TED modules. In this process selection of soldering material is very important for reliable joining
of TE materials with electrodes. The soldering material should have excellent matching of CTE with the TE material and
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electrode. Further, soldering material should have high electrical and κ and also have low electrical and thermal contact
resistance at the interface. At the operating temperature, soldering material can react with TE materials at the hot side and
form a very thick intermetallic compounds (IMCs) at junction. It may degrade the electrical and mechanical properties
of TE module. Therefore, IMis needed to prevent reaction between soldering materials and TE materials and also inter
diffusion of the soldering material into the TE materials. Several groups have been studied on IMbetween electrode and TE
leg. Additionally, High thermal stability and low thermal stresses at the interface are very important for the long-term use
of a TED [16].

Figure 5: Schematic diagram of a typical π-shaped TE uni-couple.

There are several studies concerning the preparation and reliability of TE joints using soldering method. Sn, Sn-Bi,
Sn-Pb, Sn-Ag and Sn-Ag-Cu etc. are used as a soldering material [30]. Due to the high temperature, soldering material can
react with TE materials at the hot side and form a very thick intermetallic compounds (IMCs) at junction. It may degrade
the electrical and mechanical properties of TE module [31, 32]. To prevent inter-diffusion of soldering material into the TE
leg and also reaction between these, Mengali et al. placed a nickel layer between the for bismuth telluride based TE material
and Sn soldering material [33]. However, under high temperature and high electric current operation conditions, Sn-based
solder will consume Ni to form Ni3Sn4 and penetrate through the barrier layer to react with telluride of BT-based TE
material. Therefore, nickel is not suitable for a diffusion barrier layer at the hot side. Lin et al. investigated palladium (Pd),
nickel/gold (Ni/ Au), silver (Ag), and titanium/gold (Ti/Au) as diffusion barrier layers, finding that titanium/gold formed
the best diffusion barrier for BT-based TE elements among the four candidates [34]. Also there have difficulty, after aging
at 250°C for 50 hours a crack occurs between the titanium and gold layer. Apparently, there is still no appropriate diffusion
barrier layer at the junction between BT-based TE elements and soldering material for power generation of a TED. The
electrical, thermal, and mechanical properties of the IMshould be known for the reliability of TE modules. Moreover, for a
high-quality soldering surface, the specimens were polished to remove surface oxide, if any, and then cleaned consecutively
with acetone, isopropyl alcohol, and deionized water in an ultrasonic bath. Apart from the above mentioned, Mo, Ti,
Co-Fe-Ni etc. also can be used as an interlayer material. Which depends on the types of TE materials and electrode.

4.2 Thermal Spraying Method
Thermal spraying represent a potential efficient technology to fabricate high temperature TEDs.

R.Puschmann et al. have successfully presented various thermal spray processes like Atmospheric Plasma Spray (APS),
High Velocity Oxy-Fuel (HVOF) spray, High Velocity Air-Fuel (HVAF) spray, to develop a manufacturing technology for
TED [35]. Zhang et al. in Figure 6, showing fabrication of Bi2Te3/Mo/Al TED by arc spraying method. In this process,
at first a desire frame has fabricated by using polymer or ceramic and then TE materials are inserted into this frame [16].
After that, Mo and Al layered will be created on the material by the Thermal gun (i.e. Arc spray). Here Mo use for interface
material and Al use for electrode. Compared with soldering method, thermal spraying process is more simple, efficient and
also has good scalability.

4.3 Diffusion Welding Method
Diffusion welding method is the another possible method to fabricate TE device, which is also known as “one step sintering”
method [16]. In this method powder of the electrode material, the barrier layer material and TE materials are put into a
graphite die, and additional sheet is used to separate p- and n-legs for uni-couple fabrication.The die assembly is then heated
by employing a hot press or by using a spark plasma sintering method shown in Figure 7.
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Figure 6: Schematic diagram showing fabrication of Bi2Te3/Mo/Al TE device by arc spraying [16].

Figure 7: Schematic diagram of the one-step sintering of uni-couples TE material [16].

5 Advancement on Thermoelectric Device
All over the world many researchers are involving to developed a highly efficient TED and also used in commercial purpose.
Already many TEDs have been developed in laboratory and many of them also used in different places. Kaibe et al. 2005
have been developed a Cascade type TED by using p- type Sb2Te3/higher manganese silicide And n-type Bi2Te3 −
Bi2Se3/Mg2Si TE material. He reported that this device gives 12.1 % of efficiency at 520°C temperature difference [36].
Zhang et al. 2017 reported a TED which is achieved a recorded high efficiency of up to 12% under a temperature difference
of 541°C. The device is configured Segment type by joining of skutterudite with Bi2Te3 for n-type material and Sb2Te3
for p-type material [37]. There are few recently developed TEDs are listed in table 1, with their maximum efficiency (ηmax)
and power output (Poutput). There have lots of theoretical model to improve the efficiency and output power of a TED.

Kim at al. 2015 derived maximum efficiency formulae based on a cumulative temperature dependent model including
Thomson effect [38]. The effect of cumulative Joule and Thomson heat enables the formulae to predict the efficiency and
output power more reliably than the conventional model. They defined an engineering figure of merit (ZT)eng and an
engineering power factor (PF)eng as a direct indicators of practical efficiency and output power.

Bjork 2016 designed an analytical model, capable of calculating the efficiency of a TE generator including both electrical
and thermal contact resistances [39]. In order to determine the validity of the developed model, they have computed the
efficiency of 16 individual TE legs of different materials. The model presented here was shown to accurately calculate the
efficiency for all system and all contact resistance considered, with a global average difference between the analytical and
the numerical model of -0.07 ± 0.35 pp. This makes the model more accurate than previously published model.

Lamba and Kaushik, 2016 developed a thermodynamic model based on first and second law of thermodynamics for an
exoreversible trapezoidal TE generator including influence of Thomson effect as well as influence of leg geometry on the
performance of the device [40]. This study will be helpful in the designing of the practical trapezoidal TE generator system
with improved energy and energy efficiency. The result of this study shows that when the shape parameter is increased
from flat plate to trapezoidal (Figure 8) TE generator, then the energy and energy efficiency improve by 2.3 % and 2.31 %
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Table 1: Recently Developed TEDs with Their Maximum Efficiency and Power Output.
Thermoelectric Modules Temperature

difference(∇T)
Poutput / ηmax Referance

Low, Medium and High temperature TE modules 603 K 225 W [41]
Bi2Te3 445 K 608.85W [42]
Bi2Te3 Th = 573 K 13.08 W [43]
p-type material is Ni doped with Mo, and the n-type
one is SrTiO3 substituted by La. Tubular module
Bi0.5Sb1.5Te3/Ni

10K (91K) 100 µW/cm2 (8.2
W/pipe)

[44]

A full Heusler materials are Fe-V-Al for both p- and n-
types

280 K 0.25 W/cm2 [44]

n-Mg-Si and π-shape module of n-Mg-Si and p-Mn-Si 530 K 0.75 W/cm2 and
0.99 W/cm2

[44]

Flexible Bi-Te 70 K 0.15 W/cm2 (tar-
geted)

[44]

Three type of Bi-Te 493 K (523 K) 2.5∼4 W (240 W) [44]
Sukutterudite module 550 K 1.2 W/cm2 [44]
Bi-Te 100 K 3.6 % [44]
p-Sb2Te3/Zn4Sb3/skutterudite n-Bi2Te3/skutterudite 500 K 10 % [45]
p- Bi2Te3/nanostructured PbTe n- Bi2Te3/PbTe 590 K 11 % [46]
Half-Heusler 656 k 11.4 % [47]
p- Bi2Te3/nanostructured PbTe n- Bi2Te3/PbTe 590 k 12 % [48]

respectively.

Figure 8: Geometric configuration of TE leg, rectangular area is shown in red colour and trapezoidal cross- section is shown in black colour.[40]

6 Medical Applications of Thermoelectric Devices
The human body is subject to the same laws of physics as other objects. Heat absorption and liberation by biological body
also follow similar equations of conduction, convection and radiation. Conduction of heat occurs if body skin comes in
contact with a cold or warm object. convection in human body is achieved through blood, gases and other fluids within it.
And heat transfer through radiation is carried out due to thermal exchange between human body and the surface surrounding
environment. However, these three mechanism occur simultaneously. Metabolism in living body generates heat as a heat
engine. Heat transport in human body may be considered stable state. Hence, it absorbs and emits energy in equilibrium
and related with metabolism [49]. TEDs are potential for both wearable home healthcare solutions and implantable medical
devices owing to their solid-state nature. Further, stability and energy harvesting efficiency from low-grade heat made them
attractive [5]. There are currently more implantable medical devices being used than ever before. One of the best example
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is implantable cardiac pacemaker. Thermal energy harvesting from the body may extend the use of biomedical devices and
overcome the restriction of battery lifetime.

6.1 Wearable Medical Devices
TEDs may be potential source of energy for low power electronics by converting body heat to electrical energy. Small and
lightweight TEDs can be integrated into wearable devices to provide battery-less devices with reliability. These wireless
medical devices or sensors can easily control safety and physiological conditions, health, and emergent issues and overall
analysis of the patient in the hospital or at home. Body heat may act as a thermal engine to provide power to these smart
devices. Furthermore, wearable medical devices are not only specified for patients but also may be used to examine during
sports.

6.1.1 Wireless Autonomous Pulse Oximeter

Torfs et al. have successfully presented a wireless pulse oximeter (Figure 9) to measure the pulse and blood oxygen
saturation[7]. The device is fully powered by a TE generator in the form of a watch using the person’s body heat. The
overall system consists of two independent blocks, a thermoelectric power supply and the wireless pulse oximeter sensor.

Figure 9: Wearable pulse oximeter, using 3D-stack with connectors and commercial finger sensor [7]

The whole system consumes 62 µW power in average. The measurement is completed in every 15 s. However, it
requires 89µW input power and it is provided by thermoelectric generator [8]. It is noteworthy to mention that commercial
BiTe-based TE generates produce 100 µW at 22°C temperature. Here all signal processing is done locally using sensor.

6.1.2 Biomedical Hearing Aids

Our ears are exquisitely sensitive. We can detect sounds when tympanic membrane or eardrum is vibrated. It is sensetive to
few picometers. The initial stages of sound perception involve purely mechanical energy. Sound waves displace the eardrum
and its vibration is transmitted to the inner ear or cochlea. Transportation of vibration occurs by three small bones in the
middle ear: malleus, incus, and stapes. Hearing aids are primarily useful to improve the hearing and speech comprehension
of people with hearing loss. It mainly results due to damage of small sensory cells in the inner ear, hear cells. This type of
hearing loss is called sensorineural hearing loss. TED may play a crusial to provide electricity to hearing aids employing
human body heat. Figure 10, presents the use of TEDs to supply a medical hearing prosthesis. It is a thin-film-based TED
named as MPG-D602 make by Micropelt. [8].

Figure 10: Biomedical hearing aids for hearing and speech comprehension [8].
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6.1.3 Electroencephalography (EEG) and Electrocardiography (ECG) Devices

Figure 11: Wearable TEDs used in medical applications: (a) electroencephalography (EEG) headband [51], (b) Electrocardiography (ECG) shirt [52]

In order to improve the efficiency and applicability implanted/wearable TED should be thin and flexible. Leonov
et.al. [50] published an interesting review on wearable TEDs and focused on rigid/flexible type TEDs. A body-powered
Electroencephalogram acquisition system which produces 2–2.5 mW of power and worn as a headband is shown in Figure
11(a). Further, Leonov et.al. have been designed a TED with sixteen one-stage thermopiles from Thermix (with about two
thousand BiTe thermocouples in total)[51]. The TEDs are integrated into an office-style shirt[51].

The bulk-micromachined TED produces >1 mW at the temperature of 11 − 13◦C, and generates an electrical voltage
of 2V. Leonov had also presented 8 TE generators for powering implanted electrocardiography (ECG) systems in wearable
textiles [52](Figure 11(b)). The used TE generator presents a figure of merit Z = 0.0025 K−1 and generates 0.5–5 mW at
a room temperature of 15 − 27◦C. The device is comfortable because of cotton layer on the skin and a radiator made of
carbon fabric and cotton.

6.2 Implantable Medical Devices
Implantable medical devices are drawing attention in the field of diagnosis, treatment and monitoring of various diseases
due to advancement in microelectronics and nanofabrication. A variety of subcutaneous devices such as pacemakers,
drug pumps, gastric stimulators as well as muscle, retinal and neurological stimulators are now being used for clinical
applications. Some common implantable devices are shown in Figure 12.

However, power harvesting or generation is still a main challenge in such conventional implantable devices. Most of the
implantable devices are powered solely by employing batteries. But, the replacement of batteries require surgery. Further,
limitations of these conventional devices include their size, lifespan, and the risk of batteries leaking toxic substances.
TED is one such environmental friendly device which has excellent stability and energy harvesting efficiency from low
grade temperature. Implantable medical TED designing should be fabricated on the basis of power and usage requirements.
Typical power requirements for implantable medical devices are in the range between 30 to 100 µW. A list of common
implantable medical devices along with their typical power requirements are shown in Table 2 [5].

The implantable devices may be powered from ‘inside the body’ viz., such as biofuel cell, blood glucose or ‘outside of
the body’ viz., body motion, skin thermal gradient etc. However, application and power constraints require careful device
design to maximize power output from TEDs. Yang et al. performed some experimental studies in order to evaluate the
feasibility of TEDs to power medical devices [54]. He found that there is available temperature differences ranging from 1
to 5K in the fat body to produce power for implanted device [54].

6.2.1 Cardiovascular Devices

Implantable Cardiovascular devices, including pacemaker, cardiac defibrillator, blood pump and cardiac loop recorders are
designed to help control or monitor irregular heartbeats in people with certain heart rhythm disorders and heart failure [5].

Humans body parts may fail to work due to some internal failures such as in case of heart, sino-atrial node (SA node)
may be malfunctioned which may leads to abnormal heartbeats. These arrhythmias can be very serious and may cause
heart attacks and even death. In this situation pacemaker play crucial role to sustain life. However, battery provides the
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Figure 12: Common implantable devices [53]

Table 2: Power requirements of common implantable devices.
Implanted Device Applications Typical Power Re-

quirement
Cardiac pacemakers Conduction disorders 30- 100 µW
Cardiac defibrillator Ventricular tachycardia 30- 100 µW (Idle)
Neurological stimulator Essential tremor 30 µW to several mW
Drug pump Spasticity 100 µW – 2 mW
Cochlear implant Auditory assistance Up to 10 mW
Glucose monitor Diabetes care > 10 µW

energy or power to the whole circuit of the pacemaker to operate. Currently, the life of these battery of pacemakers are
maximum of 10 years. The depleted battery has to be surgically replaced with a new battery. This repetitive surgery causes
the discomfort and life risk too to the patient.

worldwide research has been going on to convert body heat to electrical energy by using TEDs (Figure 13(a)). A study
has been conducted by employing 4000 thermocouples in series of a size of about 6.0 cm2 which generate 4V for a 10◦C
temperature difference[6]. The basic charging circuit along with the PN junction array for the pacemaker is shown in Figure
13(b). The primary function of the charging circuit is to monitor the voltage level using TED. IC NE555 timer is used for
cut off above the threshold voltage. When the charger is disconnected from the power line, it automatically switches off
within 1 min. The study estimates that the pacemaker life can be extended by more than 30 years by continuously charging
with a temperature difference of 2◦C.

6.2.2 Deep Brain Stimulators

Deep brain stimulation (DSB) uses a surgically implanted medical device, similar to a pacemaker, to deliver mild electrical
pulses to precisely targeted areas of the brain (Figure 14).

Figure 14: :Deep Brain Stimulation hardware. Source: https://iranmedtour.com/treatments/medical/deep-brain-stimulator/

In deep brain stimulation, electrodes are placed in the targeted areas of the brain. The electrodes are connected by
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Figure 13: P-N junction array for cardiac pacemaker, (b) battery charging circuit [6]

wires (extensions) to a pacemaker type device also called neurostimulator. It is generally implanted under the clavicle
or alternatively in the abdomen. The extensions are platinum (Pt)/ iridium (Ir) insulated wires that transmit the electric
impulses to the electrodes. Once activated, the pulse generator sends continuous electrical pulses to the target areas in
the brain. It modify the abnormal activity in that area of the brain that causes symptoms [55]. The signals are typically
constant-voltage or constant-current amplitude pulses. In fact, deep brain stimulation is referred to as “the pacemaker for
the brain”.

7 Conclusions
Energy challenge and environmental crisis made TEDs significant as TE power generation and TE cooling device. However,
utilization of TED are limited due to the low TE conversion rate. Commercially viable TE generator or cooling device
require improvement in efficiency of TED . In this review we have summarized the basic criteria of a good TE material
and device, fabrication process, configurations and other external factors which affect performance of the device. Choice
of proper TE materials as well as proper modelling and structure are important to improve the performance of a TED.
Theoretical modelling of device considering internal parameters viz., Thomson heat and the external parameters viz., contact
resistance, geometric configuration of TE legs are very important to obtain high efficiency and viability of application
in definite place. The feasibility of TEDs for wearable and implantable devices are discussed in detail in the review.
Further, remarkable advantage of implantable TEDs in the place batteries have been highlighted. The power requirements
of common implantable devices are very important and compared with generated power by TED. Further study is required
on the biocompatibility of TE materials and any toxic effects on patients. Interdisciplinary nature of TE technology demand
collaboration of scientists among different areas.
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Abstract Sustainable green energy resources chitin and its derivative chitosan have been considered as 
promising materials to reach the global energy demand in an environment-friendly way. The inherent properties 
such as antimicrobial, non-toxic, biocompatibility, biodegradability in addition to ease of fabrication and low-
cost availability have made chitin and chitosan a suitable material for green energy harvesting, biological and 
industrial fields. This review provides a detailed study of chemical structures, extraction routes along with 
physical and chemical properties of chitin, chitosan and their composites followed by their numerous electronic 
and energy storage device applications including different sensors, energy harvesting devices, solar cells, fuel 
cells, super capacitors and Li-ion batteries.  
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1. Introduction

Rapid advancements of modern civilization with increasing industrial and technological fields along with
growing population, lead to high global demand of energy in daily life. Conventional energy resources like 
fossil fuels such as coal, natural gas, petroleum and its derivatives are trying to fulfil this huge energy demand. 
However, these fossil fuels are not unlimited in nature [1] and being exhausted rapidly [2, 3]. On the other hand, 
its uncontrolled exploitation and combustion also emit various pollutants in the air which are harmful for our 
environment [4, 5]. Hence, to overcome this energy crisis problems and environmental pollution, many research 
works are being carried out to find biodegradable and biocompatible sustainable green energy resources [6]. 
Recently, much interest have been taken on the polysaccharides specifically on chitin and its derivative chitosan 
by the researchers while exploring new materials for green energy applications [7]. Chitin and chitosan have 
been considered as attractive material for green energy resources due to their ease of fabrication, low cost, 
availability, biocompatibility and biodegradability properties [7, 8, 9]. Chitosan is derived from deacetylation of 
chitin which is the most ubiquitous natural biopolymer after cellulose. Chitosan has better solubility in water 
and organic solvents which makes it is more suitable than chitin for its applicability in biological fields [10, 11]. 
Due to its non- toxicity and biodegradability nature, chitosan has been used widely in various fields such as 
agriculture [12], water treatment [13, 14], food packaging [15-17] and biomedical applications [18, 19]. In 
recent years, chitin and chitosan based composites have gained utmost importance in electronic and electrical 
energy storage applications like sensors, energy harvesting devices, solar cells, organic light emitting diodes 
(OLEDs), supercapacitors, fuel cells, diodes and photoelectrical applications not only because of their high 
stretchability and better electrical conductivity but also for their non-toxic and biocompatible nature. [20-23] 

2. Chitin and Chitosan Structures and Extraction

2.1. Structure of Chitin 
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   Chitin [(C8H13O5N)n] is a long chain natural biopolymer with two monomer units (N-acetyl-D-glucosamine 
and D-glucosamine) linked with β-(1-4) glycosidic bonds as shown in Figure 1 [24]. 

Figure 1. (a) Structure of chitin, (b) Glucosamine and (c) Chitosan. [24] 

Natural chitin has three crystalline polymorphic forms namely α, β and γ (Figure 2) chitin having different 
orientations of microfibrils. The most abundant α-chitin has highest crystallinity with antiparallel alignment of 
microfibrils and found in crabs, shrimps, insect cuticles, yeast cells marine sponges and other species [25, 26]. 
The β- crystalline form has parallel orientation and γ-structure has a mixed alignment with two parallel 
microfibrils followed by one antiparallel one. β-chitin is found in chaetae of certain annelids, squids chrysalides, 
crustaceous, and fungi whereas γ-Chitin is rare and found in cocoons of moth and stomach of Loligo [27, 28]. 
These different polymorphs of chitin has different physicochemical properties depending on microstructures.  

Figure 2. Schematic representation of the three polymorphic forms of chitin. [25] 

2.2. Structure of Chitosan 

Chitosan has a little compositional difference between the two monomers N-acetyl-D-glucosamine and D-
glucosamine compared to the chitin structure. (Figure 1) Chitosan has higher number of D-glucosamine (2-
amino-2-deoxy-D-glucose) monomer unit whereas chitin has more N-acetyl-D-glucosamine (N-acetyl 2-amino-
2-deoxy-D-glucose) units. Thus, chitosan has a heteropolysaccharide structure with linear β-(1-4) linkage
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between monomer units and it can be easily obtained from chitin by the process of deacetylation. Chitosan and 
has better solubility in water and acidic-aqueous solutions compared to chitin due to presence of positive 
charges by its amino group. Degree of deacetylation highly influence the solubility, conductivity, crystallinity, 
biocompatibility, biodegradability, flexibility, antioxidant, antimicrobial and other properties of cationic 
chitosan polymer.  

2.3. Extraction of Chitin 

    The second most abundant natural bio-polymer chitin is mainly extracted from the shells of crabs, mussel 
shrimps, insect cuticles or squid gladius. Chitin can be extracted from the exoskeletons of these species either by 
chemical or by biological extraction techniques. The expensive, less efficient and non-ecofriendly chemical 
technique is primarily used for industrial applications whereas biological method of extraction is used for 
laboratory purpose with longer processing time though more eco-friendly nature. 

   Chemical extraction of chitin can be performed by three steps namely demineralization, deproteinization and 
decolouration. In the demineralization step minerals like calcium carbonate, calcium phosphate are removed 
using dilute HCl  or dilute sodium hypochlorite solution whereas  deproteinization or removal of protein can be 
performed using NaOH solution followed by washing with deionized water for removal of alkaline. Finally for 
the purpose of obtaining colourless product organic solvents like acetone are used. A schematic diagram for 
chitin extraction via chemical route is shown in Figure 3. 

Figure 3.  Chemical structures and extraction of chitin and chitosan. [Reprinted (adapted) with permission from [29]. Copyright (2013) 
American Chemical Society] 

   On the other hand, in biological extraction process of chitin is less hazardous and energy-consuming compared 
to the chemical method. In biological method, demineralization step is done with the help of lactic acid forming 
bacteria because bio-generated lactic acid removes minerals like calcium carbonate by producing calcium lactate 
which can be easily eliminated by washing. The deproteinization step in biological extraction method is 
performed by fermentation with the help of bacteria like Pseudomonas aeruginosa K-187, Bacillus s subtilis, 
Bacillus cereus etc. [30]. 

2.4. Extraction of Chitosan 
Chitosan is obtained by the deacetylation of chitin and thus extraction of chitosan comprises of two steps: 

extraction of chitosan and deacetylation of it. Deacetylation is done by chemical hydrolysis or enzymatic 
treatment of chitin. Chemical hydrolysis method uses alkaline or acids with alkaline deacetylation having higher 
efficiency [31]. However, chemical hydrolysis releases many soluble and insoluble products which are harmful 
for environment. This is why instead of lower production rate, enzymatic treatment is used conventionally for 
the deacetylation of chitin. Additionally, variety of methods namely photochemical, electrochemical, 

248



sonochemical or microwave irradiation techniques have gained attention among the scientists. Deacetylation of 
chitin by microwave irradiation is especially important as it not only increases the yield but also reduces the 
reaction time and unnecessary side reactions [32]. However, a suitable combination of chemicals with power 
controlled microwave irradiation technique can provide controlled deacetylation with better efficiency [33]. 

3. Physical and Chemical Properties

Chitin is a biodegradable, biocompatible and non-toxic polymer that is a very useful in biological and industrial 
field due to its unique physicochemical properties [34, 35]. The extraction methods, protein content and sources 
significantly affect its properties. Due to the presence of two hydroxyl and an acetamide group, chitin shows 
more crystallinity than chitosan with strong hydrogen bonding [36]. Chitin shows the first step of thermal 
decomposition due to water evaporation in the temperature range of 50°C-110°C and the second step of thermal 
decomposition due to degradation and dehydration of saccharide rings in the temperature range of 300°C-400°C 
[37]. Chitin is insoluble in water and hydrophobic in nature due to presence of larger number of N-acetyl-D-
glucosamine monomer units [38]. On the other hand, chitosan is a basic natural polysaccharide with respective 
to other polysaccharides such as cellulose, dextran, pectin etc. which are neutral or acidic in nature. Chitosan 
shows hydrophilicity due to presence of large number of amino and hydroxyl groups within its structure as 
shown in Figure 1 though being insoluble to alkaline aqueous solution in its crystalline form [39]. Presence of 
amino group makes chitosan to pH sensitive and governs its cationic and solubility [40]. Chitosan shows the 
first step of thermal decomposition due to dehydration and attains the peak value at a temperature of 168°C. 
Chitosan shows the main thermal degradation in the temperature range 230°C-400°C and attains the peak value 
at 273°C [41]. Chitosan has received much attention to the researchers due to its availability, low-cost [42] and 
hydrophilic nature [43]. 

4. Chitin and Chitosan Based Composites for Advanced Electronics Applications

Since the invention of electronic devices, they have played an indispensable role for comfortable human life. 
However, in present situation, care should be taken about the electronic waste, which have now become the 
biggest threat to the environment. Therefore, to develop a sustainable future, natural environment-friendly 
materials should be used for sustainable green electronics growth [44, 45]. 

4.1. Sensor Applications 

Recently, polymer and polymer nanocomposite based materials have gained interest among researchers to 
develop long-lived, low-cost multi-purpose sensors. Sensor is an electronic device that responds to a signal and 
convert it into electrical or magnetic form Chitosan has been confirmed as a specific polymer for sensing 
applications due to its chemical versatility, high adsorption capacity, mechanical robustness, flexibility, 
biocompatibility, biodegradability, hydrophilicity and gel forming ability along with antimicrobial and anti-
oxidative properties. Chitin and chitosan based sensors can be broadly categorized in 3 types namely biosensors 
which senses biological reactions and convert it into detectable electrical signals, chemical sensors which 
detects chemical ions or gases and physical sensors which can sense physical movement or mechanical strains. 
[41,46,47]. The presence of 2 hydroxyls (–CH3OH) and one acetyl (for chitin) or amino group (for both chitin 
and chitosan) makes chitin and chitosan suitable for chemical and biological sensing applications as the lone 
pair in the amino groups show affinity towards metal ions and better compatibility in some aqueous system. 

4.1.1. Biosensors 

Biosensors act as analytical tools in medical science for clinical detection of bio-chemical moieties [48]. In a 
typical electrochemical biosensor the biological element which has to be sensed is associated and interfaced 
with a transducer. Chitosan being biocompatible and having functional groups with possibility of chemical 
modification can be deposited easily on the surface of transducer forming adhesive films for the immobilization 
process of the sensing elements. The elements like alcohol, lactate, glutamate, glucose etc. can be detected either 
directly by means of their oxidation and followed by immobilization of their oxidases on chitosan composites or 
by the immobilizations of some dehydrogenase enzymes [49] (Figure 4) on chitosan composite films with NAD 
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or FAD as cofactors. Different types of biosensors for detecting variety of biochemical compounds are enlisted 
in Table 1 with type of chitosan composites used along with immobilized compounds on the film. 

TABLE 1: ELECTROCHEMICAL  BIOSENSORS BASED ON CHITIN AND CHITOSAN COMPOSITES 

Types of 
Biosensors Purpose of Sensing Immobilized 

Agent Chitosan composite used Referencs 

Glucose 
biosensors 

Detection of glucose in 
blood or any other 
biological system 

Glucose oxidase Chitosan carbon nanotubes [50] 

Glucose oxidase Multi layered chitosan biofilms- gold nanoparticles [51] 

Glucose oxidase 
Fe3O4 

Chitosan nafion 

[52] 

Lactate 
biosensor 

Food and important 
medical compounds 

monitoring 
Lactate oxidase Chitosan-polyvinylimidazole-Os-carbon nanotubes [53] 

Glutamate 
sensor Sensing of Glutamate Glutamate oxidase Chitosan/graphene oxide-polymerized riboflavin [54] 

Xanthine 
biosensor 

Xanthine detection in 
biological systems Xanthine oxidase Chitosan-polypyrrole-gold nanoparticles [55] 

Galactose 
biosensor Galactose detection Galactose oxidase Chitosan single walled carbon nanotubes [56] 

Cholesterol 
biosensor Detection of cholesterol Cholesterol 

oxidase Multiwalled chitosan carbon nanotubes [57] 

Choline 
sensor Detection of choline Choline oxidase Chitosan/titanate nanotubes [58] 

Immuno 
sensor 

Monitoring 
organophosphorus(OP) 

pesticides 
chlorolpyriphos 

Anti 
chlorpyriphos 
monoclonal 

antibody 

Multiwalled carbon nanotube-chitosan-thionine [59] 

Detection and 
determinationof 

organophosphorus(OP) 
pesticides 

OP hydrolase Chitosan-carbon-nanoparticles-hydroxy-apatite 
nanocomposite. [60] 

Detection and 
monitoring of fungal 

hepatocarcinogen, 
aflatoxin B1 

Polyclonal anti 
aflatoxin B1 

Chitosan-gold nanoparticles [61] 

To detect alpha 
fetoprotein in human 

serum 

Alpha-fetoprotein 
antigen 

Gold nanoparticles/ carbon nanotubes/chitosan nano 
complex [62] 

To detect HIV1- related 
capsid protein P24 in 

human serum 
P24 antigen Gold free-single walled carbon nanotube chitosan 

complex [63] 
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To detect 
carcinoembryonic 

antigen 

Carcinoembryonic
c antibodies Chitosan gold nanoparticles [64] 

To detect hepatitis B Hepatitis B 
antibodies Chitosan/ferrocene/ gold nanoparticles biofilm [65] 

DNA 
biosensor 

To detect typhoid 
Salmonella typhi 

single-
stranded(ss) DNA 

Chitosan/graphene oxide/ITO nanocomposites [66] 

Detection of Escherichia 
coli 

Escherichia coli 
stranded(ss) DNA Chitosan/graphene oxide hybrid nanocomposites [67] 

In addition to the enlisted electrochemical biosensors, some biosensors were fabricated by a group of 
researchers for the detection and quantification of drugs and neurotransmitters like acetaminophen and 
mefenamic acid [68], dopamine and morphine [69], paracetamol, 5-hydroxytryptamine and dopamine [70] etc. 
using chitosan-multi walled carbon nanotube composite films 

4.1.2. Chemical Sensors 

Chemical sensors have broad range of applications in the food industry along with environmental monitoring 
due to their capability of sensing toxic elements, ions or gases present in food, water or air. Some chemical 
compounds like ethanol, nitrite, hydrogen peroxide etc. can be detected in a mechanism similar to that of 
electrochemical biosensors as discussed in the previous section. A sensor for sensing ethanol was fabricated by 
Wen et al. 2007 [71] using chitosan-eggshell film via immobilization of alcohol oxidase. This sensor is effective 
to study the reduction in oxygen level with respect to the ethanol concentration. Quan and Shin in 2010 [72] 
prepared nitrite sensor via the immobilization of Cu-containing nitrite reductase on the vilogen-chitosan film 
which catalyzes the nitrite reduction. For the purpose of detection of phenolic compounds Liu et al.[73] 
developed a sensor with horseradish pentoxide being immobilized on alumina-chitosan nanocomposite. Yang et 
al. in 2012 [74] devised a sensor for detecting catechol and other phenolic compounds by immobilizing 
tyrosinase on chitosan-nickel nanocomposite film. On the other hand laccase immobilized on ZnO-chitosan 
nanocomposite for sensing chlorophenol was fabricated by Mendes et al. [75] Sensors for detection of hydrogen 
peroxide via electrocatalytic reduction of it were developed by Akhter et al. [76] using graphene oxide-
polypyrrole-chitosan film with screen-printed carbon electrodes and by Dong et al. [77] using immobilization of 
catalase on chitosan-β-cyclodextrin via electrocatalytic reduction of hydrogen peroxide. Teepoo et al. in 2017 
devised hydrogen peroxide sensor and detector by utilizing horseradish peroxide immobilized on chitin-gelatin 
nanofiber composite. On the other hand Abu-Hani et al. [78] developed a high-sensitive low temperature H2S 
gas sensor using glycerol ionic liquid blended conductive, transparent and flexible chitosan film. The 
mechanism of detection is based on the proton transfer between H2S gas and basic amino groups from chitosan 
chains. This type of device is very sensitive due to large extent of H-bonding for the presence of excess OH 
groups coming from glycerol. This sensor can operate at a temperature of 20 oC at as low as 15 ppm level of gas 
with around 15 second response time. In addition to these sensors, many chemical sensors were developed by 
the researchers based on chitosan nanocomposites for the detection of trace amounts of toxic and carcinogenic 
metal ions. Sugunan et al in 2005 [79] and Borgohain et al. [80] developed Cu(II) and Zn(II) ion sensors using 
chitosan-gold nanocomposites and chitosan capped ZnS quantum dot composites respectively. In other research 
works, Cd(II) and Hg(II) were sensed using chitosan-carbon nanotube composite by Janegitz et al.[81] whereas 
Ahmed and Fekry [82] devised a Ni(II), As(II) and Pb(II) sensor using chitosan-α-Fe2O3 nanocomposites.  
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4.1.3. Physical Sensors 

The field of advanced electronics of lightweight and wearable devices especially pressure sensing devices are 
growing fast for their various applications such as electronic skin [83,84,85], flexible touch displays [86,87], 
soft robotics and energy harvesting devices [88,89,90]. A piezoresistive sensor based on conducting flexible 
aerogel comprised of chitotsan, polyaniline and bacterial cellulose has been developed by Huang et al. [91]. In 
addition to piezoresistive sensor, some strain sensors have also been developed by scientists. Liu et al. [92] 
fabricated a high sensitive strain sensor using chitosan-carbon black conducting aerogels for sensing human 
activities like breathing or joint bending and another strain sensor based on spiral natural rubber, latex with 
carbon black and chitin nanocrystal [93].  The second sensor has high strain sensitivity and can be used 
efficiently to monitor human activities like movement of fingers (Figure 4) or pronunciation.  

Figure 4. High-sensitive strain sensor attached to throat and cheek (A, G) along with the current signals from the sensor attached to the 
throat while speaking different words (B, C) and making different movements (D-F) and recorded current patterns from the sensor attached 
to the cheek while conducting different eye movements (H,I) [Reprinted (adapted) with permission from [93]. Copyright (2018) American 
Chemical Society].  

4.2. Energy Harvesting Electronic Device Applications 

Harvesting ambient waste energies into electricity has become very popular not only due to the huge energy 
crisis of modern society but also due to the recyclability and ease of access. However, some energy harvesting 
devices release harmful materials to the environment during the fabrication or decomposition. For the purpose 
of overcoming this limitation, biocompatible energy harvesting devices have gained utmost importance in the 
energy research field. [94,95,96] An innovative green electrical energy generation device using water vapour 
cell and chitosan film has been developed by Balyan et al. [97] The amine groups of chitosan acts as the active 
sites for the conversion of water vapour into electrical energy. The generation starts at 78% relative humidity 
with highest power generation of 120.13 µW at 4% chitosan concentration and this power is maintained at 90% 
relative humidity level. Li et al. [98] also generated electricity from chitin nanofibrils. In addition to harvesting 
water vapour into electricity, many researches are focused on the generation of electrical energy, harvesting 
ambient mechanical energy based on chitin and chitosan composites which is realised by means of the piezo- 
and tribo-electric properties of those composites. Hänninen et al [99] compared the piezoelectric response of 
pure chitosan film, pure cellulose nanofiber films and their blends. They interestingly found the best 
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piezoelectric sensitivity (4 pC/N) for the plain chitosan film which also has the highest elongation during its 
break making it most flexible among others. Hoque et al. [100] extracted chitin from the waste crab shells and 
fabricated pure chitin based along with chitin doped poly-vinylidene fluoride (PVDF) based piezoelectric 
nanogenerators. Only chitin based generator showed an open circuit voltage (Voc) of ~22 V and short circuit 
current (Isc) of ~0.12 µA whereas PVDF-chitin composite film showed ~49 V of Voc and 1.9 µA of Isc. On the 
other hand, sustainable power sources for harvesting mechanical energy by means of triboelectric power 
generation using pulse laser processed surface modified chitosan films have been developed by Wang et al. in 
2018. [101] In a recent work, Eom et al. [102] got promising output current from the triboelectric nanogenerator 
using epitaxially grown PVDF-TrFE (polyvinylidene fluoride tetrafluoroethylene) on chitosan with 
perpendicular orientation of PVDF-TrFE having best performance (Figure 5). 

Figure 5. (a) Structure and Working output performance of PVDF-TrFE/chitin triboelectric nanogenerator, (b, c) Triboelectric output 
current as a function of time with different film-based sensors [Reprinted (adapted) with permission from {102}. Copyright (2020) 
American Chemical Society]. 

Kim et al. [103] developed an unconventional diatom frustule embedded chitosan based triboelectric 
nanogenerator (TENG) with output voltage reached upto 150 V for 0.1% diatom frustule embedded chitosan. In 
a latest work, Pongampai et al. [104] fabricated triboelectric-piezoelectric hybrid nanogenerator using chitosan-
barium titanate (BaTiO3) nanocomposites with enhanced performance by means of self-powered charge 
pumping mechanism.  

4.3. Other Electronic Applications 

There are other miscellaneous electronic applications of chitin and chitosan composites including organic light 
emitting diodes, Schottky diodes, solar cells etc. Lian et al. [105] fabricated organic light emitting diode (OLED) 
using Cu nanowire/chitosan composite as the anode and obtained the current density and luminance to be higher 
than the ITO device. Uzun et al. [106] prepared diodes using Al as metal and p-Si as semiconductor with 5-(2,4-
dichlorophenyl)-2-furoic acid (C524D2FA) and anthraquinone-2-carboxylic (CA2CA) blended chitosan as 
interface layers. Al/CA2CA/p-Si diode is found to be more ideal than Al/C524D2FA/p-Si diode and most of 
other diodes that uses Al and p-Si as metal and semiconductor respectively both in dark and illumination of 100 
mW/cm2. Du et al. [107] prepared flexible organic thin film transistor (OTFT) using Y2O3/chitosan thin film as 
the dielectric gate of flexible OTFT where a P-type semiconductor, poly (3-hexylthiophene) (P3HT) was used as 

253



the semiconductor layer on polyimide substrate. In this thin film transistor on/off current ratio was found to be 
100 times increased along with the improvement of dielectric properties and low leakage current.  

5. Energy Storage Applications

Chitin and chitosan nanocomposites based electrochemical energy storage devices such as solar cells, fuel cells, 
Lithium-ion batteries, and super capacitors have revealed the applications of chitin and chitosan as a potential 
materials for sustainable green energy storage devices [108-113].  

5.1. Solar Cells 

To overcome global energy crisis and huge environmental issues of conventional fossil energy resources, solar 
energy may be the alternative of fossil energy resources due to its no cost and renewability. As long as sun, 
there is no problem of harvesting energy from solar energy. To replace silicon based solar cell for its high 
manufacturing cost and environmental issues, a low cost, stable dye-sensitized based solar cell (DSSC) was 
developed by researchers. 

Buraidah et al. [114] fabricated polymer electrolyte based on chitosan blended with polyethylene oxide powder 
(PEO) for dye-sensitized solar cells applications. A fixed amount of ammonium iodide (NH4I) was mixed with 
chitosan blend. For 16.5 wt% of chitosan, 38.5 wt% of PEO and 45wt% of NH4I showed highest ionic 
conductivity of 3.66×10-6 S/cm with current density Jsc of 2.71mA/cm2, open circuit voltage Voc of 0.58V and 
efficiency 0.78%. Lojpur et al. [115] fabricated a novel electrolyte blend based on Sb2S3 with chitosan and 
polyethylene glycol (PEG).The fabricated electrolyte based solar cell offered efficiencies of 23.1%, 2.9%, 
0.75% respectively at intensities of 5%, 35% and 100% Sunlight. Zhang et al. [116] developed efficient cathode 
interlayer film instead of substrate materials in organic solar cells (OSCs) using chitosan derivatives obtained by 
electrostatic layer-by-layer self-assemble technique. The film as a cathode interlayer exhibited a power 
conversion efficiency of 9.34%. Zulkifli et al. prepared phthaloyl chitosan (PhCh) based gel polymer 
electrolytes (GPE) using dimethyl formamide (DMF), ethylcarbonate (EC) and a mixed composition of 
potassium iodide (KI) with iodine (I2) [117]. The maximum ionic conductivity 4.94×10-2 S/cm of PhCh based 
GPE was achieved for the 0.0012 mol of KI: I2. When the gel polymer electrolyte sample I2 applied to dye-
sensitized solar cells (DSSCs) it showed conversion efficiency of 3.57% with ionic conductivity of 2.08×10-2 

S/cm, a short circuit current density (Jsc) of 20.33 mA/cm2, open circuit voltage Voc of 0.37 V and fill factor (FF) 
of 0.65. In another work, Ratan et al. [118] prepared bio-polymer based electrolyte by incorporating 
succinonitrile (SN) in N-Phthaloyl chitosan. The electrolyte was obtained by using dimethyl formamide (DMF), 
chitosan, phthalic anhydride, polyethylene oxide (PEO), ethylene carbonate (EC), tetra propyl ammonium 
iodide (TPAI), iodine and succinonitrile. The incorporation of succinonitrile enhanced conductivity value of 
1.30×10-2 S/cm at 2 wt% of SN as compared to 7.84×0-3 S/cm at 0 wt% of SN at 25°C. The formed GPE showed 
an overall efficiency of 4.82% with open circuit voltage (Voc) of 0.63 V in dye-sensitized solar cells (DSSCs) 
applications.  

5.2. Fuel Cells 

Fuel cells are electrochemical devices which convert electrochemical energy into electrical energy. Proton 
conducting membrane based fuel cell is a promising alternative to conventional power sources. Chitin and 
chitosan has been extensively investigated and found as a novel material for primarily microbial fuel cell 
applications. Dashtimogadam et al. [119] developed a low cost, biodegradable polyelectrolyte membrane by 
modified chitosan structure by various amount of sulfo succinic acid/glutaraldehyde as a crosslinking agent. The 
formed membrane showed proton conductivity of 0.04525 S/cm and methanol permeability of 9.6×10-7 cm2 /sec 
showing a favourable power density of 17 mW/ cm2 at 30° C and 41 mW/ cm2 at 60° C in 2M methanol feed. 
Xiang et al. [120] fabricated polymer electrolyte membrane by crosslinking sulfonic groups of chitosan sulfate 
with amido groups of pure chitosan monomers. The obtained membrane exhibited the conductivity of 0.03 S/cm 
at 80°C and observed much lower methanol permeability than Nafion 112. A proton exchange membrane by 
modifying chitosan were fabricated by Binsu et al. [121] by introducing phosphonic acid group with it and its 
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composite membranes were also formed with variable compositions of polyvinyl alcohol. The obtained 
membrane showed good proton transport number, conductivity and higher selectivity, lower methanal 
permeability than Nafion 117. In another research work Hasani-Sadrabadi et al. [122] developed a low-cost, 
triple layer proton exchange membranes for direct methanol fuel cells applications (DMFCs). The membranes 
were formed by modifying structure and showed output power density of 68.10 mW/cm2 at 5M methanol with 
improved proton transport conductivity and methanol permeability. He et al. [123] architectured a bioanode 
material with hierarchically porous chitosan and vacuum stripped graphene (CHI/VSG) for high performance 
microbial fuel cell applications. The formed material showed a maximum power density of 1530 mW/cm2. Liu 
et al. [124] on the other hand, prepared a promising proton exchange membrane by chitosan (CS) with silica 
coated carbon nanotubes (SCNTs). The composite membrane showed higher mechanical properties, proton 
exchange conductivity than pure chitosan membrane. In another work a chitosan/polyvinyl alcohol based 
composite membranes with intercalated glycine betaine layered double hydroxides (LDHs) for direct methanol 
fuel cell applications has been developed by Hu et al. [125].The membrane with 5 wt% LDHs showed ionic 
conductivity of ~35.7 mS/cm at 80°C and power density of 97.8   mW/ cm2. Gong et al. [126] developed an 
anion exchange membrane using modified chitosan/polyvinyl alcohol with layer double hydroxides (LDHs) 
carbon nanotube which has been considered as a promising membrane material for direct methanol fuel cells. 
This membranes showed a conductivity of 47 mS/cm with 1 wt% of LDH@CNTs and maximum power density 
of 107.2 mW/cm2 with 2M methanol and 5M KOH at 80°C. Li et al. [127] degradated chitin anaerobically by 
electroactive Aeromonas hydrophila bacteria for energy recovery and used effectively in microbial fuel cells 
(MFCs) for its faster degradation than fermentation system whereas Vijayalekshmi et al. [128] developed 
chitosan based electrolyte membrane by doping methanosulphonic acid (MSA) and sodium salt of 
dodecylbenzene sulfonic acid (SDBS) with crosslinked chitosan. The membranes with 15 wt% MSA  showed 
proton conductivity of 2.86×10-4 S/cm at 100°C  and conductivity of 4.67×10-4 S/cm with 10 wt%  of SDBS at 
100°C.  

5.3. Supercapacitors 

Supercapacitors are considered as a dominant components of energy storage devices due to their high charging 
and discharging rates, high power density and long life [129]. For safety aspects, supercapacitors require 
biocompatibility along with high power density and high energy density. Chitin and chitosan based 
supercapacitors have been widely reported recently [130-139]. Zhang et al. [130] prepared hierarchically porous 
carbon microspheres (HCM) with chitin/chitosan used as a forming agent. The HCM displayed specific surface 
area of 1450 m2/g and polyaniline (PANI) were deposited on HCM nanocluster to use it as an electrode material 
for supercapacitors. In a different work, Zhang et al. [131] prepared nitrogen enriched (N-enriched) carbon 
nanofiber aerogels (NCNAs) by using Chitin nanofiber aerogels as the precusor. The NCNAs showed high 
surface area of (490-1597) m2/g, specific capacitance 221 F/g at a current density 1A/g and high cycling 
stability with 92% capacitance retentivity after 8000 cycles. In another research paper, Zhang et al. [132] 
reported the development of 3D nitrogen doped grapheme aerogels (NGAs) by using graphene oxide (GO)
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and chitosan via a self-assembly process. Furthermore, the NGAs carbonized at different temperature and NGA-900 
showed excellent electrochemical performance with a high specific capacitance 244.4 F/g at a current density of 0.2 A/g 
and excellent cycling stability with 96.2% capacitance retentivity after 5000 cycles. Sunnetha et al. [133] developed Zn 
doped chitosan nanocomposites modified electrode which exhibited good capacitance and has been considered as a 
potential candidate for supercapacitor applications. Ba et al. [134] developed nitrogen doped hierarchical porous carbon 
(NHPC) materials by using chitosan and polyethelene glycol (PEG). The sample obtained (3:2 chitosan, PEG) exhibits 
high surface area of 2269 m2/g and optimized pore structure. It exhibits high capacitance of 356 F/g at a current density 
1A/g in 1M H2SO4 and 271 F/g at a current density 1 A/g in 2M KOH electrolytes. The cycling stability with 94% in 1M 
H2SO4 and 97% in 2M KOH retention after 10000 cycles 1 A/g.  

5.4. Li-Ion Battery 

Presence of nitrogen within chitin and chitosan structure results in an increase in their conductivity. Between the two, 
chitosan has been studied extensively for the use as a membrane material for lithium ion battery [140]. Some studies 
admitted that chitin and chitosan with other materials can be used as a potential binder and also can be used as electrodes, 
separators and electrolytes for Li/Na ion batteries [141-148]. Zhang et al. [141] prepared advanced sustainable separators 
for Li/Na ion batteries from chitin nanofiber. However, this separator shows limited performance and applications. To 
overcome their complicated pore forming process, low ionic conductivity and low mechanical strength, cyanoethyl 
groups is grafted on the surface of chitin nanofibers [149]. Wu et al. in a different work [144] developed alginate-
carboxymethyl chitosan composite as a water soluble binder for Li-ion batteries. This binder exhibits excellent cycling 
stability with a capacity of 750 mAh/g remaining after 100 cycles. Sustainable 3D crosslinked chitosan-poly (ethylene 
glycol) diglycidyl ether (PEGGE) based electrolyte gel were developed by Wen et al. [142]. The obtained gel shows 
excellent Li-ion transportation for Li-ion batteries with mechanical strength 5.5MPa, lithium ion conductivity of 2.74×10-

4 S/cm and an initial discharge capacity of 146.8 mAh/g with capacitance retentivity 88.49% after 360 cycles. Lee et al. 
[143] prepared chitosan binder with LiFePO4 electrode and obtained high electrical conductivity with higher discharge 
capacity of 159.4 mAh/g compared to 127.9 mAh/g (for PVDF binder). The prepared binder also shows higher capacity 
retention ratio of 98.38% compared to 85.13% (for PVDF binder). Tang et al. [145] developed water based chitosan-
oligosaccharide (COS) binder for lithium ion batteries. This binder shows initial discharge capacity of 225.6 mAh/g and 
66.1 mAh/g can be obtained after 1000 cycles. Some others reported about cross-linked chitosan with silicon/graphite and 
cross-linked chitosan with glutaraldehyde for Li-ion batteries [146]. Recently, N-rich biochars via pyrolysis of chitosan in 
the temperature range 284°C-540°C has been prepared by Nistico et al. [150] The obtained biochars showed a good 
homogeneity, good capacity retention and improved coulombic efficiency. 

6. Conclusions

Chitin and chitosan being 2nd most abundant polysaccharide and having unique combination of properties like 
biocompatibility, biodegradability, presence of amine and hydroxyl groups, aqueous solubility etc. have become very 
popular among researchers not only regarding their bio-medical and biochemical applications, but also for  advanced 
electronics and energy storage device applications. Due to the acetyl deficiency, chitosan is a better functional material as 
compared to chitin. Chitin can be extracted from the exoskeletons of different natural species via demineralization and 
deproteinization steps which can be performed either by chemical or biological routes. Numerous biosensors for the 
detection of biomolecules have been developed by the scientists using composites containing chitin or chitosan. In 
addition to the biosensors various chemical sensors for tracing the toxic chemicals and physical sensors for sensing body 
movements have been developed by group of researchers using chitin or chitosan composites. On the other hand, energy 
harvesting devices using chitin and chitosan composites have utter significance in green energy research. In addition to 
these advanced electronic device applications, energy storage devices like solar cells, fuel cells, supercapacitors or Li-ion 
batteries have revealed the suitability and better efficiency of composites of chitin and chitosan. Thus, in summary 
electronic and energy storage devices based on chitin and chitosan composites are ubiquitous, easy to fabricate, cost-
effective and environmentally benign in nature for which chitinous composites have become best suited material for 
green energy and electronic applications. 
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