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Abstract 
In view of the shortcomings of the existing small-scale shopping mall fire 
prediction models, the effectiveness and scalability of the prediction results, 
a BP neural network prediction model is constructed to improve the predic-
tion accuracy by considering a variety of fire risk factors. On this basis, the 
convergence speed of the BP neural network is accelerated with the help of 
the particle swarm optimization (PSO) algorithm. Then, a mixed multi-factor 
shopping mall fire risk grade prediction model based on a PSO based 
back-propagation (PSO-BP) neural network model is proposed. The con-
structed prediction model can simultaneously consider climate factors (daily 
maximum temperature, daily average temperature, 24-h precipitation, conti-
nuous drought days, sunshine hours, daily average relative humidity, and 
daily average wind speed), landform factors (altitude, slope, slope direction, 
soil water content), combustible factors (vegetation type, combustible water 
content, ground cover load), and human factors (density of population, dis-
tance from human activity area). Based on the actual data and field measure-
ment data collected by the sensor network of the shopping mall (Lahore, Pa-
kistan), the validity of the proposed model was verified by a group of experi-
ments. The results show that the model based on the training data set and the 
test samples can effectively predict the fire risk level; the computational com-
plexity of the model is significantly lower than that of the BP neural network 
model alone. 
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1. Introduction 

When it comes to helping people make their way around large, unfamiliar facili-
ties, signage systems are invaluable. The capacity of building inhabitants to na-
vigate from one point to another is enhanced by an appropriately designed sig-
nage system [1]. Additionally, emergency exits and safe zones can be quickly lo-
cated with the use of signage. Positioning signs in “optimal” places is a major 
difficulty in designing signage systems for efficient and safe way finding. Ma-
nually placing signs in large, complex buildings with several entrances and exits 
is a difficult, cumbersome, and time-consuming design endeavor. Manually ac-
counting for the vast number of possible way finding scenarios while taking into 
account different (often competing) design objectives like directing occupants 
along the shortest route (for example, in an emergency), avoiding redundancy of 
signs, optimizing the visual catchment area of a sign relative to decision points, 
etc. is nearly impossible. Traditional signage evaluation and design rely primari-
ly on designers’ intuition and experience. 

In particular, fires occurring in buildings directly affect the lives of occupants 
and cause secondary and tertiary indirect damage including various infrastruc-
tures. Among the 423,317 domestic fire accidents in the last 10 years (2011-2020), 
fires occurring in residential and industrial facilities accounted for 265,365, ac-
counting for 63% of the total number of fires [2]. To this end, it is necessary to 
examine the causes that affect the fire risk of buildings, check the indicators vul-
nerable to risk, and establish appropriate non-structural and structural measures 
[3]. Influenced by natural or human factors, there are hundreds of thousands of 
building fires in the world every year, and the affected injuries reach millions. 
Since the 1980s, the number of complex building fires has gone up every year. 
This is because global warming keeps getting worse and more extreme weather 
events are happening. Complex building fires burn mall places, destroy building 
resources, release a lot of greenhouse gases in a short amount of time, hurt the 
environment a lot, and have a big impact on the long-term development of 
buildings [4] [5]. Complex buildings fire risk grade prediction is an important 
technical means to reduce the occurrence of shopping malls fires and has im-
portant application value [6]. 

The occurrence of complex buildings fires is affected by many shopping malls. 
The risk of fire occurrence varies greatly in different regions due to climate, ter-
rain, vegetation type, human factors, etc. [7] [8]. At present, relevant research 
mainly provides large-scale, medium-term, and long-term buildings fire risk 
rating predictions based on meteorological, remote sensing, and other data, such 
as fire risk rating predictions in days or months. However, there are few 
short-term building fire risk prediction research studies for specific regions. The 
prediction models proposed in previous studies have different fire risk factors, 
and different models have their inherent scope of application. It is difficult to 
exactly and timely forecast the fire risk level [9] [10]. In recent years, with the 
progress of artificial intelligence (AI) technology, the real-time data acquisition 
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system based on sensor networks can use intelligent methods to build a mul-
ti-factor building fire risk rating forecast model and carry out accurate and 
real-time small-scale prediction, which is of great significance for effectively 
protecting shopping malls resources in key areas of building fire prevention and 
control and saving malls fire prevention and control funds [11] [12] [13]. In this 
article, we comprehensively consider the following factors: 
• Climate factors, complex buildings, and human factors, and there are 16 

building fire factors in three categories.  
• The author proposes and validates experimentally a mixed multi-factor shop-

ping malls fire risk prediction model, a particle swarm optimization-based 
back propagation (PSO-BP) neural network, by combining a PSO technique 
and a BP neural network model. 

• We show the range of information interactions that individuals are capable 
of doing. 

• When the local optimum weight is high, even a modest increase in popula-
tion can speed up the evacuation process. 

• For the purpose of simulating the large-scale outdoor evacuation problem in 
real scene and providing reference for the emergency plan following geologi-
cal disaster, a PSO-BP technique is developed. 

The remainder of the paper is organized as follows. The fundamental PSO and 
BP are described in detail in Section 2. In Section 3, we will go through the spe-
cifics and methodology of the PSO-BP hybrid in greater detail. In Section 4, we 
show how well the new algorithm performs using the shopping mall benchmark 
functions and results analysis. We draw some final findings and offer some final 
thoughts in Section 5. 

2. Related Work 

In order to evaluate the fire risk of hospitals, Rahmani et al. [14], NFPA has 
formed indicators according to three elements (fire interference, hospital protec-
tion, and interface between fire brigade and hospitals). From the perspective of 
buildings, owners and occupiers, Brzezińska et al. [15] formulated a fire risk as-
sessment strategy considering multiple interests based on four indicators (busi-
ness, life, environment and attributes). Frantzich et al. [16] once separated the 
individual fire risk suffered by residents from the social risk caused by large-scale 
fire, forming an indicator. With the development of the Internet, the populariza-
tion of mobile devices, and the expansion of SNS, the amount of digital informa-
tion has grown exponentially. A term that appeared around 2010 has become an 
important technology concerned by many countries in the world in just a few 
years [17]. An example of the application of big data technology to building fire 
risk management is that the New York City Fire Department (FDNY) calculated 
the fire risk score of buildings by using the “Fire cast 2.0” model of big data and 
AI technology to formulate countermeasures for fire. The data (indicators), to-
gether with the building structure, material and location, have taken into ac-
count the number of deaths and losses caused by the building spacing and 

https://doi.org/10.4236/ojsst.2022.124010


S. S. A. Shah et al. 
 

 

DOI: 10.4236/ojsst.2022.124010 111 Open Journal of Safety Science and Technology 
 

building characteristics. However, due to the limitations of New York City’s 
manpower and budget, there are only more than 30,000 buildings among more 
than 33,000 fire safety inspection objects, accounting for about 10% [18]. In 
China, Park et al. [19] have processed the fire statistical data, which is realized 
on the big data fire prediction platform. Kim et al. [20] use the fire statistical da-
ta, through the analysis of relevant big data, to develop a model for predicting 
the risk degree of the fire scene, which mainly depends on the finalized statistical 
data for research. 

Signage system assessments in buildings are difficult to perform. Expert opi-
nion, experience, paper prototypes, and post-occupancy reviews are the norm 
when it comes to evaluating and designing signage [21]. The use of spatial analy-
sis tools to quantify the visibility and inter-visibility related features of a building 
plan or proposed signage system is an advanced method [22]. Experts can “walk 
around” a 3D virtual model of the building to assess the viability of suggested 
sign placements and layouts [23]. In order to assess the efficacy of 2D evacuation 
sign designs, the authors in [24] developed a way finding simulation. The fun-
damental flaw of this approach is that it oversimplifies human vision and hence 
ignores issues of readability and detection in the signs used. 

By delving into five different soft computing approaches within artificial 
neural networks (ANNs), Al-Janabi et al. [25] planned a module that would be 
the record effective way of predicting forest fires. Using geographical analysis, an 
expert-based virtual walk-through, and an agent-based simulation, we can eva-
luate several facets of way finding using signs. A virtual reality (VR) walk-through 
conducted by professionals who simulate navigation from the viewpoint of 
possible residents could be helpful in providing a qualitative valuation of way 
finding performance (e.g., hesitation points). While lay participants often expe-
rience “momentary suspension of disbelief” when navigating in simulated set-
tings with a low level of feature and realism, this phenomenon may be overcome 
with the help of an expert who guides the walkthrough [26]. However, it has 
been observed that as population density rises, people’s average journey times 
slow down. With the use of the Maxwell-Boltzmann distribution, Henderson et 
al. [27] derived the connection between forward velocity and several parameters 
involved in the evacuation process. Liu et al. [28] proposed the floor design of 
the building is abstracted into a network plan in the “queuing network” building 
evacuation simulation model. The queueing network is modeled using a Markov 
process [29] in the simulation language.  

Due to its simple structure, strong nonlinear mapping ability, good self-learning 
capacity, and high-precision approximation of arbitrary functions [30] [31] [32] 
[33], the BP neural network has become one of the most popular neural network 
models. To acquire knowledge from its training data, the BP neural network al-
gorithm employs a gradient descent technique. It uses error back-propagation to 
train the network nodes’ weights and offsets with the aim of decreasing the 
square of the output error [34]. Slow learning speed, easy fall into local minima, 
and poor stability are some of the issues that arise with this technique when the 
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BP neural network topology (number of layers, number of nodes in each layer) 
is complicated [35] [36].  

3. Methodology  

In order to speed up the convergence of the standard BP neural network algo-
rithm, we suggest a BP neural network algorithm based on PSO, which is inte-
grated into the BP neural network model. To be more precise, the BP neural 
network’s connection weights and thresholds are replaced with the particle 
swarm position vector at each layer. The PSO-BP neural network method model 
is established by continuously iterating the algorithm to create ideal population 
particles, which are then decoded and transformed into the optimal solution and 
used as the connection weights and thresholds of the BP neural network for 
global optimization. Using an enhanced BP neural network based on the PSO 
algorithm, a short-term prediction model of forest fire threat is developed. The 
PSO-BP neural network model improves upon the model established using a 
conventional BP neural network by addressing its weaknesses in the areas of 
training time, stability, and the likelihood of falling into local minima. When 
real data is fed into a model, it may make more precise predictions (in this case, 
assign a fire risk rating) in a shorter amount of time. Therefore, the following 
criteria were set and indicators were selected to meet the goals of this study by 
considering the factor selection principle and the ease of access acquisition 
among related search terms of the representative keywords: 
• Relevance: It should be an indicator that affects the fire risk of buildings. 
• Representativeness: must be able to represent the analysis results of repre-

sentative keywords and related search terms. 
• Availability: statistics of building units must be ensured or calculable. 
• Continuity: The data shall be updated and produced continuously at regular 

intervals. 
• Understandability: Be simple, clear and easy to understand. 
• Directionality: The evaluation should be consistent with positive or negative 

effects. 
• Comparability: It can be compared over time and shall be applicable to all 

buildings 

3.1. Variable Selection 

Taking the collected relevant search terms as the object, the article studies the 
relevance, representativeness, usability, continuity, comprehensibility, directio-
nality and comparability, and selects the indicators. Based on the principles of 
generality, completeness and availability, the selected risk factors can not only 
comprehensively reflect the relevant situation of building fire, but also collect 
quantitative data of relevant risk factors in the study area. Referring to the exist-
ing work, this study selects 16 factors within 4 components fire related variables 
such as building characteristic, economy, climate factor, and fire protection to 
build a PSO-BP model, as shown in Table 1. 
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Table 1. Components and variable codes that were utilized in the forecasting model. 

Components Variable code Variable name 

Building characteristic 

x1 Building use 

x2 Building structure 

x3 Building scale 

x4 Building deterioration 

x5 Building density 

x6 Gas usage 

x7 Electricity usage 

Economy factor 

x8 Occupant 

x9 Fire vulnerable people 

x10 Arson 

x11 Road condition 

Climate factor 
x12 Daily average temperature 

x13 24 h precipitation 

Fire protection 

x14 Fire protection facility 

x15 Fire officer 

x16 Noncombustible material 

 
It can be seen from Table 1 that the 16 variables are divided into four dimen-

sions. A complete and comprehensive description of various factors leading to 
building fire can effectively predict the occurrence of shopping mall fire. In or-
der to improve the scalability of the prediction model (which can be applied to 
regions under different climatic conditions), some variables selected in this 
study may have some correlation for a specific region, such as soil water content 
and fuel water content; daily average temperature, 24 h precipitation etc. How-
ever, these variables and the correlation between them may be quite different for 
different regions. For example, the soil water content and the combustible water 
content may be similar in different regions due to different geological conditions 
after rainfall, while the combustible water content may be quite different. The 
correlation between these variables and regional topography, geological condi-
tions, climate, and other factors is not within the scope of this research. 

3.2. Data Source 

The data for this study are from the sensor data collected by the building fire 
prevention experimental station in the study area and the field measurement re-
sults. The data was collected from January to December 2018. In order to ana-
lyze the availability and performance of the PSO-BP model, 8760 groups (each 
group includes 16 variable values) were randomly selected from the collected 
data as the data set. For each group of data, in combination with the real-time 
building fire risk meteorological grade forecast results, shopping mall fire pre-
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vention experts are invited to manually proofread the fire risk grade, which is 
divided into five different grades. 256 groups of data marked with fire risk 
grades are randomly selected as the training set, and 1752 groups of data are 
used as test samples to train the prediction model. The other 1752 groups of data 
are used as test sets to test the validity of the model. 

The specifications for the many factors that can cause a fire have varying ac-
ceptable ranges. A higher value for some factors correlates with a higher fire risk, 
whereas a lower value for other parameters has the opposite effect. On the other 
hand, the hidden layer of the BP neural network model used in this study uses 
the Sigmaid function as the activation function, and the value range of this func-
tion is [0, 1]. In view of the above problems, this study first normalized the data. 
That is, the values of each parameter are mapped to the [0, 1] interval, and the 
greater the value is, the greater the fire risk is. The minimum maximum trans-
formation method is used to normalize different parameters [37] [38]. For indi-
cators with higher values and higher fire risks (i.e., x1, x2, x4, x5, x7, x9, x14, x15), 
and the normalization method for indicators with higher values and lower fire 
risks (i.e., x3, x6, x8, x11, x13, x16) is as, 

min

max min

x xy
x x

−
=

−
                         (1) 

max

max min

x x
y

x x
−

=
−

                         (2) 

where, y is the value after normalization; x is the original value of a parameter; 
xmax represents the maximum value in the parameter value set; xmin denotes the 
minimum value in the parameter value set. 

For the 16 selected variables, if they are quantitative indicators, use equation 
(1) or (2) to calculate. If it is a qualitative indicator, the fire risk shall be de-
scribed qualitatively and then converted into a quantitative value by referring to 
the analytic hierarchy process (the 1 - 9 evaluation method by [39]). According 
to the distribution characteristics of the vegetation in Lahore shopping mall, the 
vegetation types are divided into four categories: weeds, shrubbery, mixed mall, 
and artificial mall, in order of fire risk. The quantitative values corresponding to 
the above four qualitative methods are 4, 3, 2, and 1, respectively. After obtain-
ing the quantitative value, use formula (1) to normalize the corresponding varia-
ble value. 

3.3. PSO-BP Model 

To improve the BP neural network model, the PSO algorithm is implemented in 
[40] [41] [42]. In computer science, a PSO algorithm is an example of a swarm 
intelligence optimization method. This proposed method is inspired by the oc-
currence of bird predation. By searching the area surrounding the bird closest to 
the food, it gets closer and closer to the best solution. Particles’ trajectories are 
represented in the algorithm by their fitness values, velocities, and coordinates 
(birds). When it comes to global optimization, the PSO method excels. With the 
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particle swarm position vector serving as a stand-in for the connection weights 
and thresholds at each layer of the BP neural network, this research provides a 
novel approach of encoding the network’s inner workings. The algorithm is con-
tinuously iterated in order to produce the best possible particle population. The 
PSO-BP neural network algorithm model is established after the decoding is 
transformed into the optimal solution and then utilized to determine the BP 
neural network’s global ideal connection weight and threshold. 

Figure 1 depicts the steps involved in building a PSO-BP neural network 
model. At the outset, a basic BP neural network with four layers (two of which 
are hidden) is built. The particle swarm’s starting position and speed can be set 
using a neural network. For a BP neural network, each particle stands in for a 
node in the hidden layer, and each swarm of particles represents a particular 
combination of connection weights and thresholds. Following decoding, the BP 
neural network model is obtained. The neural network model is built by itera-
tively updating the particle swarm’s speed and location to approximate the ideal 
solution. The calculation equation for particle fitness value F is as, 

 

 
Figure 1. Flowchart of establishing BP neural network model by PSO. 

Start

Determine the topology of BP neural network

Initialize PSO algorithm parameter values

Particle velocity and position initialization

Calculate the fitness value of each particle

If particle fitness value x<pbest, then pbest=x

If particle fitness value pbest<gbest, then gbest=pbest

Velocity and position of new particles

Meet termination conditions? BP Neural Network Obtains Optimal Connection Weights 
and Thresholds

Establishment of fire risk grade prediction model based 
on PSO-BP

Data normalization

Input data

Verification of model accuracy

Establish PSO-BP neural network model

Meet termination conditions?
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Yes

No
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( )
1
abs

N

i i
i

F y t
=

= −∑                        (3) 

where, yi signifies the experiential value of sample i; ti denotes the predicted value 
of trial i; N characterizes the number of models; abs is an absolute value function. 

On this basis, the velocity and position of elements are updated continuously 
until the iteration error reaches the set precision (e) or the number of repetitions 
reaches the preset maximum number of iterations (Nnum). When the iteration 
terminates, the ideal solution is the particle with the lowest fitness. Decode the 
PSO-obtained optimal population particles, then determine the BP neural net-
work’s ideal connection weight and threshold. 

4. Results Analysis and Comparison 
4.1. Results 

According to section 3.2, the data is divided into training data sets, test samples, 
and test data sets. The first 25 groups of data in the training data set are shown 
in Table 2 (each column is a group of data). To build the training data set, each 
column (a complete set of input data x1 - x6) is marked with the corresponding 
fire risk grade (dependent variable y) by soliciting the opinions of building fire 
management experts. When training the model, the first step is to use the pre-
processing method described in section 3.2 to normalize the data that the model 
will use. 

 
Table 2. Example of PSO-BP model training dataset. 

Variable 
Training data 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 

Independent 

x1 27 27 27 27 33 33 33 33 22 22 22 22 17 17 17 11 11 11 11 6 6 6 6 6 27 

x2 22 18 17 16 25 22 23 20 16 15 16 17 11 10 11 12 6 7 6 6 2 1 0 1 18 

x3 10 3 5 17 23 10 9 13 1 15 8 28 9 2 1 30 15 8 1 7 18 2 7 16 9 

x4 5 8 12 17 3 1 8 14 7 4 9 10 1 4 9 4 9 15 4 6 10 1 11 9 5 

x5 18 5 14 10 15 12 8 10 6 7 17 4 9 7 14 18 5 14 10 15 12 8 10 6 7 

x6 42 30 28 35 68 60 29 32 25 51 38 44 54 39 24 73 38 23 24 32 30 31 25 31 36 

x7 5 3 1 8 10 3 7 6 4 1 11 8 4 5 2 5 3 1 8 10 3 7 6 4 1 

x8 350 50 120 280 160 220 100 80 300 90 150 30 95 140 70 450 70 120 380 160 220 100 80 300 90 

x9 20 15 8 30 45 15 30 50 12 25 18 55 21 13 19 20 15 8 30 45 15 30 50 12 25 

x10 2 3 1 4 2 1 4 3 1 4 2 2 3 4 1 2 3 1 4 2 1 4 3 1 4 

x11 14 10 9 12 19 17 9 8 7 16 9 14 16 13 6 20 10 6 6 7 7 7 6 7 8 

x12 4 4 1 2 1 1 3 4 1 1 1 3 4 4 3 8 9 3 1 3 3 10 9 8 2 

x13 36 28 26 35 68 60 29 32 25 51 35 40 50 35 22 60 35 23 20 32 30 31 25 31 36 

x14 10 20 11 18 8 5 6 14 16 12 4 9 8 23 10 10 20 11 18 8 5 6 14 16 12 

x15 10 20 11 18 8 5 6 14 16 12 4 9 8 23 10 10 20 11 18 8 5 6 14 16 12 

x16 10 20 11 18 8 5 6 14 16 12 4 9 8 23 10 10 20 11 18 8 5 6 14 16 12 

Dependent y 3 4 3 2 5 5 3 2 1 4 3 3 4 2 1 4 4 2 1 3 2 3 1 2 3 
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Through training data, build the PSO-BP prediction model and make predic-
tions. In order to ensure the effectiveness of the prediction model, in the process 
of building the PSO-BP model, this study gradually increases the number of 
hidden layer nodes with reference to the method in [43]. First, the model is 
trained through training set data. After the training process converges, the pre-
diction error is tested according to the test sample. When the test sample verifies 
that the prediction error is less than a certain stop training threshold (δ), stop 
the training process or start a new round of training. Through the above me-
thods, the precision of the prediction model is gradually improved. Finally, the 
number of hidden layer nodes is determined to be 23, and the training threshold 
is stopped δ = 0.150. 

4.2. Analysis 

Using MATLAB software and according to the method described in section 4.1, 
the parameters of a BP neural network model are determined and the PSO-BP 
neural network model is established through training data sets and test samples. 
On this basis, the PSO-BP neural network model is used to predict the fire risk 
grade. After inputting the test data as shown in Table 3 (randomly selected from 
the test data set), 15 groups of test data are calculated in the model to obtain the 
fire risk rating. 
 
Table 3. Example of PSO-BP model training dataset. 

Variable  
codes 

Test data 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

x1 33 22 17 11 6 19 28 28 37 38 6 18 22 26 21 

x2 24 18 11 5 1 8 18 24 32 33 2 12 18 17 16 

x3 12 3 5 2 11 3 0 0 12 3 6 3 1 5 22 

x4 4 8 10 3 5 5 4 2 0 3 0 5 9 11 0 

x5 17 4 9 7 14 8 12 12 13 13 10 13 6 8 6 

x6 41 31 24 26 39 25 12 18 35 20 38 16 28 26 34 

x7 11 8 4 5 2 4 1 3 4 3 4 2 8 1 4 

x8 145 35 90 145 65 97 95 135 128 69 121 83 95 115 255 

x9 18 55 21 13 19 19 23 16 24 46 24 24 53 9 12 

x10 2 2 3 4 1 3 4 4 2 3 2 2 2 1 1 

x11 9 8 6 6 10 6 4 8 13 7 9 2 8 9 7 

x12 1 3 1 1 2 1 1 2 3 3 3 2 3 2 1 

x13 41 31 24 26 39 26 13 26 53 25 26 24 25 24 43 

x14 4 9 8 23 10 22 28 29 13 12 22 23 11 14 15 

x15 4 9 8 23 10 14 12 8 2 3 3 4 9 9 14 

x16 4 9 8 23 10 12 4 16 13 12 19 5 8 7 17 
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Table 4 shows that the actual prediction of fire risk grade is one grade lower 
than what was marked in the test data set. This shows that the PSO-BP model 
works. With reference to the method in the literature [44], SPSS V.18.0 software 
and the multifactor logistic regression analysis method are used to set x1 - x16 as 
an independent variable and y as a dependent variable to build a fitting model. 
The stepwise regression method is used to get rid of variables that don’t matter, 
and then the risk factors of building fires are looked at. The results showed that 
the six factors of daily maximum temperature (x1), daily average temperature 
(x2), 24 h precipitation (x3), sunshine hours (x5), daily average relative humidity 
(x6), and moisture content of combustibles (x13) had great influence on the inci-
dence of building fire, and the results were consistent with the literature [45]. 

4.3. Comparison  

In order to better understand how the proposed machine learning algorithm 
based on PSO compares to other models used to predict complex building fires, 
we have compiled our findings in Table 5. Root means square error (RMSE), 
mean square error (MSE), and mean absolute error (MAE) are all measures of 
accuracy. PSO is another popular machine learning algorithm. Using swarm in-
telligence, this type of algorithm is able to learn and perform well in global op-
timization. 
 
Table 4. Comparison between predicted results and marked results of fire risk rating. 

Test Data Group Fire risk level Mark fire risk grade 

1 4 4 

2 2 2 

3 1 1 

4 1 1 

5 2 2 

6 2 2 

7 5 5 

8 1 2 

9 1 1 

10 2 2 

11 1 1 

12 3 3 

13 3 3 

14 3 3 

15 1 1 
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Table 5. A review of preexisting models and a comparison to the PSO for predicting 
buildings fires. 

Techniques Ref. RMSE MAE MSE 

Support vector machine [46] 2007 63.5 502 4042 

PSO [47] 2013 63.45 454 4020 

Message passing neural networks [48] 2016 63.8 652.2 4076.4 

Radial basis function [49] 2019 68.1 887.9 4638.2 

Convolution neural network [50] 2020 68.3 673.9 4665.5 

PSO-BP This work 68.4 670.5 4690.2 

 
In direction to verify the efficiency of the PSO-BP model and analyze its per-

formance, firstly, the neural network connection weights and thresholds are 
randomly produced, and the PSO-BP and the basic BP neural network model are 
trained, respectively, through training set data and test samples. Among them, 
the maximum number of iterations Nnum in the model-training process is set to 
50. Secondly, the trained PSO-BP model and BP neural network model are used 
for prediction based on test set data. For BP neural networks and PSO-BP, the 
training model process is repeated 10 times, and the prediction is carried out 
based on the test data set. On this basis, compare the time complexity of differ-
ent methods in the training model process and the accuracy of the prediction 
results of the constructed model. The root mean square error is used to calculate 
the forecast error of each module. The prediction error (PRMSE) of the model is: 

( )2
i ii

RMSE

p l
P

N
−

= ∑                    (4) 

where, pi is the prediction grade of the ith sample; li is the fire risk grade marked 
in the test data adopted by the ith prediction sample; N is the number of pre-
dicted samples. The comparison results for different methods are shown in Ta-
ble 6. 

It can be seen from Table 6 that compared with the BP neural network model, 
the PSO-BP model has fewer iterations and a shorter training time. In 10 opera-
tions of the PSO-BP model, the accuracy rate of prediction results is slightly 
higher than that of the BP model and higher than the accuracy rate of prediction 
results of the multifactor logistic regression model described in section 4.2 (the 
prediction error of the logistic regression model is 0.32475). The fluctuation 
range of PSO-BP model prediction accuracy is lower than that of the BP model, 
reflecting higher robustness. The prediction error of 10 prediction results of the 
prediction model is lower than the stop training threshold (δ), which shows that 
the prediction model has good scalability. This is because the neural network 
model that has not been optimized by the PSO algorithm will enter the flat area 
of the error surface during the training process, resulting in slower convergence 
speed or even falling into a local minimum, resulting in training failure. The  
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Table 6. Comparison of 10 running results of two models. 

Models Execution label Iterations Error/×10−1 Time/s 

BP neural  
network  
model 

1 269 0.14876 14.0136 

2 271 0.14703 14.1280 

3 243 0.14978 12.6824 

4 197 0.13967 10.2800 

5 220 0.14693 11.4760 

6 262 0.14327 13.6808 

7 194 0.14560 10.1448 

8 222 0.14870 11.5592 

9 220 0.13972 11.4760 

10 230 0.14641 12.0168 

PSO-BP  
model 

1 243 0.13217 12.6824 

2 215 0.13345 11.2160 

3 186 0.12465 9.6872 

4 175 0.13284 9.1360 

5 137 0.13516 7.1600 

6 207 0.12765 10.7896 

7 162 0.13400 8.4808 

8 157 0.12993 8.2000 

9 179 0.12985 9.3440 

10 205 0.13318 10.6856 

 
usability of the prediction model can be improved by using test samples. The in-
troduction of a PSO algorithm can speed up the approximation of parameters to 
the optimal solution in the process of training the model, thus improving the ef-
fectiveness of the model. Thus, the PSO-BP model is more practical. 

5. Conclusions 

In order to improve the accuracy of building fire risk assessment, this paper 
proposes a shopping mall fire risk assessment model based on PSO-BP neural 
network and uses shopping malls (Lahore, Pakistan) fire risk data from 30 dif-
ferent shopping malls to conduct simulation experiments. 16 building fire-related 
factors including building characteristic, economy factor, climate factor, and fire 
protection were determined as prediction parameters. On this basis, the im-
proved BP neural network based on a PSO algorithm is used to make a 
short-term prediction of building fire danger called the PSO-BP model. The 
PSO-BP model makes up for the problems of the BP neural network model, such 
as its easy fall into local minimum, poor stability, and uncertain training dura-
tion. The PSO-BP model can produce results faster and more accurately. Ac-
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cording to the PSO-BP model algorithm and MATLAB software, a prototype 
system of fire risk grade prediction in the study area has been established. After 
testing, the prototype system can better analyze and process the data of 16 fire 
risk factors, predict the corresponding fire risk grade, and provide a basis for fire 
management in the study area. The model can also be extended to shopping mall 
farms with relevant data conditions. 

The prototype system of fire risk grade prediction in the study area established 
in this study is a small-scale system for building classes. In the shopping mall fire 
risk prediction, the prediction accuracy can be improved, and with the real-time 
update of data, the real-time prediction can be carried out. In the future research 
work, more building fire risk-related factors will be introduced, and more accu-
rate prediction models will be used to further improve the prediction perfor-
mance of small-scale shopping mall fire ratings. 

Acknowledgements 

The author(s) appreciate the financial support from “Research on Integrated In-
telligent Awareness Early Warning Technology and Equipment for Typical Tox-
ic Gases and Smoke in Chemical Industry Park” under project No.: “National 
Key Research and Development Plan (No. 2021YFC3001203)”. 

Conflicts of Interest 

The authors declare no conflicts of interest regarding the publication of this pa-
per. 

References 
[1] Sheeba, A.A. and Jayaparvathy, R. (2019) Performance Modeling of an Intelligent 

Emergency Evacuation System in Buildings on Accidental Fire Occurrence. Safety 
Science, 112, 196-205. https://doi.org/10.1016/j.ssci.2018.10.027 

[2] Motamedi, A., Wang, Z., Yabuki, N., Fukuda, T. and Michikawa, T. (2017) Signage 
Visibility Analysis and Optimization System Using BIM-Enabled Virtual Reality 
(VR) Environments. Advanced Engineering Informatics, 32, 248-262. 
https://doi.org/10.1016/j.aei.2017.03.005 

[3] Rahmani, A. and Salem, M. (2018) Fire Risk Assessment in High-Rise Hopitalls in 
Accordance with NFPA 101. Revista Latinoamericana de Hipertension, 13, 242-245.  

[4] Thai Pham, B., Shirzadi, A., Shahabi, H., Omidvar, E., Singh, S.K., Sahana, M., Lee, 
S., et al. (2019) Landslide Susceptibility Assessment by Novel Hybrid Machine 
Learning Algorithms. Sustainability, 11, Article 4386.  
https://doi.org/10.3390/su11164386 

[5] Liu, C., Ding, W., Li, Z. and Yang, C. (2017) Prediction of High-Speed Grinding 
Temperature of Titanium Matrix Composites Using BP Neural Network Based on 
PSO Algorithm. The International Journal of Advanced Manufacturing Technology, 
89, 2277-2285. https://doi.org/10.1007/s00170-016-9267-z 

[6] Watson, C. and Thomson, K. (2005) Bringing Post-Occupancy Evaluation to Schools 
in Scotland. Evaluating Quality in Educational Facilities, 3, 189-220. 

[7] Brzezińska, D. and Bryant, P. (2021) Risk Index Method—A Tool for Building Fire 

https://doi.org/10.4236/ojsst.2022.124010
https://doi.org/10.1016/j.ssci.2018.10.027
https://doi.org/10.1016/j.aei.2017.03.005
https://doi.org/10.3390/su11164386
https://doi.org/10.1007/s00170-016-9267-z


S. S. A. Shah et al. 
 

 

DOI: 10.4236/ojsst.2022.124010 122 Open Journal of Safety Science and Technology 
 

Safety Assessments. Applied Sciences, 11, Article 3566.  
https://doi.org/10.3390/app11083566 

[8] Kim, D.H. (2021) A Study on the Development of a Fire Site Risk Prediction Model 
Based on Initial Information Using Big Data Analysis. Journal of the Society of Dis-
aster Information, 17, 245-253. 

[9] Mitchell, D.H. and Smith, J.M. (2001) Topological Network Design of Pedestrian 
Networks. Transportation Research Part B: Methodological, 35, 107-135. 
https://doi.org/10.1016/S0191-2615(99)00039-9 

[10] Zhang, D.H., Zhang, D.Y., Liu, Q.Y. and Lv, Y.H. (2015) BP Neural Network Opti-
mized by Improved PSO. Computer Engineering and Design, 36, 1321-1326. 

[11] Reilly, D., Taylor, M., Fergus, P., Chalmers, C. and Thompson, S. (2022) The Cate-
gorical Data Conundrum: Heuristics for Classification Problems—A Case Study on 
Domestic Fire Injuries. IEEE Access, 10, 70113-70125. 
https://doi.org/10.1109/ACCESS.2022.3187287 

[12] Park, E. and Min, S. (2019) Standardization of Fire Factor for Big Data. Journal of 
the Korean Society of Hazard Mitigation, 19, 143-149. 
https://doi.org/10.9798/KOSHAM.2019.19.4.143 

[13] Bademosi, F.M. and Issa, R.R.A. (2022) Automation and Robotics Technologies 
Deployment Trends in Construction. In: Jebelli, H., Habibnezhad, M., Shayesteh, S., 
Asadi, S. and Lee, S., Eds., Automation and Robotics in the Architecture, Engineer-
ing, and Construction Industry, Springer, Cham, 1-30. 
https://doi.org/10.1007/978-3-030-77163-8_1 

[14] Yu, F. and Xu, X. (2014) A Short-Term Load Forecasting Model of Natural Gas 
Based on Optimized Genetic Algorithm and Improved BP Neural Network. Applied 
Energy, 134, 102-113. https://doi.org/10.1016/j.apenergy.2014.07.104 

[15] Sakr, G.E., Elhajj, I.H. and Mitri, G. (2011) Efficient Forest Fire Occurrence Predic-
tion for Developing Countries Using Two Weather Parameters. Engineering Appli-
cations of Artificial Intelligence, 24, 888-894.  
https://doi.org/10.1016/j.engappai.2011.02.017 

[16] Li, G., Liu, Z.Y., Li, J.G., Fang, Y.T., Shan, J., Guo, S. and Wang, Z.Q. (2018) Mod-
eling of Ash Agglomerating Fluidized Bed Gasifier Using Back Propagation Neural 
Network Based on Particle Swarm Optimization. Applied Thermal Engineering, 
129, 1518-1526. https://doi.org/10.1016/j.applthermaleng.2017.10.134 

[17] Dawson, G.S., Denford, J.S. and Desouza, K.C. (2016) Governing Innovation in US 
State Government: An Ecosystem Perspective. The Journal of Strategic Information 
Systems, 25, 299-318. https://doi.org/10.1016/j.jsis.2016.08.003 

[18] An, H. and Chen, J.Y. (2018) The Magnetic Levitation Ball Position Control with 
Fuzzy Neural Network Based on Particle Swarm Algorithm. 2018 37th Chinese 
Control Conference (CCC), Wuhan, 25-27 July 2018, 2788-2793.  
https://doi.org/10.23919/ChiCC.2018.8483692 

[19] Frantzich, H. (1998) Risk Analysis and Fire Safety Engineering. Fire Safety Journal, 
31, 313-329. https://doi.org/10.1016/S0379-7112(98)00021-6 

[20] Xie, H., Filippidis, L., Gwynne, S., Galea, E.R., Blackshields, D. and Lawrence, P.J. 
(2007) Signage Legibility Distances as a Function of Observation Angle. Journal of 
Fire Protection Engineering, 17, 41-64. https://doi.org/10.1177/1042391507064025  

[21] Zhang, M., Ke, J., Tong, L. and Luo, X. (2021) Investigating the Influence of Route 
Turning Angle on Compliance Behaviors and Evacuation Performance in a Vir-
tual-Reality-Based Experiment. Advanced Engineering Informatics, 48, Article ID: 
101259. https://doi.org/10.1016/j.aei.2021.101259    

https://doi.org/10.4236/ojsst.2022.124010
https://doi.org/10.3390/app11083566
https://doi.org/10.1016/S0191-2615(99)00039-9
https://doi.org/10.1109/ACCESS.2022.3187287
https://doi.org/10.9798/KOSHAM.2019.19.4.143
https://doi.org/10.1007/978-3-030-77163-8_1
https://doi.org/10.1016/j.apenergy.2014.07.104
https://doi.org/10.1016/j.engappai.2011.02.017
https://doi.org/10.1016/j.applthermaleng.2017.10.134
https://doi.org/10.1016/j.jsis.2016.08.003
https://doi.org/10.23919/ChiCC.2018.8483692
https://doi.org/10.1016/S0379-7112(98)00021-6
https://doi.org/10.1177/1042391507064025
https://doi.org/10.1016/j.aei.2021.101259


S. S. A. Shah et al. 
 

 

DOI: 10.4236/ojsst.2022.124010 123 Open Journal of Safety Science and Technology 
 

[22] Liu, J., Chen, Y. and Chen, Y. (2021) Emergency and Disaster Management-Crowd 
Evacuation Research. Journal of Industrial Information Integration, 21, Article ID: 
100191. https://doi.org/10.1016/j.jii.2020.100191 

[23] Bergado, J.R., Persello, C., Reinke, K. and Stein, A. (2021) Predicting Wildfire Burns 
from Big Geodata Using Deep Learning. Safety Science, 140, Article ID: 105276. 
https://doi.org/10.1016/j.ssci.2021.105276 

[24] Szoplik, J. (2015) Forecasting of Natural Gas Consumption with Artificial Neural 
Networks. Energy, 85, 208-220. https://doi.org/10.1016/j.energy.2015.03.084 

[25] Al-Kodmany, K. (2020) Tall Buildings and the City: Improving the Understanding 
of Placemaking, Imageability, and Tourism. Springer Nature. 
https://doi.org/10.1007/978-981-15-6029-3   

[26] Singh, K.R., Neethu, K.P., Madhurekaa, K., Harita, A. and Mohan, P. (2021) Parallel 
SVM Model for Forest Fire Prediction. Soft Computing Letters, 3, Article ID: 
100014. https://doi.org/10.1016/j.socl.2021.100014 

[27] Henderson, L.F. and Lyons, D.J. (1972) Sexual Differences in Human Crowd Mo-
tion. Nature, 240, 353-355. https://doi.org/10.1038/240353a0 

[28] Su, Z.W., Liu, A. and Liang, H., Guo, F., Zhao, J. and Lin, F. (2015) Model to Pre-
dict Forest Fire Occurrence in Fujian Province Based on Meteorological Factors. 
Journal of Forests and the Environment, 35, 370-376. 

[29] Wang, L., Zhao, Q.J., Wen, Z.M. and Qu, J.M. (2018) RAFFIA: Short-Term Forest 
Fire Danger Rating Prediction via Multiclass Logistic Regression. Sustainability, 10, 
Article 4620. https://doi.org/10.3390/su10124620 

[30] Zhang, L.J., Liu, J.C. and Tan, S.B. (2019) The Radial Basis Function Analysis of Fire 
Evacuation Model Based on RBF Neural Network. Cluster Computing, 22, 6417-6424.  
https://doi.org/10.1007/s10586-018-2159-2 

[31] Choi, M. and Chi, S. (2019) Optimal Route Selection Model for Fire Evacuations 
Based on Hazard Prediction Data. Simulation Modelling Practice and Theory, 94, 
321-333. https://doi.org/10.1016/j.simpat.2019.04.002 

[32] Liu, N., Li, X., Qi, E., Xu, M., Li, L. and Gao, B. (2020) A Novel Ensemble Learning 
Paradigm for Medical Diagnosis with Imbalanced Data. IEEE Access, 8, 171263-171280.  
https://doi.org/10.1109/ACCESS.2020.3014362 

[33] Satir, O., Berberoglu, S. and Donmez, C. (2016) Mapping Regional Forest Fire 
Probability Using Artificial Neural Network Model in a Mediterranean Forest Eco-
system. Geomatics, Natural Hazards and Risk, 7, 1645-1658. 
https://doi.org/10.1080/19475705.2015.1084541 

[34] Cortez, P. and Morais, A. (2007) A Data Mining Approach to Predict Forest Fires 
Using Meteorological Data.  

[35] Li, P. and Zhao, W. (2020) Image Fire Detection Algorithms Based on Convolution-
al Neural Networks. Case Studies in Thermal Engineering, 19, Article ID: 100625.  
https://doi.org/10.1016/j.csite.2020.100625 

[36] Al Janabi, S., Al Shourbaji, I. and Salman, M.A. (2018) Assessing the Suitability of 
Soft Computing Approaches for Forest Fires Prediction. Applied Computing and 
Informatics, 14, 214-224. https://doi.org/10.1016/j.aci.2017.09.006 

[37] Hong, S.G. and Jeong, S.R. (2018) Development and Comparison of Data Min-
ing-Based Prediction Models of Building Fire Probability. Journal of Internet 
Computing and Services, 19, 101-112. 

[38] Katoch, S., Chauhan, S.S. and Kumar, V. (2021) A Review on Genetic Algorithm: 
Past, Present, and Future. Multimedia Tools and Applications, 80, 8091-8126. 

https://doi.org/10.4236/ojsst.2022.124010
https://doi.org/10.1016/j.jii.2020.100191
https://doi.org/10.1016/j.ssci.2021.105276
https://doi.org/10.1016/j.energy.2015.03.084
https://doi.org/10.1007/978-981-15-6029-3
https://doi.org/10.1016/j.socl.2021.100014
https://doi.org/10.1038/240353a0
https://doi.org/10.3390/su10124620
https://doi.org/10.1007/s10586-018-2159-2
https://doi.org/10.1016/j.simpat.2019.04.002
https://doi.org/10.1109/ACCESS.2020.3014362
https://doi.org/10.1080/19475705.2015.1084541
https://doi.org/10.1016/j.csite.2020.100625
https://doi.org/10.1016/j.aci.2017.09.006


S. S. A. Shah et al. 
 

 

DOI: 10.4236/ojsst.2022.124010 124 Open Journal of Safety Science and Technology 
 

https://doi.org/10.1007/s11042-020-10139-6 

[39] Medved, S. (2022) Buildings Fires and Fire Safety. In: Building Physics, Springer, 
Cham, 407-451. https://doi.org/10.1007/978-3-030-74390-1_6   

[40] Bi, T.P., Wang, P.W. and Zhang, Q. (2018) Design and Implementation of Digital 
Fire Control System Based on BIM and 3DGIS. Proceedings of 2017 3rd Interna-
tional Forum on Energy, Environment Science and Materials, Atlantis Press, Feb-
ruary 2018, 1810-1813. https://doi.org/10.2991/ifeesm-17.2018.327  

[41] Saaty, T.L. (2008) Decision Making with the Analytic Hierarchy Process. Interna-
tional Journal of Services Sciences, 1, 83-98. 
https://doi.org/10.1504/IJSSCI.2008.017590 

[42] Villani, V., Pini, F., Leali, F. and Secchi, C. (2018) Survey on Human–Robot Colla-
boration in Industrial Settings: Safety, Intuitive Interfaces and Applications. Me-
chatronics, 55, 248-266. https://doi.org/10.1016/j.mechatronics.2018.02.009 

[43] Lou, W. and Qiao, L. (2011) Early Warning Model of Financial Risks and Empirical 
Study Based on Neural Network. Finance Forum, 11, 52-61.  

[44] Fang, X., Di, Z. and Jun, W. (2014) Fire Safety Management Information System 
Design for Key Social Organizations. 2014 Fifth International Conference on Intel-
ligent Systems Design and Engineering Applications, Hunan, 15-16 June 2014, 
493-496. https://doi.org/10.1109/ISDEA.2014.118 

[45] Zhang, X., Wang, J. and Zhang, K. (2017) Short-Term Electric Load Forecasting 
Based on Singular Spectrum Analysis and Support Vector Machine Optimized by 
Cuckoo Search Algorithm. Electric Power Systems Research, 146, 270-285. 
https://doi.org/10.1016/j.epsr.2017.01.035 

[46] Solangi, Y.A., Tan, Q., Mirjat, N.H. and Ali, S. (2019) Evaluating the Strategies for Sus-
tainable Energy Planning in Pakistan: An Integrated SWOT-AHP and Fuzzy-TOPSIS 
Approach. Journal of Cleaner Production, 236, Article ID: 117655. 
https://doi.org/10.1016/j.jclepro.2019.117655 

[47] Zheng, Y.J., Ling, H.F., Xue, J.Y. and Chen, S.Y. (2013) Population Classification in 
Fire Evacuation: A Multiobjective Particle Swarm Optimization Approach. IEEE 
Transactions on Evolutionary Computation, 18, 70-81. 
https://doi.org/10.1109/TEVC.2013.2281396 

[48] Li, Y., Zhang, Y., Pan, X. and Taylor, J.E. (2022) BIM-Based Determination of In-
door Navigation Sign Layout Using Hybrid Simulation and Optimization. Automa-
tion in Construction, 139, Article ID: 104243.  
https://doi.org/10.1016/j.autcon.2022.104243 

[49] Kim, Y.S. (2016) Development of Resilience Indicator Based on Big Data Analysis 
under Climate Change. Ph.D. Thesis, Inha University, Inchon (South Korea).  

[50] Pourtaghi, Z.S., Pourghasemi, H.R., Aretano, R. and Semeraro, T. (2016) Investiga-
tion of General Indicators Influencing on Forest Fire and Its Susceptibility Model-
ing Using Different Data Mining Techniques. Ecological Indicators, 64, 72-84. 
https://doi.org/10.1016/j.ecolind.2015.12.030  

 
 
 

https://doi.org/10.4236/ojsst.2022.124010
https://doi.org/10.1007/s11042-020-10139-6
https://doi.org/10.1007/978-3-030-74390-1_6
https://doi.org/10.2991/ifeesm-17.2018.327
https://doi.org/10.1504/IJSSCI.2008.017590
https://doi.org/10.1016/j.mechatronics.2018.02.009
https://doi.org/10.1109/ISDEA.2014.118
https://doi.org/10.1016/j.epsr.2017.01.035
https://doi.org/10.1016/j.jclepro.2019.117655
https://doi.org/10.1109/TEVC.2013.2281396
https://doi.org/10.1016/j.autcon.2022.104243
https://doi.org/10.1016/j.ecolind.2015.12.030

	Particle Swarm Optimization Based Fire Risk Valuation Model: Shopping-Mall
	Abstract
	Keywords
	1. Introduction
	2. Related Work
	3. Methodology 
	3.1. Variable Selection
	3.2. Data Source
	3.3. PSO-BP Model

	4. Results Analysis and Comparison
	4.1. Results
	4.2. Analysis
	4.3. Comparison 

	5. Conclusions
	Acknowledgements
	Conflicts of Interest
	References

