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Abstract 
The statistical theory of language translation is used to compare how a lite-
rary character speaks to different audiences by diversifying two important 
linguistic communication channels: the “sentences channel” and the “inter-
punctions channel”. The theory can “measure” how the author shapes a cha-
racter speaking to different audiences, by modulating deep-language parame-
ters. To show its power, we have applied the theory to the literary corpus of 
Maria Valtorta, an Italian mystic of the XX-century. The likeness index LI , 
ranging from 0 to 1, allows to “measure” how two linguistic channels are sim-
ilar, therefore implying that a character speaks to different audiences in the 
same way. A 6-dB difference between the signal-to-noise ratios of two 
channels already gives 0.5LI ≈ , a threshold below which the two channels 
depend very little on each other, therefore implying that the character ad-
dresses different audiences differently. In conclusion, multiple linguistic 
channels can describe the “fine tuning” that a literary author uses to diversify 
characters or distinguish the behavior of the same character in different situa-
tions. The theory can be applied to literary corpora written in any alphabeti-
cal language. 
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1. Linguistic Communication Channels 

Any language can communicate—across space and time—personal and intimate 
thoughts, stories and knowledge through literary (fiction), essays and scientific 
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texts. 
In recent papers [1] [2] [3], we have developed a general statistical theory on 

translation of literary texts, based on communication theory, which involves 
linguistic stochastic variables and communication channels suitable defined. For 
“translation” we mean not only the conversion of a text from one language to 
another—what is properly understood, of course, as translation—but also how 
some linguistic parameters of a text are related to those of another text in the 
same language. “Translation” therefore in the theory refers also to the case in 
which a text is compared (metaphorically “translated”) with another text, whi-
chever is the language of the two texts. 

In the literature most studies on relationships between texts concern transla-
tion because of the importance of automatic (i.e., machine) translation. Transla-
tion transfers meaning from one set of sequential symbols into another set of 
sequential symbols and was studied as a language-learning methodology or as 
part of comparative literature. Over time the interdisciplinary and specialization 
of the subject increased and theories and models have been imported from other 
disciplines [4] [5]. References [6]-[12] report results not based on mathematical 
analysis of texts, as we have done [1] [2] [3]. When a mathematical approach is 
used, as in References [13]-[25], most of these studies neither concern the as-
pects of Shannon’s communication theory [26], nor the fundamental connection 
that some linguistic variables have with reader’s reading ability and short-term 
memory capacity [1] [2] [3]. In fact, these studies are mainly concerned with 
automatic translations, not with a response of human readers. Very often they 
refer only to one linguistic variable, e.g. phrases [24]. As stated in [25], statistical 
automatic translation is a process in which the text to be translated is “decoded” 
by eliminating the noise by adjusting lexical and syntactic divergences to reveal the 
intended message. In our theory, on the contrary, what we define as “noise”—given 
by quantitative differences between source text (input) and translated text (out-
put)—must not be eliminated because it makes the translation readable and matched 
to reader’s short-term memory capacity, a connection never considered in the 
mentioned references. 

Since the 1950s, automatic approaches to text translation have been developed 
and have now reached a level at which machine translations are of practical use. 
References [10]-[44] are a small sample of the vast literature on machine transla-
tion, all characterized by the same paradigm. 

However, as machine translation is becoming very popular, its quality is also 
becoming increasingly more critical and human evaluation and intervention are 
often necessary for arriving at an acceptable text quality. Of course, human evalua-
tion can only be done by experts; therefore it is an expensive and time-consuming 
activity. To avoid this cost, it is necessary to develop mathematical algorithms 
which approximate human judgment [27]. The theory developed in [1] [2] [3] 
and the advances presented in the present paper can set some benchmarks for 
assessing translation quality. 

https://doi.org/10.4236/ojs.2022.124030


E. Matricciani 
 

 

DOI: 10.4236/ojs.2022.124030 488 Open Journal of Statistics 
 

The variables considered in the theory are: Total number of words W, sen-
tences S, interpunctions I; readability index for any alphabetical language G; 
number of words nW, sentences nS, and interpunctions nI per chapter (or any 
chosen subdivision of a literary text, large enough to provide reliable statistics, 
e.g. few hundreds of words); number of characters per word CP, words per sen-
tence PF, words per interpunctions IP (this parameter, called also “words inter-
val”, is linked to the short-term memory capacity of readers [1] [2] [3]), inter-
punctions per sentence MF (this parameter gives also the number of IP contained 
in a sentence). 

To study the chaotic data that emerge, the theory compares a text (the refer-
ence, or input text) to another text (output), with a complex communication 
channel—made of several parallel channels, two of which are considered in the 
present paper—in which both input and output are affected by “noise”, i.e. by 
different scattering of the data around an average relationship, a regression line 
in the theory. 

In [3] we have shown how much the mutual mathematical relationships of 
texts in a language are saved or lost in translating them into another language. 
To make objective comparisons, we have defined the likeness index IL, based on 
probability and communication theory of noisy digital channels. 

We have shown (e.g., see Section 4 of [3]) that two linguistic variables—e.g. nS 
and nW, or MF and nS—can be linearly linked by regression lines. This is a gener-
al feature of texts. For example, if we consider the regression line linking nS to 
nW in a reference text and that found in another text (e.g., written in the same 
language), it is possible to link nS of the first text to nS of the second text with 
another regression line without explicitly calculating its parameters (slope and 
correlation coefficient) from the samples, because the mathematical problem has 
the same structure of the theory developed in Section 11 of [2]. The theory, of 
course, does not consider the meaning of texts. 

In the present paper, we apply the theory to compare how a literary character 
speaks to different audiences by diversifying and adjusting two important com-
munication channels, namely the “sentences channel” and the “interpunctions 
channel”. In other words, we study how an author shapes a main character’s 
speaking to different audiences by modulating some of the linguistic parameters 
mentioned above. To show the possibilities and usefulness of the theory, we 
show how it can be applied to a relevant, great and voluminous literary corpus 
written by an Italian mystic of the XX-century, Maria Valtorta, whose texts (in 
Italian) have been studied with a multidisciplinary approach in the latest years 
[45] [46] [47] [48]. A similar approach can be, of course, applied to any other li-
terary corpus written in any alphabetical language. 

After this introduction, Section 2 recalls the fundamental relationships present 
in linguistic communication channels; Section 3 reports some biographical data 
on Maria Valtorta and her literary corpus; Section 4 recalls and applies a useful 
vectors plane of linguistic variables; Section 5 defines the theoretical signal-to-noise 
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ratio in literary communication channels; Section 6 discusses the experimental 
signal-to-noise ratio obtained with Monte Carlo simulations; Section 7 uses the 
likeness index and the symmetry index to compare channels; finally Section 8 
summarizes the main points of the paper and draws a conclusion. Appendices A 
and B report full data banks useful for assessing some relationships studied in 
the main text. 

2. Fundamental Relationships in Linguistic Communication 
Channels 

In this section we recall the general theory of linguistic channels. In a text, an 
independent (reference) variable x (e.g., nW) and a dependent variable y (e.g., nS) 
can be related by the regression line passing through the origin of the axes: 

y mx=                            (1) 

In Equation (1) m is the slope of the line. 
Let us consider two different texts kY  and jY , e.g. the sermons that a cha-

racter, in the literary fiction, addresses to audience k and to audience j. For these 
texts, we can write more general linear relationships, which take care of the scat-
tering of the data—measured by the correlation coefficients kr  and jr , respec-
tively, not considered in Equation (1)—around the average values (measured by 
the slopes km  and jm ): 

k k ky m x n= +                         (2a) 

j j jy m x n= +                         (2b) 

As is known, the linear model Equation (1) connects x and y only on the av-
erage (through m), while the linear model Equation (2) introduces additive 
“noise” through the stochastic variables kn  and jn , with zero mean value [1] 
[2] [3]. The noise is due to the correlation coefficient 1r ≠ , not considered in 
Equation (1). 

We can compare two texts by eliminating x, in other words, we compare the 
output variable y for the same number of the input variable x. In the example 
just mentioned, we can compare the number of sentences in two texts—for an 
equal number of words—by considering not only the average relationship Equa-
tion (1), but also the scattering of the data, measured by their correlation, Equa-
tion (2). We refer to this communication channel as the “sentences channel”. 

If the linear relationship is between the number of interpunctions per sen-
tence Fy M=  and the number of sentences Sx n= , then by eliminating nS, we 
get the linear relationship between ,F kM  of the first text with ,F jM  of the 
second text. We refer to this communication channel as the “interpunctions 
channel”. Notice that, because MF is also the number of IP (called “words inter-
val” [1]) contained in a sentence, and IP is linked to short-term memory capacity 
[1] [2] [3], this channel would describe how the short-term memory of the two 
audiences is addressed by the character with the interpunctions channel. 

By eliminating x, from Equation (2) we get the linear relationship between, 
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now, the input number of sentences (or interpunctions) in text kY  (now the 
reference, input text) and the number of sentences (or interpunctions) in text 

jY  (now the output text): 

j j
j k k j

k k

m m
y y n n

m m
= − +                      (3) 

Compared to the new reference text kY , the slope jkm  is given by: 

jk j km m m=                          (4) 

The noise source that produces the new correlation coefficient between kY  
and jY  is given by: 

j
jk k j jk k j

k

m
n n n m n n

m
= − + = − +                   (5) 

The “regression noise-to-signal ratio”, mR , due to 1jkm ≠ , of the new 
channel is given by [2]: 

( )2
1m jkR m= −                          (6) 

The unknown correlation coefficient jkr  between jy  and ky  is given by 
[49]: 

( ) ( )cos arcos arcosjk j kr r r= −                   (7) 

The “correlation noise-to-signal ratio”, rR , due to 1jkr < , of the new 
channel from text kY  to text jY  is given by [2]: 

2
2

2

1 jk
r jk

jk

r
R m

r
−

=                         (8) 

Because the two noise sources are disjoint and additive, the total noise-to-signal 
ratio of the channel connecting text kY  to text jY , for a given stochastic varia-
ble, is given by [2]: 

( )
2

2 2
2

1
1 jk

jk jk
jk

r
R m m

r
−

= − +                     (9) 

Notice that Equation (9) can be represented graphically [2]. Finally, the total 
signal-to-noise ratio is given by: 

1 RΓ =                          (10a) 

1010 logdBΓ = × Γ                      (10b) 

Of course, we expect, and it is so in the following, that no channel can yield 
1jkr =  and 1jkm = , therefore ΓdB = ∞ , a case referred to as the ideal chan-

nel, unless a text is compared with itself (self-comparison, self-channel). In prac-
tice, we always find 1jkr <  and 1jkm ≠ . The slope jkm  measures the mul-
tiplicative “bias” of the dependent variable compared to the independent varia-
ble; the correlation coefficient jkr  measures how “precise” the linear best fit is. 

In conclusion, the slope jkm  is the source of the regression noise, the corre-
lation coefficient jkr  is the source of the correlation noise of the channel. Be-
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fore proceeding with the study, in the next Section we sketch the biography of 
Maria Valtorta and introduce her literary corpus. 

3. Maria Valtorta and Her Literary Corpus 

Maria Valtorta (1897-1961) was an Italian mystic writer active in the years of 
World War II. Her literary and voluminous work—based, as she claims, on mys-
tic visions, whose assessment is of course beyond science and our investiga-
tion—contains a detailed life of Jesus Christ. A rigorous and scientific analysis of 
her literary corpus on Jesus’ life—narrated in her main work Il Vangelo come mi 
è stato rivelato (The Gospel as revealed to me, in the following EMV), published 
in 10 volumes [50]—has evidenced the presence of many data on facts and 
events allegedly occurred 2000 years ago in Palestine, well beyond her know-
ledge, culture and skills [45] [46] [47]. She reports, in real time, what she sees 
and hears during many mystical visions—as she claims—in a period lasting sev-
eral years [48]. She mentions towns, villages, buildings and palaces, Roman 
roads, mountain tracks, river Jordan, ports of the Mediterranean, lakes (Tiberias, 
ancient Meron), creeks, mountains and hills, trees and flowers, fragrances and 
perfumes, dresses, food, weather, sceneries and monuments of Palestine at Jesus’ 
times, a geographical area she never visited. 

Bedridden since 1934 because paralyzed below the waist, she writes on a small 
stand, sitting on the bed with shoulders supported by pillows in Viareggio (Tus-
cany), during World War II and the few following years. In spite of a complete 
lack of any data possibly available at her times, every time some of the data she 
reports have been checked, they are unexpectedly correct, sometimes even an-
ticipating what scholars would find years later her writings [47] [50] [51] [52]. 

She wrote in Italian 13,193 pages of 122 school notebooks [53], without mak-
ing any correction, with a set of fountain pens always filled with ink because she 
did not know when the alleged visions would come. In these notebooks there are 
not only the events now published in the EMV, but also many other mystic 
writings, as she intercalated pages describing the events on Jesus’ life with many 
pages on various topics, including dictations and monologues addressed to her 
by the alleged Jesus (text referred below as Jesus says) or by other heavenly per-
sons. In the following we drop the adjective “alleged”, although we always mean 
it throughout the paper because it is not our duty, or task, to declare or establish 
that her “visions” were real, because this is beyond the realms of science. 

In this voluminous literary corpus, the character Jesus addresses different au-
diences: friends, disciples, parables and speaks extempore sermons to people, 
sermons in Synagogues, at the Temple in Jerusalem. The character delivers two 
well organized and coherent series of sermons at a locality named Clear Water, 
Jordan River Valley, and at a locality that Maria Valtorta describes in great detail 
and looks very alike the Horns of Hattin (Galilee). Some of the content spoken at 
the Horns of Hattin is reported in the gospel according to Matthew (Mt, 5), and 
universally known as the Sermon of the Mountain, although the “Sermon” re-
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ported in the EMV lasts a week, not a single day [46]. 
Table 1 reports the average values of the linguistic parameters in the indicated 

texts attributed to Jesus, mostly extracted from the EMV, and already studied 
(except Jesus says) for their setting, topics and duration in [46]. 

We first study the averages of the linguistic variables reported in Table 1 by 
using a vector representation [1] [2] [3] [54], which gives an overall view of how 
“close” the texts are. 

4. The Vectors Plane of Linguistic Variables 

The linguistic averages of Table 1 can be used to assess how “close” texts are in a 
Cartesian plane, by using a graphical tool which effectively compares different 
literary texts seen as vectors, representation discussed in detail in [1] [2] [3], 
here briefly recalled. 

Let us consider the following six vectors of the indicated components: 
( )1 ,P FC P=R , ( )2 ,F FM P=R , ( )3 ,P FI P=R , ( )4 ,P FC M=R ,  
( )5 ,P FI M=R , ( )6 ,P PI C=R  and their resulting vector: 

1
6

kk== ∑R R                         (11) 

The choice of which parameter represents the component in the abscissa and 
ordinate Cartesian axes is not important. Once the choice is made, the numerical 
results will depend on it, but not the relative comparisons and general conclusions. 

Figure 1 shows the resulting vector (11) for the texts listed in Table 1, and 
referred to (normalized) the coordinates of Clear Water (CW, located at the ori-
gin, coordinates (0, 0)), and those of Jesus says, JS, located at (1, 1). As already 
observed [46], we can notice, very clearly, that the data concerning the sermons 

 
Table 1. Total number of words and sentences in the texts referred to the indicated au-
diences (the number in parentheses is the number of text subdivisions considered in cal-
culating averages and regression lines) and average number of: characters per word (Cp), 
words per sentence (PF), words per punctuation marks (interpunctions)—which coin-
cides with the word interval (IP) [1]—and punctuation marks per sentence (MF), which is 
also the number of word intervals contained in a sentence. 

Text Words Sentences Cp PF IP MF 

Hattin (7) 18,951 1259 4.45 15.44 6.91 2.23 

Clear Water (14) 17,082 1279 4.37 13.59 6.75 2.02 

Temple (10) 13,260 702 4.34 20.02 7.22 2.78 

Synagogues (9) 12,994 759 4.42 17.56 6.91 2.54 

Parables (46) 33,808 2289 4.46 15.71 6.63 2.36 

People (50) 67,355 4116 4.43 17.10 6.84 2.51 

Disciples (21) 39,777 2521 4.43 16.30 6.72 2.43 

Jesus says (302) 262,387 15,070 4.50 18.37 7.59 2.42 

https://doi.org/10.4236/ojs.2022.124030


E. Matricciani 
 

 

DOI: 10.4236/ojs.2022.124030 493 Open Journal of Statistics 
 

at Clear Water (delivered in 14 days) and at the Horns of Hattin (delivered in 7 
days) are displaced from the other texts. They seem to belong to a set of data 
with different linguistic statistics. This striking difference underlines the pecu-
liarity of these two coordinated and apparently planned series of sermons, com-
pared to the other extempore sermons. Notice also that Jesus says is very much 
displaced from all other texts. It seems that the character Jesus speaks quite dif-
ferently to a modern listener (i.e., Maria Valtorta) than when he speaks to people 
of his (alleged) own historical time. The clear distinction of Jesus says with the 
other texts will be further analyzed below. 

Now, if Maria Valtorta’s claim could be accepted—i.e. she had visions of Je-
sus’ public life events and received Jesus’ dictations and monologues—the dif-
ferences just underlined would not be surprising because, in this case, Jesus 
would be a real person living in his times when he speaks to people, and a con-
temporary person when he speaks to Maria Valtorta. However, because we, as 
scientists, are not allowed to accept her claim, we must therefore conclude that 
she is a very capable writer, because she distinguishes audiences, settings and 
topics in which the character Jesus acts. 

Besides the vector analysis shown in Figure 1, in the next Section we study  
 

 
Figure 1. Coordinates x and y of the resulting vector (11) of a literary work, referred 
(normalized) to the coordinates of sermons at Clear Water and the dictations addressed 
to Maria Valtorta, Jesus says, by assuming Clear Water as the origin, coordinates (0, 0), 
CW, and Jesus says located at (1, 1), JS. P: Parables; D: Disciples; PP: People; S: Synago-
gues. T: Temple; CW: Clear Water; HA: Horns of Hattin. 
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some communication channels linked to specific linguistic variables, such as 
sentences and interpunctions. 

5. Theoretical Signal-to-Noise Ratio in Literary  
Communication Channels 

In this Section we study how sentences and interpunctions build specific com-
munication channels in a literary text, and calculate their signal-to-noise ratio 
defined in Section 2. 

To apply the theory of Section 2, we need the slope m and the correlation 
coefficient r of the regression line between: (a) the number of sentences nS and 
the number of words nW to study the “sentences channel”; (b) the number of in-
terpunctions per sentence MF and the number of sentences nS to study the “in-
terpunctions channel”. 

Table 2 reports the slope m and the correlation coefficient r of the regression 
line for the indicated texts. For example, in Hattin, if 100Wn = , then in text 
blocks of 100 words there are on average 6.61Sn =  sentences and 2.1903 × 6.61 
= 14.48 interpunctions (punctuation marks). 

Figures 2-7 show, for some texts, the scatterplots and their regression lines. 
By looking at these figures, we can see at glance which texts have very similar 
regression lines. More difficult is to see whether the scattering of data is similar 
or not. 

For example, in Figure 3 the regression lines of Disciples (cyan) and People 
(magenta) coincide. In other words, a given number of words contains, on the 
average, the same number of sentences in both texts. Therefore, the character 
Jesus addresses the two audiences with sentences of about the same length, on 
the average; see also the average values of PF in Table 1, PF = 16.30 and PF = 
17.10, respectively. The correlation coefficients are very similar, r = 0.9462 and r 
= 0.9397. According to the theory of Section 2, the signal-to-noise ratio of the  

 
Table 2. Line slope m and correlation coefficient r of the regression lines between the in-
dicated variables, in the texts listed. Correlation coefficients are reported with 4 decimal 
digits because some coefficients differ only from the third digit. 

 nS versus nW MF versus nS 

 m r m r 

Hattin 0.0661 0.8860 2.1903 0.9694 

Clear Water 0.0740 0.9588 1.9822 0.9590 

Temple 0.0503 0.8703 2.5554 0.8593 

Synagogues 0.0553 0.9775 2.5328 0.9856 

Parables 0.0699 0.9387 2.1410 0.9574 

People 0.0620 0.9397 2.3380 0.9567 

Disciples 0.0623 0.9462 2.3223 0.9586 

Jesus says 0.0566 0.9268 2.3031 0.9419 
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Figure 2. Scatterplots and regression line between words (independent variable) and sen-
tences (dependent variable) in the following texts: Hattin (blue squares and blue line); Clear 
Water (red squares and red line); Synagogues (black circles and black line). 

 

 
Figure 3. Scatterplots and regression line between words (independent variable) and sen-
tences (dependent variable) in the following texts: Disciples (cyan circles and cyan line); 
People (magenta circles and magenta line); Jesus says (black dots and black line). Notice that 
the regression lines of Disciples (cyan) and People (magenta) coincide. 
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Figure 4. Scatterplots and regression line between words (independent variable) and sen-
tences (dependent variables) in the following texts: Hattin (blue squares and blue line); Pa-
rables (green circles and green line); Temple (magenta circles and magenta line). 

 

 
Figure 5. Scatterplots and regression line between sentences (independent variable) and 
punctuation marks (interpunctions, dependent variable) in the following texts: Hattin (blue 
squares and blue line); Clear Water (red squares and red line); Synagogues (black circles and 
black line). 
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Figure 6. Scatterplots and regression line between sentences (independent variable) and 
punctuation marks (interpunctions, dependent variable) in the following texts: Hattin 
(blue squares and blue line); Parables (green circles and green line); Temple (magenta 
triangles and magenta line). Notice that the regression lines of Hattin (blue) and Parables 
(green) coincide. 

 

 
Figure 7. Scatterplots and regression line between sentences (independent variable) and 
punctuation marks (dependent values) in the following texts: Disciples (cyan circles and 
cyan line); People (magenta circles and magenta line); Jesus says (black dots and black 
line). Notice that the three regression lines practically coincide. 
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sentences channel obtainable—i.e. the channel that transfers (translates) the 
number of sentences of the input text into the number of sentences of the output 
text—should be quite large, as we will show below (Table A4). 

Similar results can be found in the scatterplots of interpunctions versus sen-
tences. For example, in Figure 7 we can notice that the regressions lines of Dis-
ciples (cyan), People (magenta) and Jesus says (black) practically coincide. But 
the correlation coefficients are quite different: r = 0.9419 in Jesus says (Table 2, 
rightmost column) against r = 0.9586 in Disciples and r = 0.9567 in People. 

Regression lines, however, take care and describe only one aspect of the rela-
tionship, namely the average values—recall that average values, as those shown 
in Table 1, belong to the regression line—and do not show the other aspect of 
the relationship, namely the scattering of data, which may not be the same when 
two regression lines almost coincide. The theory of linguistic channels recalled in 
Section 2, on the contrary, by considering both slopes and correlation coeffi-
cients, provides a reliable tool for comparing two sets of data, each described by 
the linear relationship Equation (2), according, for example, to the signal-to-noise 
recalled in Section 2 or to Shannon channel capacity [2]. 

Let us calculate the theoretical signal-to-noise ratios obtained in the sentences 
and interpunctions channels according to Section 2. Table 3 (sentences channel) 
and Table 4 (interpunctions channel) report the theoretical signal-to-noise ratio 

,th dBΓ  (dB) in the channel between the (input) text indicated in the first column 
and the (output) text indicated in the first line. 

For example, in the sentences channel (Table 3), from Parables (input) to Hattin 
(output) we read , 17.38th dBΓ =  (dB)—54.7 in linear units—and , 16.48th dBΓ =  
(dB)—44.5 in linear units—in the reverse channel from Hattin (input) to Pa-
rables (output), showing asymmetry, a characteristic of linguistic communica-
tion channels [2] [3]. In the interpunctions channel (Table 4), from Parables  

 
Table 3. Sentences channel. Theoretical signal-to-noise ratio ,th dBΓ  (dB) in the channel 

between the (input) text indicated in the first column and the (output) text indicated in 
the first line. For example, if the input is Parables and the output is Clear Water 

, 20.95th dBΓ =  dB. 

Text Hattin 
Clear  
Water Temple Synagogues Parables People Disciples 

Jesus  
says 

Hattin ∞ 12.03 12.38 10.96 16.48 17.07 16.14 15.59 

Clear Water 13.74 ∞ 8.95 11.74 21.72 15.39 15.81 12.16 

Temple 9.98 4.72 ∞ 8.94 6.90 10.14 9.55 14.28 

Synagogues 8.32 9.05 10.52 ∞ 9.94 14.16 14.74 14.90 

Parables 17.38 20.95 10.33 12.52 ∞ 18.93 19.13 14.33 

People 16.07 13.69 12.67 15.74 17.89 ∞ 33.89 20.62 

Disciples 15.18 14.24 12.21 16.29 18.09 33.97 ∞ 19.62 

Jesus says 13.86 9.56 15.87 15.30 12.45 19.72 18.58 ∞ 
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Table 4. Interpunctions channel. Theoretical signal-to-noise ratio ,th dBΓ  (dB) in the 

channel between the (input) text indicated in the first column and the (output) text indi-
cated in the first line. For example, if the input is Parables and the output is Clear Water 

, 22.57th dBΓ =  dB. 

Text Hattin 
Clear  
Water Temple Synagogues Parables People Disciples 

Jesus  
says 

Hattin ∞ 19.87 8.30 14.86 26.13 21.49 22.60 19.00 

Clear Water 18.89 ∞ 7.18 10.01 21.90 14.91 15.31 15.18 

Temple 10.69 10.49 ∞ 8.38 11.56 12.36 12.13 13.85 

Synagogues 16.41 12.54 8.22 ∞ 14.58 17.11 17.24 14.77 

Parables 25.78 22.57 9.01 12.60 ∞ 20.72 21.43 20.66 

People 22.25 16.34 10.91 15.92 21.49 ∞ 40.55 26.22 

Disciples 23.27 16.69 10.56 15.99 22.14 40.47 ∞ 25.35 

Jesus says 19.78 16.64 12.24 13.30 21.50 25.97 25.20 ∞ 

 
(input) to Hattin (output) , 25.78th dBΓ =  (dB)—378.4 in linear units—and 

, 26.13th dBΓ =  (dB)—410.2 in linear units—in the reverse channel from Hattin 
(input) to Parables (output). Notice the large , 40.5th dBΓ ≈  dB (11,220 in linear 
units) in the interpunctions channels Disciples ↔ People (Table 4). 

Besides the asymmetry of the channels, these results say, for example, that the 
two texts in the channels Hattin ↔ Parables are more similar in the interpunc-
tions channel than in the sentences channel. In other words, the regression lines 
and scattering (i.e., “noise”) are more similar when the scatterplots of the inter-
punctions channels, if they were explicitly available, are compared than when the 
scatterplots of the sentences channels are compared. Therefore, the theory of 
linguistic channels can finely describe differences that, to a first approxima-
tion—as are the average values just reported and the regression line—would be 
largely lost. In conclusion, multiple linguistic channels can describe the “fine 
tuning” that a literary author can use to distinguish characters or the same cha-
racter in different situations, as Maria Valtorta does. 

However, as discussed in [3], an important issue here arises because of the 
different sample size used in calculating the regression line parameters listed in 
Table 2. In the next Section, we recall this issue and show how to deal with it. 

6. Experimental Signal-to-Noise Ratio 

Because of the different sample size used in calculating the regression parame-
ters listed in Table 2, the slope m and the correlation coefficient r of a regression 
line, being stochastic variables, are characterized by average values (those re-
ported in Table 2) and standard deviations, which depend on the sample size 
[55]. The theory would yield improved estimates of ,th dBΓ , of course, if the sam-
ple size were larger. With a small sample size, the standard deviations of m and r 
can give too large a variation in dBΓ  predicted by the theory—see the sensitivity 
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of this parameter to the slope m and the correlation coefficient r in [3]. Only Je-
sus says is based on a relatively large sample size, 302 couples in the scatterplot. 
To avoid this inaccuracy—due to the small sample size from which the regres-
sion lines are calculated, not to the theory of Section 2—in [3] we have defined, 
used and discussed a “renormalization” based on Monte Carlo simulations—whose 
results we consider as “experimental”. 

Now, we first recall the steps of the Monte Carlo simulation to be performed, 
and then we report the results concerning the sentences channel and the inter-
punctions channel. 

6.1. Monte Carlo Simulations 

For example, let us take Hattin as output text and the others as input texts, on 
turn. The steps of the Monte Carlo simulation, for example in the sentences 
channel, are the following: 

1) Generate 7 independent numbers (the number of texts—i.e. sermons—in 
Hattin) from a discrete uniform probability distribution in the range 1 to 7, with 
replacement—i.e., a sermon can be selected more than once. 

2) “Write” another possible “Hattin” with new 7 sermons, e.g. the sequence 2; 
1; 6; … hence take sermon 2, followed by sermon 1, sermon 6, etc. up to seven 
sermons. The text of a sermon can appear twice (with probability 1/72), three 
times (with probability 1/73), et cetera, and the new Hattin can contain a number 
of words greater or smaller than the original text, on the average (the differences 
are small and do not affect the statistical results). 

3) Calculate the parameters jm  and jr  of the regression line between words 
(independent variable) and sentences (dependent variable) in the new Hattin. 

4) Compare jm  and jr  of the new Hattin (output, dependent text) with 
any other text (input, independent text, km  and kr , values listed in Table 2), 
in the cross-channels so defined, including the original Hattin (self-channel). 

5) Calculate jkm , jkr  and dBΓ  of the cross-channels (linking sentences to 
sentences), according to the theory of Section 2. 

6) Consider the values of dBΓ  so obtained as “experimental” results ,dB exΓ , 
to be compared to the theoretical results of Section 5. Notice that it is not neces-
sary to generate also new Clear Water texts, et cetera, because we compare the 
experimental results to the theoretical results, therefore the input km  and kr  
must be the same, therefore those of Clear Water, et cetera. A new Clear Water, 
et cetera, is generated in the reverse channel. 

7) Repeat steps 1 to 6 many times (we did it 5000 times). 
Besides the usefulness of the simulation as a “renormalization” tool, shown in 

[3], the new sermons obtained in step (2) might have been “pronounced” by Je-
sus in the same occasion, because they maintain the statistical relationships be-
tween the linguistic variables of the original sermon. 

In conclusion, the Monte Carlo simulation should take care of the inaccuracy 
in estimating slope and correlation coefficient due to a small sample size. 
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6.2. Sentences Channel 

For the sentences channel, Table 5 shows the results for Hattin. Appendix A re-
ports the results for all other texts. 

The results in Table 5 clearly show the impact of jkm  and jkr  on ,dB exΓ . For 
example, although 0.9796jkr =  in Temple → Hattin is very close to 0.9778jkr =  
in Jesus says → Hattin, the average ,dB exΓ  are quite different namely , 8.25dB exΓ =  
dB (i.e., 6.7 in linear units) in Temple → Hattin and , 12.18dB exΓ =  dB (16.5 in 
linear units) in Jesus says → Hattin, being the difference mainly due to the dif-
ferent slopes: 1.317jkm =  in Temple → Hattin (i.e., 100 sentences in Temple 
are “translated” into 131.7 sentences in Hattin for the same number of words) 
and 1.172jkm =  in Jesus says → Hattin. Similar observations can be done when 
slopes are very close but correlation coefficients are not. 

Figure 8 and Figure 9 show the scatterplots between ,dB exΓ  and ,dB thΓ  for 
all texts. From them we can notice that ,dB exΓ  and ,dB thΓ  agree quite well up to 
about 20 - 25 dB, beyond which saturation occurs, a trend also shown in [3]. In 
other words, we can be confident in the reliability of ,dB thΓ  up to about 20 - 25 
dB. For larger values, ,dB thΓ  can also be reliable, but in this case, a deeper statis-
tical assessment would be necessary with regard to the sample size of input and 
output texts. 

Figure 8 and Figure 9 also show channels that coincide. For example, in Fig-
ure 8, lower panel, rightmost figure, the channels Hattin → Parables, People → 
Parables, Disciples → Parables coincide. In this Figure, we can also notice that 
the channel with the largest , ,dB ex dB thΓ ≈ Γ  is Clear Water → Parables. In other 
words, for sentences Clear Water is the text closest to Parables, therefore stating 
that the character Jesus is addressing the two audiences similarly. This result is  

 
Table 5. Sentences channel. Theoretical ,dB thΓ  and experimental (Monte Carlo) ,dB exΓ  

in the indicated cross-channels, obtained by assuming Hattin as output text. The standard 
deviations are shown in parentheses. Hattin ,dB exΓ  refers to its self-channel. The average 

values and standard deviations of jkm  and jkr  refer to the estimated regression lines 

between the number of sentences in Hattin (output, dependent variable) and the number 
of sentences in the indicated texts (input, independent variable). We report 4 decimal di-
gits in correlation coefficients because some values differ only from the third digit. 

Text ,dB thΓ
 ,dB exΓ

 jkm
 jkr

 
Hattin (self channel) ∞ 18.28 (6.99) 1.004 (0.066) 0.9816 (0.0443) 

Clear Water 13.74 13.69 (5.25) 0.897 (0.060) 0.9658 (0.0541) 

Temple 9.98 8.25 (2.68) 1.317 (0.086) 0.9796 (0.0380) 

Parables 17.38 16.46 (6.38) 0.949 (0.062) 0.9754 (0.0459) 

Disciples 15.18 15.34 (7.43) 1.063 (0.070) 0.9721 (0.0497) 

Synagogues 8.32 8.52 (4.50) 1.199 (0.079) 0.9480 (0.0696) 

People 16.06 15.66 (7.52) 1.070 (0.071) 0.9744 (0.0465) 

Jesus says 13.86 12.18 (4.54) 1.172 (0.077) 0.9778 (0.0424) 
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Figure 8. Sentences channels. The title refers to the input text. Scatterplots between the 
average ,dB exΓ  (Monte Carlo) and ,dB thΓ . Hattin (blue square); Clear Water (red square); 

Temple (black triangle); Parables (green circle); Disciples (cyan circle); Synagogues (red 
circle); People (magenta circle); Jesus says (black triangle). 

 
due to the combination of slope and correlation coefficient. 

The higher ,dB exΓ , the more similar the texts, as for example in Figure 9 
People and Disciples (upper panel, leftmost figure, lower panel, leftmost figure). 

In Section 7, we objectively compare channels and texts according to the like-
ness index IL, defined in [3]. 

6.3. Interpunctions Channel 

Table 6 shows the results for Hattin and the interpunctions channel. Figure 10 
and Figure 11 show the scatterplots between ,dB exΓ  and ,dB thΓ  for all texts 
(Appendix B reports the tables for the other texts.). We can notice, for example, 
that Hattin (Figure 10, upper panel, left) and Clear Water (Figure 10, upper 
panel, right) are the texts closest to Parables (green circles). 

As in the sentences channel, also in the interpunctions channel ,dB exΓ  and 
Γ𝑑𝑑𝑑𝑑 ,𝑡𝑡ℎ  agree quite well up to about 20 - 25 dB, beyond which saturation occurs, as 
is clearly shown in Figure 11, upper (Disciples) and lower (People) panels, left. 

Notice that in general both ,dB exΓ  and ,dB thΓ  tend to be larger than those in 
sentences channel. Because this channel is connected with the words interval IP, 
and therefore with the short-term memory capacity [1] [2], this result may high-
light the fact that most audiences are addressed by distributing the interpunctions  
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Figure 9. Sentences channels. The title refers to the input text. Scatterplots between the 
average ,dB exΓ  (Monte Carlo) and ,dB thΓ . Hattin (blue square); Clear Water (red square); 

Temple (black triangle); Parables (green circle); Disciples (cyan circle); Synagogues (red 
circle); People (magenta circle); Jesus says (black triangle). 

 
Table 6. Interpunctions channel. Theoretical ,dB thΓ  and experimental (Monte Carlo) 

,dB exΓ  in the indicated cross-channels, obtained by assuming Hattin as output text. The 

standard deviations are shown in parentheses. Hattin ,dB exΓ  refers to its self-channel. 

The average values and standard deviations of jkm  and jkr  refer to the estimated re-

gression lines between the number of sentences in Hattin (output, dependent variable) 
and the number of sentences in the indicated texts (input, independent variable). We re-
port 4 decimal digits in correlation coefficients because some values differ only from the 
third digit. 

Text ,dB thΓ
 ,dB exΓ

 jkm
 jkr

 

Hattin (self channel) ∞ 24.19 (7.39) 1.002 (0.039) 0.9948 (0.0148) 

Clear Water 18.89 16.52 (3.52) 1.108 (0.043) 0.9929 (0.0110) 

Temple 10.69 10.15 (2.20) 0.856 (0.033) 0.9464 (0.0381) 

Parables 25.78 21.24 (6.52) 1.026 (0.040) 0.9926 (0.0147) 

Disciples 23.27 20.12 (4.96) 0.947 (0.037) 0.9928 (0.0127) 

Synagogues 16.41 16.17 (2.48) 0.867 (0.033) 0.9935 (0.0177) 

People 22.25 19.53 (4.52) 0.939 (0.037) 0.9926 (0.0139) 

Jesus says 19.78 18.14 (4.80) 0.954 (0.036) 0.9885 (0.0142) 
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Figure 10. Interpunctions channels. The title refers to the input text. Scatterplots between 
the average ,dB exΓ  (Monte Carlo) and ,dB thΓ . Hattin (blue square); Clear Water (red 

square); Temple (black triangle); Parables (green circle); Disciples (cyan circle); Synago-
gues (red circle); People (magenta circle); Jesus says (black triangle). 

 

 
Figure 11. Interpunctions channels. The title refers to the input text. Scatterplots between 
the average ,dB exΓ  (Monte Carlo) and ,dB thΓ . Hattin (blue square); Clear Water (red 

square); Temple (black triangle); Parables (green circle); Disciples (cyan circle); Synago-
gues (red circle); People (magenta circle); Jesus says (black triangle). 
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within a sentence in a similar way, except for Temple ( 7.22pI = ) and Jesus says 
( 7.59pI = ), see Table 1. 

In Section 7, we objectively compare channels and texts according to the like-
ness index IL, defined in [3]. 

7. Likeness Index and Symmetry Index 

The likeness index IL is based on probability theory and allows to “measure” how 
a linguistic communication channel is similar to another channel. In other 
words, the likeness index measures how much a text can be “mistaken”, mathe-
matically, with another text, e.g., Hattin with Clear Water, by studying self- and 
cross-channels and their signal-to-noise ratios ,ΓdB ex , whose probability density 
functions are modelled as Gaussian, with average value and standard deviation 
reported in Table 5, Table 6. The probability problem is binary because a deci-
sion must be taken between two alternatives and its theory is fully developed in 
[3]. 

The likeness index is bounded in the range 0 1LI≤ ≤ ; 0LI =  means totally 
independent texts, 1LI =  means totally dependent texts. 

Although IL depends on both average value and standard deviation of ,dB exΓ , 
a first assessment can be seen in Figure 12, which shows IL versus the difference  

 

 
Figure 12. Scatterplot of the likeness index IL versus the difference between ,dB exΓ  of the 

self-channel (large value) and ,dB exΓ  of the cross-channel (smaller value) in the sen-

tences channels (blue circles) and interpunctions channels (red circles), for all texts. 
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between ,dB exΓ  of the self-channel (usually the largest value) and ,dB exΓ  in a 
cross-channel (smaller value). Clearly, as the difference between the two ,dB exΓ  
increases, IL rapidly decreases. The scattering of the values in Figure 12 is due to 
different standard deviations. A 6-dB difference (i.e., in linear units ,dB exΓ  of 
the self-channel is 4 times larger than ,dB exΓ  of a cross-channel) gives already 

0.5LI ≈ , which we can assume as a threshold below which two texts depend 
very little on each other. We report next the full results concerning the sentences 
channels and the interpunctions channel. 

7.1. Sentences Channel 

Table 7 reports IL between the indicated texts in the sentences channels. For 
example, in the channel Parables → Hattin 0.886LI = , while in the reverse 
channel Hattin → Parable 0.384LI = , with a large asymmetry. The largest value 
is in the practically symmetrical channel People ↔ Disciples with 0.990LI =  
and 0.968LI = . 

Let us discuss in more detail the results. Let us consider, for example, the 
channels to Hattin (column Hattin of Table 7). We see that Hattin is very simi-
lar to Parables ( 0.886LI = ), People ( 0.854LI = ), Disciples ( 0.837LI = ) and 
enough similar to Clear Water ( 0.690LI = ). This means that in every new Hat-
tin simulated in step 2 of the Monte Carlo algorithm of Section 6.1, the regres-
sion line between sentences and words is very similar to that of the input text 
Parables, People, Disciples or Clear Water, so that the theory of Section 2 pro-
duces, in the end, these large values of IL. In other words, particularly Parables, 
People and Disciples are, with a large confidence measured by IL, “contained” in 
Hattin. Notice that the reverse situation is not true because of the large asymme-
try: Parables ( 0.384LI = ), People ( 0.584LI = ) and Disciples ( 0.354LI = ), 
Clear Water ( 0.181LI = ). 

 
Table 7. Likeness index IL between the indicated texts, sentences channel. The text in the 
first line indicates the output text, the text in the first column indicates the input text. For 
example, in the channel Parables → Hattin 0.886LI = , while in the channel Hattin → 
Parable 0.384LI = . 

Text Hattin 
Clear  
Water Temple Synagogues Parables People Disciples 

Jesus  
says 

Hattin 1 0.181 0.437 0.203 0.384 0.584 0.354 0.005 

Clear Water 0.690 1 0.255 0.143 0.734 0.310 0.283 0.001 

Temple 0.260 0.011 1 0.105 0.011 0.179 0.045 0.006 

Synagogues 0.381 0.064 0.360 1 0.017 0.346 0.331 0.007 

Parables 0.886 0.589 0.351 0.206 1 0.491 0.522 0.003 

People 0.854 0.157 0.632 0.454 0.279 1 0.968 0.090 

Disciples 0.837 0.176 0.617 0.464 0.265 0.990 1 0.062 

Jesus says 0.571 0.050 0.753 0.437 0.071 0.592 0.442 1 
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Other interesting observations can be done: 
1) People contains Disciples and vice versa. The two sets are, practically, the 

same set of data, can be fused together. 
2) Clear Water barely contains Parables but not vice versa. Clear Water does 

not contain any other text. 
3) Jesus says contains Temple but not vice versa. The “modern” Jesus includes 

the “ancient” Jesus but not vice versa. The ancient Jesus (column Jesus says) 
does not speak as the “modern” Jesus does. 

4) Hattin “contains”, as already mentioned, all extempore sermons/speeches 
delivered to audiences made of unpredictable listeners (Parables, People and 
Disciples), but it does not contain Temple and Synagogues. In other words, in 
these institutional sites Jesus seems to speak differently than at the Horns of 
Hattin where he presents his Manifesto [46]. Because Clear Water came before 
Hattin (see the alleged chronology in [46]), there seems to be a significant 
change in the oratory and statistical characteristics of the sermons delivered in 
the two occasions, the last one (Hattin) being the model followed later by the 
character Jesus in other occasions. 

7.2. Symmetry Index 

As mentioned above, asymmetry is typical of most linguistic channels. There-
fore, it is useful to define a new parameter, the symmetry index IS, linked to the 
likeness index by the relationship: 

, ,

, ,

1 L jk L kj
S

L jk L kj

I I
I

I I

−
= −

+
                      (12) 

In Equation (12) ,L jkI  refers to the channel k j→  (e.g. 0.886 in Parables 
→ Hattin), ,L kjI  refers to the reverse channel j k→  (e.g., 0.384 in Hattin → 
Parable). 

It can be shown that the symmetry index defined in Equation (12) is bounded 
in the range 0 1SI≤ ≤  [56]; 0sI =  means no symmetry, 1SI =  means total 
symmetry. 

Table 8 shows this index for all texts. As anticipated, the most symmetrical 
channel is People ↔ Disciples. The least one is Jesus says ↔ Clear Water, there-
fore confirming that the modern character Jesus speaks differently than the al-
leged ancient Jesus. 

7.3. Interpunctions Channel 

Table 9 reports the likeness index IL between the indicated texts in the inter-
punctions channels. We can notice that the largest IL is found in the channel 
People ↔ Disciples, 0.997LI =  and 0.993LI = , therefore confirming that 
People contains Disciples and vice versa, also in this linguistic channel. In other 
words, as already observed, the character Jesus does not distinguish the two au-
diences. 
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Table 8. Symmetry index IS between the indicated texts, sentences channel. For example, 
in the channel Parables → Hattin 0.605SI = . The most symmetrical channel is the chan-
nel Disciples ↔ People, 0.989SI = . The most asymmetrical channels are Jesus say ↔ 
Hattin and Jesus say ↔ Temple 0.017SI = . 

Text Hattin Clear  
Water 

Temple Synagogues Parables People Disciples Jesus  
says 

Hattin 1 0.415 0.746 0.694 0.605 0.813 0.595 0.017 

Clear Water 0.415 1 0.083 0.621 0.890 0.673 0.767 0.024 

Temple 0.746 0.083 1 0.450 0.061 0.441 0.135 0.017 

Synagogues 0.694 0.621 0.450 1 0.152 0.866 0.833 0.030 

Parables 0.605 0.890 0.061 0.152 1 0.725 0.673 0.071 

People 0.813 0.673 0.441 0.866 0.725 1 0.989 0.263 

Disciples 0.595 0.767 0.135 0.833 0.673 0.989 1 0.244 

Jesus says 0.017 0.024 0.017 0.030 0.071 0.263 0.244 1 

 
Table 9. Likeness index IL between the indicated texts, interpunctions channel. The text 
in the first line indicates the output text, the text in the first column indicates the input 
text. For example, in the channel Parables → Hattin 0.825LI = , while in the channel 
Hattin →Parables 0.780LI = . 

Text Hattin 
Clear  
Water 

Temple Synagogues Parables People Disciples 
Jesus  
says 

Hattin 1 0.539 0.365 0.288 0.780 0.659 0.773 0.078 

Clear Water 0.435 1 0.276 0.109 0.427 0.204 0.222 0.008 

Temple 0.119 0.060 1 0.137 0.009 0.293 0.136 0.003 

Synagogues 0.346 0.131 0.254 1 0.038 0.451 0.448 0.004 

Parables 0.825 0.605 0.436 0.187 1 0.520 0.624 0.128 

People 0.651 0.250 0.434 0.383 0.383 1 0.993 0.453 

Disciples 0.705 0.272 0.423 0.372 0.451 0.997 1 0.421 

Jesus says 0.591 0.249 0.546 0.267 0.388 0.870 0.842 1 

 
In general, the likeness index of the interpunctions channels is lower than that 

in the sentences channel. Other observations are: 
1) Hattin contains, with decreasing values, Parables ( 0.825LI = ), Disciples 

( 0.705LI = ) and People ( 0.651LI = ), but not vice versa. 
2) Jesus says contains People ( 0.870LI = ) and Disciples ( 0.842LI = ), but not 

vice versa. 
Because the interpunctions channel concerns the number of words interval Ip 

contained in the same number of sentences, the sermons delivered to different 
audiences have significantly different lengths of sentences, as we can notice in 
the average values of PF reported in Table 1. The “fine tuning” due to the lin-
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guistic channel describes more clearly the impact of this parameter. 
Finally, Table 10 shows the symmetry index Is Equation (12) for all texts. 

Again, the most symmetrical channel is People ↔ Disciples; the least one is Jesus 
says, therefore confirming that the modern character Jesus speaks differently 
than the ancient Jesus. 

8. Conclusions 

We have applied the theory developed in [1] [2] [3] and recalled in Section 2, 
based on regression lines, to compare how a literary character speaks to different 
audiences by diversifying and adjusting two important linguistic communication 
channels, namely the “sentences channel” and the “interpunctions channel”. The 
theory can “measure”, how an author shapes a character speaking to different 
audiences by modulating mainly deep-language parameters. 

To show the power of the theory, we have applied it to the great literary cor-
pus written by an Italian mystic of the XX-century, Maria Valtorta. In this volu-
minous literary corpus, the character Jesus addresses different audiences: friends, 
disciples, people and delivers extempore or planned sermons to people. 

Because the estimate of slope and the correlation coefficient of a regression 
line, on which the theory is based, depend on sample size, we have used a “re-
normalization” based on Monte Carlo simulations [3], and considered its results 
concerning the signal-to-noise ratio of channels as “experimental”. 

The likeness index IL, ranging between 0 and 1, defined in [3], based on prob-
ability theory, allows to “measure” how a linguistic communication channel is 
similar to another channel, i.e. it measures how much a text can be “mistaken”, 
mathematically, with another text by studying self- and cross-channels and their 
signal-to-noise ratios. 

 
Table 10. Symmetry index IS between the indicated texts, interpunctions channel. For 
example, in the channel Parables ↔ Hattin 0.972LI = . The most symmetrical channel is 
the channel Disciple ↔ People, 0.998SI = . The most asymmetrical channel is Jesus say 
↔ Temple, 0.011SI = . 

Text Hattin 
Clear  
Water Temple Synagogues Parables People Disciples 

Jesus  
says 

Hattin 1 0.893 0.490 0.909 0.972 0.995 0.954 0.234 

Clear Water 0.893 1 0.356 0.907 0.828 0.898 0.898 0.065 

Temple 0.490 0.356 1 0.701 0.039 0.807 0.485 0.011 

Synagogues 0.909 0.907 0.701 1 0.336 0.912 0.907 0.030 

Parables 0.972 0.828 0.039 0.336 1 0.848 0.838 0.496 

People 0.995 0.898 0.807 0.912 0.848 1 0.998 0.685 

Disciples 0.954 0.898 0.485 0.907 0.838 0.998 1 0.667 

Jesus says 0.234 0.065 0.011 0.030 0.496 0.685 0.667 1 
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Although IL depends on both average value and standard deviation of the ex-
perimental signal-to-noise ratio ,dB exΓ , a first assessment is given by the differ-
ence between ,dB exΓ  of the self-channel (usually the largest value) and ,dB exΓ  
in a cross-channel (smaller value). As this difference increases, IL rapidly de-
creases. A 6-dB difference gives already 0.5LI ≈ , which can be assumed as a 
threshold below which two texts depend very little on each other. 

As discussed in [2] [3], asymmetry is typical of most linguistic channels. The 
symmetry index IS defined in the paper, ranges between 0 and 1. In very few 
channels, 1SI ≈ , therefore indicates that the character Jesus addresses the two 
audiences as if they were indistinguishable. In most channels 1SI � , therefore 
indicates Jesus addresses the two audiences quite differently. 

In conclusion, multiple linguistic channels can describe the “fine tuning” that 
a literary author can use to distinguish characters or the same character in dif-
ferent situations, as Maria Valtorta did. Of course, a similar approach can be 
used to study any literary corpus written in an alphabetical language. 
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Appendix A 

In this Appendix we report the full data bank of the experimental (Monte Carlo) 
average and standard deviation of ,dB exΓ  in the indicated cross-channels, ob-
tained after 5000 simulations in the sentences channels. The standard deviations 
are shown in parentheses. The average values and standard deviations of jkm  
and jkr  refer to the calculated regression lines between the number of sen-
tences in the indicated output text (dependent variable, column 1) and the 
number of sentences in the indicated input text in the Table caption. Correlation 
coefficients are reported with 4 decimal digits because some values differ only 
from the third digit (Tables A1-A7). 

 
Table A1. Sentences channel. Experimental (Monte Carlo) average and standard devia-
tion of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation coeffi-

cient jkr  of the texts indicated in column 1 (input) obtained by assuming Clear Water as 

output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm
 jkr

 

Hattin 12.06 (2.54) 1.122 (0.034) 0.9783 (0.0155) 

Clear Water (self channel) 24.24 (7.19) 1.003 (0.031) 0.9945 (0.0127) 

Temple 4.60 (0.94) 1.122 (0.034) 0.9783 (0.0155) 

Parables 18.92 (4.07) 1.060 (0.033) 0.9937 (0.0086) 

Disciples 13.19 (1.85) 1.190 (0.037) 0.9946 (0.0091) 

Synagogues 8.58 (1.78) 1.341 (0.042) 0.9911 (0.0174) 

People 12.75 (1.77) 1.197 (0.037) 0.9938 (0.0099) 

Jesus says 9.09 (1.16) 1.310 (0.040) 0.9912 (0.0108) 

 
Table A2. Sentences channel. Experimental (Monte Carlo) average and standard devia-
tion of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation coeffi-

cient jkr  of the texts indicated in column 1 (input) obtained by assuming Temple as 

output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm
 jkr

 

Hattin 12.41 (2.86) 0.776 (0.086) 0.9917 (0.0154) 

Clear Water 9.50 (2.30) 0.695 (0.077) 0.9745 (0.0263) 

Temple (self channel) 18.92 (6.82) 1.019 (0.114) 0.9908 (0.0169) 

Parables 10.93 (2.73) 0.735 (0.082) 0.9849 (0.0193) 

Disciples 13.36 (4.92) 0.822 (0.091) 0.9820 (0.0217) 

Synagogues 11.15 (2.71) 0.928 (0.104) 0.9593 (0.0329) 

People 13.70 (4.82) 0.829 (0.092) 0.9840 (0.0209) 

Jesus says 15.82 (4.76) 0.905 (0.099) 0.9881 (0.0175) 
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Table A3. Sentences channel. Experimental (Monte Carlo) average and standard devia-
tion of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation coeffi-

cient jkr  of the texts indicated in column 1 (input) obtained by assuming Parables as 

output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm
 jkr

 
Hattin 17.20 (4.70) 1.056 (0.041) 0.9900 (0.0071) 

Clear Water 22.53 (5.93) 0.944 (0.036) 0.9964 (0.0051) 

Temple 7.00 (1.61) 1.387 (0.054) 0.9853 (0.0087) 

Parables (self channel) 26.67 (6.35) 0.998 (0.039) 0.9984 (0.0025) 

Disciples 17.51 (2.53) 1.120 (0.043) 0.9982 (0.0030) 

Synagogues 9.86 (1.05) 1.262 (0.049) 0.9888 (0.0088) 

People 17.44 (2.77) 1.126 (0.043) 0.9985 (0.0025) 

Jesus says 12.41 (1.93) 1.233 (0.048) 0.9979 (0.0026) 
 

Table A4. Sentences channel. Experimental (Monte Carlo) average and standard devia-
tion of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation coeffi-

cient jkr  of the texts indicated in column 1 (input) obtained by assuming Disciples as 

output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm
 jkr

 
Hattin 15.84 (3.50) 0.946 (0.045) 0.9846 (0.0107) 

Clear Water 15.77 (2.54) 0.844 (0.041) 0.9967 (0.0089) 

Temple 9.19 (1.77) 1.243 (0.059) 0.9789 (0.0122) 

Parables 18.59 (3.65) 0.894 (0.043) 0.9968 (0.0065) 

Disciples (self channel) 24.37 (6.09) 1.003 (0.048) 0.9970 (0.0082) 

Synagogues 15.04 (3.79) 1.130 (0.054) 0.9911 (0.0131) 

People 23.89 (5.98) 1.008 (0.047) 0.9969 (0.0077) 

Jesus says 17.26 (3.66) 1.105 (0.053) 0.9953 (0.0068) 

 
Table A5. Sentences channel. Experimental (Monte Carlo) average and standard devia-
tion of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation coeffi-

cient jkr  of the texts indicated in column 1 (input) obtained by assuming Synagogues as 

output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm  jkr
 

Hattin 11.24 (2.86) 0.848 (0.042) 0.9588 (0.0310) 

Clear Water 11.50 (1.62) 0.756 (0.038) 0.9888 (0.0324) 

Temple 8.67 (2.14) 1.113 (0.056) 0.9490 (0.0342) 

Parables 12.40 (2.29) 0.802 (0.040) 0.9824 (0.0403) 

Disciples 16.03 (4.24) 0.900 (0.046) 0.9853 (0.0357) 

Synagogues (self channel) 24.28 (8.16) 1.013 (0.050) 0.9905 (0.0424) 

People 15.71 (4.31) 0.904 (0.047) 0.9835 (0.0346) 

Jesus says 15.03 (4.56) 0.990 (0.050) 0.9773 (0.0403) 
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Table A6. Sentences channel. Experimental (Monte Carlo) average and standard devia-
tion of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation coeffi-

cient jkr  of the texts indicated in column 1 (input) obtained by assuming People as 

output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm
 jkr

 

Hattin 17.13 (4.06) 0.934 (0.033) 0.9882 (0.0112) 

Clear Water 14.44 (2.25) 0.835 (0.030) 0.9906 (0.0137) 

Temple 10.54 (2.65) 1.228 (0.045) 0.9844 (0.0141) 

Parables 17.07 (2.75) 0.884 (0.032) 0.9940 (0.0084) 

Disciples 22.38 (7.01) 0.991 (0.036) 0.9931 (0.0100) 

Synagogues 13.31 (3.55) 1.117 (0.040) 0.9811 (0.0210) 

People (self channel) 22.43 (6.67) 0.996 (0.036) 0.9940 (0.0083) 

Jesus says 17.49 (3.84) 1.091 (0.040) 0.9940 (0.0071) 

 
Table A7. Sentences channel. Experimental (Monte Carlo) average and standard devia-
tion of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation coeffi-

cient jkr  of the texts indicated in column 1 (input) obtained by assuming Jesus says as 

output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm
 jkr

 

Hattin 15.56 (0.76) 0.857 (0.016) 0.9950 (0.0023) 

Clear Water 12.16 (0.56) 0.765 (0.014) 0.9950 (0.0023) 

Temple 14.31 (1.34) 1.126 (0.021) 0.9913 (0.0031) 

Parables 14.36 (0.72) 0.811 (0.029) 0.9992 (0.0010) 

Disciples 19.69 (1.73) 0.909 (0.033) 0.9982 (0.0015) 

Synagogues 14.93 (1.17) 1.025 (0.019) 0.9849 (0.0043) 

People 20.66 (1.91) 0.914 (0.017) 0.9991 (0.0011) 

Jesus says (self channel) 33.07 (5.74) 1.000 (0.019) 0.9950 (0.0023) 

Appendix B 

In this Appendix we report the full data bank of the experimental (Monte Carlo) 
average and standard deviation of ,dB exΓ  in the indicated cross-channels, ob-
tained after 5000 simulations in the sentences channels. The standard deviations 
are shown in parentheses. The average values and standard deviations of jkm  
and jkr  refer to the calculated regression lines between the number of sen-
tences in the indicated output text (dependent variable, column 1) and the 
number of sentences in the indicated input text in the Table caption. Correlation 
coefficients are reported with 4 decimal digits because some values differ only 
from the third digit (Tables B1-B7). 
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Table B1. Interpunctions channel. Experimental (Monte Carlo) average and standard 
deviation of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation 

coefficient jkr  of the texts indicated in column 1 (input) obtained by assuming Clear 
Water as output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm
 jkr

 
Hattin 18.62 (3.61) 0.903 (0.030) 0.9937 (0.0153) 

Clear Water (self channel) 24.29 (6.95) 0.998 (0.032) 0.9950 (0.0117) 

Temple 10.34 (1.10) 0.774 (0.025) 0.9668 (0.0201) 

Parables 19.74 (3.65) 0.923 (0.030) 0.9947 (0.0122) 

Disciples 15.79 (1.95) 0.852 (0.028) 0.9952 (0.0099) 

Synagogues 12.22 (1.74) 0.781 (0.025) 0.9866 (0.0232) 

People 15.42 (1.87) 0.846 (0.027) 0.9948 (0.0109) 

Jesus says 15.66 (1.72) 0.859 (0.028) 0.9941 (0.0105) 
 

Table B2. Interpunctions channel. Experimental (Monte Carlo) average and standard 
deviation of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation 

coefficient jkr  of the texts indicated in column 1 (input) obtained by assuming Temple 
as output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm
 jkr

 
Hattin 9.33 (4.37) 1.174 (0.123) 0.9620 (0.0304) 

Clear Water 7.83 (3.92) 1.302 (0.137) 0.9703 (0.0272) 

Temple (self channel) 19.15 (6.80) 1.010 (0.106) 0.9905 (0.0173) 

Parables 10.00 (5.14) 1.204 (0.127) 0.9703 (0.0272) 

Disciples 11.15 (3.83) 1.114 (0.117) 0.9710 (0.0259) 

Synagogues 8.97 (2.78) 1.020 (0.105) 0.9395 (0.0410) 

People 11.41 (3.78) 1.108 (0.118) 0.9723 (0.0264) 

Jesus says 12.59 (4.62) 1.124 (0.119) 0.9802 (0.0210) 
 

Table B3. Interpunctions channel. Experimental (Monte Carlo) average and standard 
deviation of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation 

coefficient jkr  of the texts indicated in column 1 (input) obtained by assuming Parables 
as output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm
 jkr

 
Hattin 25.55 (5.22) 0.979 (0.031) 0.9983 (0.0023) 

Clear Water 21.33 (3.74) 0.999 (0.001) 1.0825 (0.0348) 

Temple 11.54 (1.05) 0.840 (0.026) 0.9692 (0.0095) 

Parables (self channel) 28.56 (5.68) 1.002 (0.032) 0.9992 (0.0013) 

Disciples 21.99 (3.48) 0.924 (0.030) 0.9992 (0.0014) 

Synagogues 14.66 (1.33) 0.848 (0.027) 0.9920 (0.0053) 

People 21.34 (3.09) 0.999 (0.001) 0.9176 (0.0291) 

Jesus says 21.23 (3.25) 0.998 (0.002) 0.9319 (0.0295) 
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Table B4. Interpunctions channel. Experimental (Monte Carlo) average and standard 
deviation of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation 

coefficient jkr  of the texts indicated in column 1 (input) obtained by assuming Disciples 
as output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm
 jkr

 
Hattin 21.24 (5.39) 1.063 (0.041) 0.9963 (0.0084) 

Clear Water 14.60 (2.52) 1.174 (0.045) 0.9970 (0.0070) 

Temple 12.11 (2.56) 0.910 (0.035) 0.9653 (0.0175) 

Parables 19.62 (4.40) 1.087 (0.042) 0.9969 (0.0073) 

Disciples (self channel) 24.47 (6.03) 1.001 (0.039) 0.9970 (0.0070) 

Synagogues 17.48 (3.67) 0.919 (0.035) 0.9903 (0.0140) 

People 24.37 (6.01) 0.997 (0.006) 0.9952 (0.0379) 

Jesus says 22.11 (5.85) 0.995 (0.006) 1.0100 (0.0392) 
 

Table B5. Interpunctions channel. Experimental (Monte Carlo) average and standard 
deviation of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation 

coefficient jkr  of the texts indicated in column 1 (input) obtained by assuming Synago-
gues as output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm
 jkr

 
Hattin 14.18 (3.32) 1.150 (0.032) 0.9893 (0.0497) 

Clear Water 9.67 (2.22) 1.271 (0.036) 0.9856 (0.0471) 

Temple 8.83 (3.36) 0.931 (0.030) 0.9864 (0.0272) 

Parables 12.22 (2.60) 1.177 (0.033) 0.9859 (0.0368) 

Disciples 15.55 (3.87) 1.086 (0.030) 0.9863 (0.0401) 

Synagogues (self channel) 25.62 (8.44) 0.995 (0.027) 0.9917 (0.0493) 

People 15.58 (4.05) 1.078 (0.030) 0.9853 (0.0397) 

Jesus says 13.26 (3.50) 1.095 (0.030) 0.9790 (0.0352) 
 

Table B6. Interpunctions channel. Experimental (Monte Carlo) average and standard 
deviation of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation 

coefficient jkr  of the texts indicated in column 1 (input) obtained by assuming People as 

output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm
 jkr

 
Hattin 19.19 (4.89) 1.070 (0.031) 0.9933 (0.0104) 

Clear Water 13.73 (2.04) 1.182 (0.034) 0.9933 (0.0104) 

Temple 13.47 (3.61) 0.917 (0.026) 0.9719 (0.0180) 

Parables 18.08 (3.57) 1.095 (0.032) 0.9953 (0.0072) 

Disciples 24.00 (7.02) 1.009 (0.029) 0.9955 (0.0067) 

Synagogues 16.47 (3.97) 0.926 (0.026) 0.9849 (0.0170) 

People (self channel) 24.03 (6.90) 1.003 (0.029) 0.9954 (0.0072) 

Jesus says 22.33 (5.64) 1.018 (0.030) 0.9956 (0.0049) 
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Table B7. Interpunctions channel. Experimental (Monte Carlo) average and standard 
deviation of ,dB exΓ  (dB), average and standard deviation of slope jkm  and correlation 

coefficient jkr  of the texts indicated in column 1 (input) obtained by assuming Jesus 
says as output text. The standard deviations are shown in parentheses. 

Text ,dB exΓ  (dB) jkm
 jkr

 

Hattin 19.33 (2.33) 1.052 (0.020) 0.9955 (0.0022) 

Clear Water 15.21 (1.30) 1.162 (0.022) 0.9983 (0.0013) 

Temple 13.81 (0.93) 0.902 (0.017) 0.9806 (0.0046) 

Parables 20.85 (2.56) 1.076 (0.021) 0.9986 (0.0012) 

Disciples 25.59 (3.81) 0.992 (0.019) 0.9984 (0.0013) 

Synagogues 14.82 (0.87) 0.910 (0.017) 0.9852 (0.0041) 

People 26.25 (3.68) 0.985 (0.019) 0.9987 (0.0012) 

Jesus says (self channel) 32.99 (5.67) 1.000 (0.019) 0.9997 (0.0004) 
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