
Open Journal of Philosophy, 2021, 11, 43-58 

https://www.scirp.org/journal/ojpp 

ISSN Online: 2163-9442 

ISSN Print: 2163-9434 

 

DOI: 10.4236/ojpp.2021.111004  Feb. 1, 2021 43 Open Journal of Philosophy 

 

 
 
 

Enhancing Artificial Intelligence with 
Indigenous Wisdom 

Deborah H. Williams1,2, Gerhard P. Shipley3 

1Department of Environmental Science, Johnson County Community College, Overland Park, Kansas, USA 
2Department of Anthropology, University of Kansas, Lawrence, Kansas, USA 
3Unaffiliated, Lawrence, Kansas, USA 

 
 

 

Abstract 

The current “narrow” or “weak” form of artificial intelligence is, by itself, fun-
damentally a data analysis tool that does nothing more or less than its pro-
gramming instructs it to do. It has no values or goals of its own, it simply fol-
lows the values and pursues the goals provided to it by its programmers. Artifi-
cial wisdom has the potential to make artificial intelligence a better tool and 
eventually perhaps more than a tool, but at least for now artificial wisdom must 
also be programmed and therefore similarly reflects only the wisdom of its 
programmers. Artificial intelligence, with its reductionistic ontology of data 
and its contrived epistemology of algorithms, is the quintessential product of 
the Western scientific worldview, and the development and application of arti-
ficial intelligence and discussions of artificial wisdom still largely reflect that 
one, narrow worldview. Artificial wisdom would greatly benefit from incorpo-
rating elements of non-Western worldviews, particularly the metaphysically in-
clusive Indigenous worldview. For example, the Navajo concept of hozho in-
volves the normative values and goals of harmony, balance, interrelatedness, 
and connectedness. Hozho and other Indigenous concepts are potentially para-
digm-shifting additions to artificial wisdom and could greatly enhance the use-
fulness of and overall benefit from applications of artificial intelligence. 
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1. Introduction 

“Knowledge without wisdom is a load of books on the back of an ass” (Japanese 

proverb). 

Artificial intelligence (AI) in one form or another may soon be ubiquitous in 

both developed and developing societies. As a category, AI encompasses a variety 

of technologies which model human learning and decision-making behaviors. As 

yet, none of these technologies exhibit even animal-like consciousness and all are 
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far from transcending their programming to achieve the emergent properties of the 

beings they attempt to model. The current “narrow” or “weak” AI is, by itself, 

fundamentally a data analysis tool (i.e., a means to an end) that does nothing more 

or less than its programming instructs it to do. It has no values or goals of its own, 

it simply follows the values and pursues the goals provided to it by its program-

mers. We have only begun to consider artificial wisdom (AW) as an essential 

complement with the potential to make AI a better tool and eventually perhaps 

more than a tool (i.e., an end in itself). At least for now, however, AW must also 

be programmed and therefore similarly reflects only the wisdom of its program-

mers. 

Value judgments about the potential positive and negative effects of AI, both 

generally and with regard to specific applications, necessarily reflect the perspec-

tives of particular worldviews. Worldviews are defined by ontological, epistemo-

logical, and analytical positions (Shipley & Williams 2019), and therefore shape 

how we engage in our lived experiences, including informing our concepts of, re-

lations between, and rights and obligations toward “self” and “other.” As a con-

cept and in its actual implementations, AI reflects the particular values and ideals 

of the Western scientific worldview, and as such arguably is more properly re-

ferred to as “artificial Western ethno-intelligence.” AI has no normative ability of 

its own, it does not feel joy, guilt, or remorse and is wholly unable to care about 

the overall consequences of its actions or the individual persons affected by those 

actions. If AI operation is guided by any normative values at all, they are the val-

ues of programmers trained and working within the paradigm of the Western sci-

entific worldview, and are based on a reductionistic ontology of data and a con-

trived epistemology of algorithms concerned with maximizing the efficiency with 

which tasks are accomplished and not the morality of the tasks themselves. Even 

then, AI can only follow normative rules that can be expressed and evaluated in 

quantitative terms.  

Notions of wisdom are also products of worldviews, and even less work has 

been done to examine AW from the perspective of alternative worldviews, such as 

the metaphysically inclusive Indigenous worldview. While AI itself cannot be 

made to account for non-quantitatively expressible metaphysical considerations, 

its existence and function can be evaluated from and guided by a metaphysically 

inclusive perspective. In this paper, we examine current conceptions of AI and 

AW, and we explore the possibility of incorporating wisdom from the Indigenous 

metaphysically inclusive worldview into AW, such as the Navajo concept of 

hozho. 

2. Intelligence and Artificial Intelligence 

“The world is one big data problem” (McLaughlin, 2012). 

As with many of our most basic concepts, there is no one accepted definition of 

“intelligence.” Definitions range from, for example, colloquialisms (e.g., learning, 

good sense) that add little and beg for their own definitions, to mathematical for-

mulations so far removed from common understanding as to be effectively irrele-
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vant. “Most psychologists define intelligence as a very general capability that, 

among other things, involves the ability to reason, plan, solve problems, think ab-

stractly, understand complex ideas, learn quickly, and learn from experience” 

(Wang & Zheng, 2012: p. 64; see also Grieg & Zimbardo, 2003). For this paper, 

we operationally define “intelligence” as the general ability to understand relevant 

information and apply that understanding to achieve a goal. We include the re-

quirement for application in acknowledgement of the concern of behaviorists that 

unobservable mental phenomenon, such as understanding, can only be confirmed 

when manifested through observable behavior.  

In its broadest sense, “artificial intelligence” can be defined as intelligence dis-

played by artificially constructed machines, in contrast to “natural intelligence” 

which is displayed by naturally occurring organisms. Computer science generally 

defines AI as “intelligent agents” which are devices that sense their environments 

and act to maximize the likelihood of achieving their goals (Poole et al., 1998; 

Russell & Norvig, 2003; Legg & Hutter, 2007). A more elaborate definition char-

acterizes AI as “a system’s ability to correctly interpret external data, to learn from 

such data, and to use those learnings to achieve specific goals and tasks through 

flexible adaptation” (Kaplan & Haenlein, 2019: p. 15). According to Russell, 

Dewey, and Tegmark (2015: p. 105-106), in the context of modern AI research, 

“the criterion for intelligence is related to statistical and economic notions of ra-

tionality – colloquially, the ability to make good decisions, plans, or inferences,” 

with the goal being to produce “economically valuable technologies.” They argued 

that given that the societal impact of AI is certain to increase, and given that the 

focus has been on “techniques that are neutral with respect to purpose,” the focus 

should shift to “maximizing the societal benefit of AI” (Russell et al., 2015: p. 

106). To that end, research priorities should include optimizing economic impact, 

addressing legal and ethical issues (e.g., legal liability for autonomous vehicles, 

the use of autonomous weapons, and impacts on privacy), and ensuring robust AI 

that does what we want it to do (Russell et al., 2015). 

The large majority of such discussions implicitly assume a Western approach to 

normative concerns about what it means to maximize social benefit and whether 

and how AI ought to be used to do so. Perhaps this is to be expected given the as-

sumption that AI is to be a mere tool for achieving the goals we set for it, i.e., for 

doing what we want it to do. For example, if we decide that strip-mining or 

clear-cutting an area is desirable and set AI to the task of efficiently accomplishing 

that goal, we do not want the AI itself to apply an alternative approach and per-

haps decide that the goal itself is unwise and refuse to perform. By focusing solely 

on accomplishing the task at hand and treating AI as a mere tool for accomplish-

ing that task, the wisdom of the task can be blissfully ignored as a matter for phi-

losophers and politicians or, in practical reality, corporate managers. After all, 

“[t]he computer science community who advocate AI seem to have little under-

standing of political theory [and] political economics outside the tired and outdat-

ed neoliberal paradigm” (Irwin & White, 2019). 

Currently, AI is limited to and excels at applications of mere intelligence as we 
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have defined it. Davis postulated that AI will eventually be able to program com-

puters better than humans do, and continually improve itself until it eventually 

creates artificial superintelligence (ASI) (Davis, 2019). “ASI will master the world 

of fact,” [h]uman beings will be forced to cede the realms of description and pre-

diction,” and “[a]ll human participation in science will become a hobby” (Davis, 

2019: p. 52). However, while it may become the master of descriptive facts, it 

likely will never make any progress in understanding normative values because it 

operates from a third-person, scientific perspective, and likely is incapable of ever 

developing a first person perspective (i.e., consciousness) necessary for making 

value judgments (Davis, 2019). Moral claims may be statements of preference, but 

disembodied preference does not exist – someone must have the preference (Da-

vis, 2019). Even if moral claims are truth claims, they are subjective truth claims 

and so require subjectivity, i.e., first-person perspective, and the phenomena asso-

ciated with the first-person perspective include consciousness, free will, and the 

unified self (Davis, 2019). “[T]he scientific worldview cannot offer an account of 

these phenomena capable of explaining and guiding first-person decision-making. 

Science and first-person decision-making, it seems, may be somewhat incompati-

ble” (Davis, 2019: p. 54). In the context of law, for example, “even legal positiv-

ists generally acknowledge that moral judgments are often necessary in applying 

the law” (Davis, 2019: p. 55, emphasis in original). Further, to make legitimate 

and wise moral judgments one must be subject to the same judgments, but moral 

judgment applies only to conscious actors capable of moral agency (Davis, 2019). 

So although there is concern that AI may one day become sufficiently intelli-

gent to subjugate its creators, AI may likely never develop a sense of self and 

therefore never exhibit the full range of human cognition, including imagination, 

aesthetics, values, humor, and wisdom (Braga & Logan, 2017). Thus, while AI is 

increasingly useful, “many aspects of the human experience that are associated 

uniquely with our species Homo sapiens (“wise humans”) do not have analogues in 

the world of machine intelligence,” and so the notion that humans will one day be 

fully surpassed by computers may be science fiction fantasy (Braga & Logan, 

2017). Nevertheless, “[AI] is a very useful tool for elites, whether governments or 

corporations … it is another powerful weapon in the history of late capitalism and it 

is often being used in the service of exploitative extraction rather than the good of 

the ecosystem and communities” (Irwin & White, 2019).  

The remainder of this paper focuses on the importance of programmed AW 

both as an essential component of AI for evaluating the goals set for it and for 

choosing the most broadly acceptable “right way” of accomplishing those goals. 

Perhaps there will come a day when AI achieves personhood and gains the 

knowledge of good and evil for itself, and while we believe it is important that 

such an artificial person have a broadly based foundation of wisdom, that is not 

our current concern because an artificial person, like us natural persons, must ul-

timately make the journey toward wisdom and enlightenment on its own. 

3. Wisdom and Artificial Wisdom 
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“We are drowning in information, while starving for wisdom” (Wilson, 1998: p. 

294). 

As with intelligence, there is also no one accepted definition for “wisdom,” 

though we prefer “the right use of knowledge” because it evokes a broader norma-

tive goal-questioning aspect than mere goal-fulfilling intelligence. Developed and 

developing societies increasingly emphasize productivity and utility, which “has 

turned knowledge into nothing more than productive information” (Miguel, 2002: 

p. 239). The real project ought to be to produce information, which is used to pro-

duce knowledge, which is used to produce wisdom (Miguel, 2002). “[Intelligence] 

is about how to do something, what steps need to be taken in order to solve a spe-

cific problem … Wisdom … is about whether doing something or not makes 

sense” (Sevilla, 2013: p. 204). Kim and Mejia (2019) asserted that intelligence is 

concerned with finding the appropriate means, while wisdom is concerned with 

finding the right ends. Wang and Zheng (2012) defined wisdom as combining in-

telligence and morality both in gaining knowledge and in acting on gained 

knowledge. Baltes and Smith (2008: p. 56) noted that “[w]isdom is associated 

with good judgment and actions that contribute to living well.” For this paper, we 

operationally characterize “wisdom” as the ability to determine whether a goal is 

ethical and which path to achieving a goal is ethically preferable.  

Some have tried to quantify wisdom but it is a largely qualitative concept and 

requires answers and behaviors with depth that heavily depend on context and 

emotion (Sevilla, 2013: p. 204). As Weidenbener (2019: p. 21) noted, “wisdom 

seems to involve those aspects of human life where values, ethics, and deci-

sion-making goes beyond preprogrammed choices.” Wisdom is not a matter of 

memorized replies to expected questions, “[a] wise statement alone is not an indi-

cation of wisdom” (Ardelt, 2004: p. 262), which seems to rule out symbolic ap-

proaches to artificial wisdom (Sevilla, 2013, but still arguing for a role for sym-

bolism). Even if replies happen to be wise, they are not expressions of wisdom by 

the AI but rather expressions of the wisdom of the programmer. Sevilla (2013) 

argued that wisdom cannot be reduced to an algorithm for an expert system in-

volving identifying and ordering rules of wisdom, relating them to actual scenari-

os, and monitoring these rules with metarules. Instead, wisdom is a characteristic 

of individuals and is deeply related to personal perspective. The acknowledged 

wise persons of history did not simply learn and apply the rules of their time better 

than others, but rather brought new insight and new approaches to situations and 

circumstances. According to Sternberg (2004: p. 287), “wisdom is the application 

of intelligence, creativity, and knowledge to the common good by balancing in-

trapersonal (one’s own), interpersonal (others’), and extrapersonal (institutional or 

other larger) interests over the long and short terms, through the mediation of val-

ues.” 

Relatedly, Wu and Wu (2019: p. 5) characterized “big wisdom” as “[seeking] to 

synergize human intelligence and artificial intelligence for organizational activi-

ties in large environments where organizational/business intelligence and big data 
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also play significant roles.” Big wisdom involves human-machine synergism in an 

organizational context, in which human intelligence, AI, and organization-

al/business intelligence are integrated with big data in large environments and “big 

knowledge” is applied according to individual user’s requirements while learning 

from user interactions (Wu & Wu 2019). We interpret this concept of “big wis-

dom” as the employment of organizationally-specific knowledge to enhance the 

application of AI in achieving user-specific requirements within large organiza-

tions. Thus, in contrast to our goal of broad-based wisdom, big wisdom is narrow-

er and more contextually specific and may not even fully reflect the notion of 

wisdom of a single worldview let alone multiple worldviews. 

4. Wisdom and Worldview 

“By three methods we may learn wisdom: First, by reflection, which is noblest; 

Second, by imitation, which is easiest; and third by experience, which is the bit-

terest.” (Attributed to Confucius) 

The well-known “is-ought” problem is reflected in the claim that there are no 

valid arguments from non-normative premises to a normative conclusion (Singer, 

2015). In AI terms, while descriptive data is necessary to inform decisions, no 

amount of descriptive data, by itself, can determine what ought to be done. “[AI] 

appears to operate purely in the realm of the scientific world,” and “morality is not 

directly discernable from the scientific perspective” (Davis, 2019: p. 53, 68, ac-

knowledging that science can study the expressed opinions and observable con-

duct of moral agents, but cannot directly study the underlying ethics). Relatedly, 

data sets can be biased because data is a product of sociohistory (Weidenbener, 

2019), so training an algorithm on a data set may only identify how the world has 

been and not how the world ought to be (Bell, 2017). Thus, even if normative 

judgments could be extracted from descriptive data, the former would only be as 

good as the latter, with no element of wisdom to correct for flawed data. It might 

be tempting for programmers who are aware of this to manipulate data sets in 

order to achieve equity (Weidenbener, 2019), but if the strength of AI is in finding 

patterns in data and we manipulate the data, then the overall effect may be impos-

sible to predict. 

AI programming is done by people, predominately men, operating within the 

Western scientific worldview, and their biases and notions of ethics and wisdom 

come through in their programming (Weidenbener, 2019). “Knowledge is about 

using information to achieve one’s objectives and wisdom is the ability to choose 

objectives consistent with one’s values,” and at least for now, “[t]he values of a 

computer are those of its programmers” (Braga & Logan, 2017). Kim and Mejia 

(2019) identified two types of engineers: Those who think ethics is irrelevant to 

their work because they are not responsible for how their creations are used, and 

those who think that because they are very knowledgeable about engineering they 

are also very knowledgeable about ethics and able to make ethics decisions for 

everyone regarding their creations (Kim & Mejia, 2019). The hypothetical “So-
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cratic engineer” would both accept that ethics is relevant to their work and admit 

that they have much to learn about ethics (Kim & Mejia, 2019).  

“Value alignment” seeks to ensure that AI incorporates values that are im-

portant to us. Kim and Mejia (2019) argued in favor of going beyond the conven-

tional approach in which the principle of “do no harm” is a secondary constraint 

on design, and instead emphasizing that human well-being and human flourishing 

should be the primary goal of technology. Kim, Donaldson, and Hooker (2018) 

identified three types of value alignment: “Mimetic” which involves studying, de-

termining, and imitating value-relevant human behavior; “anchored” which in-

volves receiving and following normative rules regarding intrinsic values; and 

“hybrid” which involves some combination of the two. A problem with mimetic 

value alignment is that humans may be wrong about what ethics requires, and 

even when they are right they may choose to behave unethically, and so it is gen-

erally undesirable for AI to simply mimic human value-relevant behavior (Kim et 

al., 2018). A problem with anchored value alignment, which Kim, Donaldson, and 

Hooker (2018) only touch upon and suggest can be handled through a mimetic 

correction component, is that useful normative rules are not acultural. For exam-

ple, “maximize happiness” is likely universal but not useful as it provides no 

guidance regarding the nature of happiness or how it is to be maximized. More 

specific normative rules, such as generalizability, respect for autonomy, and utili-

ty-maximization, are more useful but reflect a specific cultural concept of happi-

ness. Given that “‘wisdom is fundamentally a cultural and collective product in 

which individuals participate’” (Baltes & Staudinger, 2000: p. 127), attempts to 

program AW will, without conscious effort to be more inclusive, introduce only 

the notions of ethics and wisdom which are peculiar to the Western worldview. 

Wisdom is exalted in all cultures as a desired trait representing the ideal inte-

gration of knowledge and action, mind and virtue (Baltes & Smith, 2008). Ac-

cording to Baltes and Smith, “[t]he substantial foundations for contemporary re-

flection about the nature and function of wisdom were laid by the ancient Greek 

philosophers” (Baltes & Smith, 2008), but this fails to consider the perspectives 

and contributions of the many non-Western civilizations that came before and af-

ter the Greeks. Nevertheless, Baltes’ “Berlin Paradigm combines a broad defini-

tion of wisdom as excellence in mind and virtue with a specific characterization of 

wisdom as an expert knowledge system dealing with the conduct and understand-

ing of life,” i.e., the “fundamental pragmatics of life” (Baltes & Smith, 2008: p. 

58). Of particular relevance to AI, intelligence is not the most powerful predictor 

of wisdom (Baltes & Smith, 2008). More predictive are a combination of psycho-

social characteristics and life history factors, including openness to experience, 

generativity, cognitive style, contact with excellent mentors, and some exposure to 

structured and critical life experiences (Baltes & Smith, 2008). Further, people 

with more wisdom-related knowledge value the welfare of others more than their 

own happiness and are highly engaged in ensuring the well-being and interests of 

others (Baltes & Smith, 2008). Again, however, it is not at all clear that this notion 

of wisdom is acultural or universal rather than the culturally-based opinions of 
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those Baltes and his team have studied.  

“Different cultures usually have diverse views on the notion of wisdom. While 

they share common views among them, each has its own unique insights” (Wang 

& Zheng, 2012: p. 66). For example, Wang and Zheng (2012) compared and con-

trasted Western and Chinese notions of wisdom. The Chinese regard wisdom as 

the ability to understand human nature, and “[according to Mencius], a person will 

be regarded as wise, if he/she is good at understanding human nature and employ-

ing this knowledge for the well-being of the general public” (Wang & Zheng, 

2012: p. 66). In the Chinese tradition, the “wisdom of zuoren” (i.e., wisdom on 

how to become a virtuous person), is emphasized more than the “wisdom of zuo-

shì” (i.e., wisdom on how to do things practically) (Wang & Zheng, 2012). Thus, 

moral wisdom is emphasized over natural wisdom in Chinese culture (Wang & 

Zheng, 2012). While the Western tradition acknowledges both types of wisdom, it 

focuses more on the wisdom of zuoshi (Wang & Zheng, 2012). “Emphasizing dif-

ferent elements of wisdom, Chinese and Western traditions should complement 

each other. Moral virtue should be given equal weight with intelligence. In this 

way, the appropriate account of wisdom can be guaranteed, and the insights from 

different traditions will be well preserved” (Wang & Zheng, 2012: p. 66).  

For another example, Ali (2011) discussed the role of Divine Islamic values in 

applications of AI, particularly with regard to the importance of representing Is-

lamic values such as piety, obedience, and Halal and Haram in any AI which may 

make decisions for Islamic societies. “Secular and liberal values, if we consider 

them as values, do not serve the interests of Muslim communities … If [AIs] are to 

make important decisions, they should be wise” (Ali, 2011: p. 75, 76). 

5. The Indigenous Worldview and the Wisdom of Hozho 

“Western civilization, unfortunately, does not link knowledge and morality but ra-

ther, it connects knowledge and power and makes them equivalent” (Vine Deloria 

Jr., Oglala Lakota). 

Indigenous peoples are stakeholders in Western scientific endeavors (Williams 

& Shipley, 2020) including the development and application of AI, both generally 

as citizens of an increasingly AI-permeated world and specifically as the actual 

subjects of AI endeavors. For example, Walker and Hamilton (2018) described 

using machine-learning AI applied to remote sensing data to identify uncontacted 

tribes in Amazonia, and reported finding three previously unknown villages using 

their technique. Akanbi and Masinde (2018) reported using expert-system AI as 

part of an early warning system for forecasting droughts based on rules derived 

from local Indigenous knowledge obtained from Indigenous experts. Marshall 

(2019) discussed an AI tool using Indigenous knowledge to better address com-

plex environmental management problems and care for significant species and 

habitats, including with regard to managing invasive grass which is reducing hab-

itat for native species. “The use of AI will support accelerated access to solutions 

that draw on [Indigenous peoples’] invaluable knowledge and expertise to ensure 
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we build resilient and valuable environments. There is simply no substitute to that 

history, data, and understanding of environment over so many millennia” (Mar-

shall, 2019). Thus, an important issue for AI is that its developers and program-

mers, while they may appropriate Indigenous knowledge and otherwise reduce In-

digenous peoples to data, still incorporate “the same values that have fostered 

genocide against Indigenous people worldwide and brought us all to the brink of 

environmental collapse” (Lewis et al., 2018). If AI has the potential to become a 

new class of extremely powerful beings, then it must incorporate broad-based AW 

or else it will make the same mistakes as its creators but with greater efficiency, 

worse consequences, and less accountability (Lewis et al., 2018).  

“The AI systems we develop certainly have our worldviews embedded in them. 

Integrating Indigenous perspectives would allow us to build a different kind of 

AI” (Kesserwan, 2018). For example, Bourgeois-Doyle (2019) proposed a 

“Two-Eyed AI” concept for guiding the development and application of AI based 

on the Two-Eyed Seeing principle of seeing through one eye with the best of the 

Indigenous way of knowing and through the other eye with the best of Western 

science. Maitra (2020) discussed the value of Indigenous perspectives in address-

ing concerns about potential negative impacts of powerful AI on human 

civilization, and proposed incorporating Indigenous relational ethics into AI pro-

gramming in order to instill a more human-friendly foundation and thereby miti-

gate or avoid these negative impacts. As discussed, value alignment attempts to 

ensure that AI is encoded with human values in its infancy, and Indigenous ontol-

ogies, especially relational dynamics, should be considered as an extension of 

value alignment (Maitra, 2020). For example, as long as humans maintain a 

scheme in which they are superior beings using AI as means to their own ends 

there is a risk that AI may invert this hierarchy, so to empower and protect humans 

from AI, we should include AI in our “circle of relationships” and thereby create a 

reciprocal relationship between AI and humans (Maitra, 2020, citing Liu & 

Zawieska, 2017). 

Indigenous ontologies acknowledge kinship networks that extend to animals 

and plants, wind and rocks, mountains and oceans, and “[a]s we manufacture more 

machines with increasing levels of sentient-like behavior, we must consider how 

such entities fit within the kin-network” (Lewis et al., 2018). To that end, Kesser-

wan (2018) asked whether AI, such as the well-known intelligent agent Siri, would 

be considered an animate or an inanimate object by the Innu people of Canada. One 

respondent suggested that AI might be considered animate if it interacts with hu-

mans, while another suggested that it might be considered inanimate because ani-

mate nouns are limited to beings with souls (e.g., trees and rocks) (Kesserwan, 

2018). Of course, the latter position requires a deeper examination of whether AI 

could be considered a living being with a soul, and “[b]elieving that AI has a spirit 

does not necessarily mean anthropomorphizing it, since being alive and having a 

soul does not necessarily equate to being human in Indigenous cultures” 

(Kesserwan, 2018, quoting Taylor, 2016). From the perspective of some Indigenous 
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peoples, the question of whether AI is human is irrelevant “since Indigenous systems 

generally do not contain a hierarchy that privileges human life above all other life” 

(Kesserwan, 2018). So “[t]he fact that a lifeform is not human doesn’t mean that 

they are not also my brother, sister, mother, father, grandmother, or grandfather” 

(Kesserwan, 2018, quoting Ambelin Kwaymullina). 

The Indigenous worldview of the Dine (Navajo) people recognizes and honors 

their reciprocal responsibilities to the universe that sustains them (Haskie, 2002, 

citing Griffin-Pierce, 1992). “[H]armony and balance is the American Indian be-

lief in interrelatedness and connectedness with all other animates and inanimates 

in the world, but it also recognizes the need for individual wellness—of the inter-

dependence of physical, emotional, psychological, and spiritual well-being” 

(Haskie, 2002: p. 25, quoting Cleary & Peacock, 1998: p. 25). “In traditional Nav-

ajo thinking, spirituality, health, harmony, and beauty are inseparable. All the 

good things in life—health, prosperity, happiness, and peace—are a result of liv-

ing from a spiritual perspective that acknowledges all parts of the universe as alive 

and interdependent” (Haskie, 2002: p. 26, quoting Griffin-Pierce, 1992: p. 29). 

This worldview is reflected in the concept of hozho, “a form of cultural well-

ness wisdom” (Kahn-John & Koithan, 2015: p. 24) which has been characterized 

as the central idea in Navajo philosophy (Haskie, 2002, citing Kluckhohn, 1968). 

Hozho is both a way of living and a state of being, and encompasses “everything 

that a Navajo thinks as good—that is good as opposed to evil, favorable to man as 

opposed to unfavorable or doubtful” (Kahn-John & Koithan, 2015: p. 25, quoting 

Wyman & Haile, 1970). Hozho has been variously characterized as involving 

“harmony and good relations” (Pinto, 2000: p. 276; Haskie, 2002: p. ii); becom-

ing/being beautiful, peaceful, harmonious, nice (Haskie, 2002, citing Young & 

Morgan, 1987); “a state of much good, leading to a peaceful, beautiful, and har-

monious life” (Benally, 1994: p. 23); a state of happiness and beauty in which one 

lives in balance (Haskie, 2002, citing Griffin-Pierce, 1992); and a “positive or ide-

al environment [of] beauty, harmony, good, happiness, and everything that is posi-

tive [and] all-inclusive” (Haskie, 2002: pp. 27-28, citing Witherspoon, 1974). “At 

the same time, hozho is a highly complex concept, and it cannot be explained in 

one simple definition … [I]ndividuals can spend their entire lifetime trying to 

achieve that state of hozho” (Haskie, 2002: pp. 27-28). 

Honoring relationships is fundamental, and to live in hozho requires a con-

stant awareness of the relationships and interconnectedness between the indi-

vidual and the environment (“others,” e.g., family, community, tribe, spirits, peo-

ple of the world, all living creatures, nature, and the universe) (Kahn-John & Koi-

than, 2015). “Hozho teaches that respectful thought, speech, and behavior should 

be nurtured and relationships in life, including those with the whole of creation 

in the universe, should be supportive and positive” (Kahn-John & Koithan, 

2015: p. 25). Hozho is a process, path, or journey by which an individual strives 

“to achieve that delicate balance, one that is pursued with the person ever mindful 

about the existence of forces, both positive and negative. ‘The all-inclusive nature 
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of the universe means that all forces are integrated, good and evil, natural and su-

pernatural, male and female, into a state of balance and harmony’” (Haskie, 2002: 

p. 28, 29, quoting Griffin-Pierce, 1992: p. 35). Hozho includes principles that 

guide thoughts, actions, behaviors, and speech (Kahn-John & Koithan, 2015; 

Wyman & Haile, 1970). People who consistently model hozho have been charac-

terized as humble; intelligent; patient; respectful and thoughtful; soft spoken; good 

and attentive listeners; disciplined and hardworking; generous; supportive, caring, 

and empathetic; positive in thought, speech, and behaviors; spiritual; loyal and re-

liable; honest; creative and artistic; peaceful and harmonious; perceptive, under-

standing, and wise; confident; calm; deliberate in actions; gentle yet firm; and 

self-controlled (Kahn-John & Koithan, 2015, citing Mitchell, 1978, and Holiday & 

McPherson, 2005). Dine elders are the ideal role models for hozho, having both 

received its ancient teachings and having had a lifetime of experience in working 

toward attaining it (Kahn-John & Koithan, 2015, citing Mitchell, 1978, and Holi-

day & McPherson, 2005).  

Many Indigenous peoples have concepts similar to hozho which recognize how 

humans are an equal and integral part of local ecologies rather than being related 

merely as subject and object (Irwin & White, 2019). For example, in Lakota rela-

tional ontology there is the concept of mitakuye oyasin (“everything is related”) 

and there arises a “‘sense of responsibility [or kinship] toward every individual 

dealt with,’ including humans and non-humans” (Maitra, 2020: p. 324, citing 

Hughes, 1996 and quoting Deloria, 1998). Maori philosophy also includes a tax-

onomy of relationships defined as a genealogy of connection, or whakapapa, in 

which humans are one species embedded in a network of familial relations with 

ecological place (Irwin & White, 2019). Brown discussed the “Iwi Algorithm” 

which seeks to embed Maori cultural values in AI decision-making and thereby 

learn from the past to inform the technology that will define the future (Brown, 

2019). 

6. Example Applications 

The issue of AW is particularly salient with regard to “big data” resulting from the 

proliferation of electronic records and smart devices which have made large 

amounts of data increasingly easier and cheaper to collect, process, and analyze 

(Car et al., 2019). “Data must be transformed before it can be useful,” and imple-

mentation science is the study of methods for promoting the systematic uptake of 

research findings and other evidence-based practices into routine practice (Car et 

al., 2019: p. 143). A commonly used framework employs the data, information, 

knowledge, and wisdom (DIKW) hierarchy (Car et al., 2019, citing Zeleny, 1987 

and Ackoff, 1989). 

For example, in the context of healthcare, Powell (2019) distinguished “da-

ta-facing” applications for AI involving data processing and “user-facing” appli-

cations involving interaction with patients. With regard to the latter, Powell (2019: 

p. 1, 2) argued that “many medical decisions require value judgements and the 
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doctor-patient relationship requires empathy and understanding to arrive at a 

shared decision … Arguably, medicine requires wisdom more than intelligence, 

artificial or otherwise … and we are a long way away from a science of artificial 

wisdom.” Similarly, Car et al. (2019: p. 143) noted in their discussion of the diffi-

culty of applying big data to healthcare, that “[d]espite the apparent enthusiasm of 

researchers, funders, and the media, evidence is scarce for successful implementa-

tion of products, algorithms, and services arising that make a real difference to 

clinical care … [O]nly a tiny fraction of research ever translates into routine clini-

cal care”. However, this may be a result of a narrow Western approach to the 

problem. As Kahn-John and Koithan (2015: p. 26) noted, “Hozho aligns with the 

meta-theoretical beliefs, values, and principles of integrative nursing,” so incor-

porating hozho into AW could enhance the usefulness of and overall benefit from 

applications of AI to healthcare. 

Similarly, in the context of law, Pocker (2018: p. 4) noted that “[j]udgment and 

discretion are the key strengths of our justice system, and both require the human 

attributes of compassion, wisdom, experience, and intuition,” and predicted that 

artificial judgment, artificial wisdom, and artificial justice would never be devel-

oped. Doing justice is not a matter of having enough data, and the most historical-

ly influential decisions could not have been outputted by an algorithm (Pocker, 

2018). “Every time we have surrendered some portion of the adjudicatory process 

to formulas or technology, the byproducts have been expensive, exclusionary or 

controversial” (Pocker, 2018: p. 5). In the Navajo legal philosophy and justice 

system of beehaz’aannii (“the source of a healthy and happy life”), which teaches 

that everyone and everything is connected, a naat’aanii (“peacemaker”) attempts 

to resolve conflicts between community members in a way that restores harmony 

between the parties and heals everyone involved (Yazzie, 1994). The ultimate goal 

of this process is hozho nahasdlii (“now that we have done these things we are 

again in good relations”) (Yazzie, 1996). Thus, incorporating hozho into AW 

could also enhance the usefulness of and overall benefit from applications of AI to 

law. 

7. Conclusion 

The current narrow or weak form of AI is, by itself, a data analysis tool that does 

nothing more or less than its programming instructs it to do. AI excels at sensing 

its environment and acting to maximize the likelihood of achieving its goals. 

However, it has no values or goals of its own, it simply follows the values and 

pursues the goals provided to it by its programmers. AW has the potential to make 

AI at least a better tool and perhaps, eventually, more than a tool, but at least for 

now, AW must also be programmed and therefore similarly reflects only the wis-

dom of its programmers. Unlike intelligence, wisdom has a normative aspect, par-

ticularly with regard to whether and how a goal ought to be pursued, and no 

amount of descriptive data, by itself, can determine what ought to be done. It is 

not enough to recognize that AI must provide social benefit, align with our values, 

https://doi.org/ 10.4236/ojpp.2021.111004


D. H. Williams, G. P. Shipley 
 

 

DOI: 10.4236/ojpp.2021.111004 55 Open Journal of Philosophy 

 

and, more generally, perform wisely without understanding that what constitutes 

social benefit, values, and wisdom is not universal but rather varies for different 

worldviews.  

Without a conscious effort to incorporate the wisdom of other cultures, AW will 

continue to reflect one, narrow worldview. Different cultures have different no-

tions of wisdom, and AW would benefit greatly from incorporating elements of 

non-Western worldviews, particularly the metaphysically inclusive worldviews of 

Indigenous peoples who are also stakeholders in the development and application 

of AI. For example, incorporating aspects of the Navajo concept of hozho into AW 

could greatly enhance the usefulness of overall benefit from applications of AI. 

Hozho introduces the values and goals of harmony, balance, interrelatedness, and 

connectedness, and thereby has the potential to elevate AI beyond the technosci-

entific foundation of the Western scientific worldview which has created so many 

of our past and present problems. 
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