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Abstract 
Traditional methods for judging the degree of insufficient fluid supply in oil 
wells have low efficiency and limited accuracy. To address this problem, a me-
thod for intelligently identifying the degree of insufficient fluid supply in oil 
wells based on convolutional neural networks is proposed in this paper. Firstly, 
5000 indicator diagrams with insufficient liquid supply were collected from the 
oilfield site, and a sample set was established after preprocessing; then based on 
the AlexNet model, combined with the characteristics of the indicator diagram, 
a convolutional neural network model including 4 layers of convolutional lay-
ers, 3 layers of down-pooling layers and 2 layers of fully connected layers is es-
tablished. The backpropagation, ReLu activation function and dropout regula-
rization method are used to complete the training of the convolutional neural 
network; finally, the performance of the convolutional neural network under 
different iteration times and network structure is compared, and the super pa-
rameter optimization of the model is completed. It has laid a good foundation 
for realizing the self-adaptive and intelligent matching of oil well production 
parameters and formation fluid supply conditions. It has certain application 
prospects. The results show that the accuracy of training and verification of the 
method exceeds 98%, which can meet the actual application requirements on site. 
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1. Introduction 

At present, most of my country’s oil fields are in the middle and late stages of 
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exploitation, and the shortage of oil wells is becoming more and more serious 
[1]. Insufficient fluid supply in oil wells usually causes empty pumping and hy-
draulic shock conditions. It does not only increase the risk of damage to the 
pumping equipment but also causes a waste of electrical energy, which virtually 
increases the development cost of the oil field. Therefore, accurately judging the 
degree of insufficient fluid supply in oil wells is essential for improving the 
above-mentioned problems and the efficiency of oil well production. 

The degree of insufficient fluid supply in oil wells can be intuitively reflected 
in the dynamometer image of the pumping well. The dynamometer is the rela-
tionship curve between displacement and load in a reciprocating motion of the 
rod pump in the oil well. When there is insufficient fluid supply in the oil well, 
the lower right corner of the indicator graph curve will appear missing, showing 
a “knife handle”, and the higher the fluid supply shortage, the more serious the 
missing. On-site personnel, based on experience, can intuitively judge the degree 
of insufficient liquid supply reflected in the power diagram, but it is difficult to 
accurately quantify. Meanwhile, due to limited human energy, it is impossible to 
conduct a comprehensive analysis of the massive indicator diagrams which can 
be automatically collected in real-time. To realize automated quantitative analy-
sis, scholars at home and abroad have carried out research and proposed a series 
of methods, including 1) The method of judging the degree of insufficient liquid 
supply by using the area of the indicator diagram [2]. The higher the degree of 
insufficient liquid supply, the greater the lack of indicator diagrams, and the 
smaller the corresponding indicator diagram area. However, this method is dif-
ficult to distinguish similar indicator diagrams under different working condi-
tions; 2) Judging the degree of insufficient liquid supply using effective stroke 
[3]. The ratio of the long side to the short side of the indicator diagram is the ef-
fective stroke, but the judgment of the long and short sides is more complicated, 
and it is difficult to automatically and accurately calculate the complex indicator 
diagram. In recent years, with the rapid development of a new generation of ar-
tificial intelligence technology, the example of convolutional neural networks in 
deep learning algorithms has attracted more and more attention from research-
ers. Compared with the traditional shallow neural network, the convolutional 
neural network can directly recognize pictures, avoid the influence of loss in-
formation caused by the extraction of feature values, and has achieved a large 
number of successful applications in image recognition and other fields [4]. In 
the field of petroleum engineering [5] [6] [7], oil well condition diagnosis based 
on the convolutional neural network has also achieved remarkable results [8] [9] 
[10]. Based on the above analysis, it can be predicted that analyzing the degree of 
insufficient fluid supply by using a convolutional neural network in oil wells has 
great potential. 

To conclude, this paper proposes an intelligent recognition method of oil well 
fluid supply shortage based on a convolutional neural network. Combining the 
principle of convolutional neural network algorithm and the characteristics of 
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the indicator diagram [11], the corresponding convolutional neural network ar-
chitecture is researched and designed, and the recognition model is constructed 
in combination with the Softmax classifier. The model is trained and optimized 
on this basis. Experiments show that the accuracy of the model is over 98%, 
which provides effective methods and tool support for the accurate and efficient 
analysis of insufficient fluid supply in oil wells. 

2. Convolutional Neural Network 
2.1. The Basic Principles of Convolutional Neural Networks 

The basic principle of the convolutional neural network [12] [13]: Input the 
recognized target image, convolution operation to obtain the feature image; 
pooling operation to achieve dimensionality reduction of the image; repeated 
operations for multiple convolution and pooling to fully extract image features; 
The classification of the target image is completed in the fully connected layer. 
The convolution operation is mainly operated on the original image of X to ob-
tain a featured image, using iH  to represent the feature image of the i layer of 
the convolutional neural network. iH  can be expressed by the following for-
mula: 

( )i i 1 i i*H f H W b−= + . 

In the formula, Wi represents the weight vector of the i layer convolution ker-
nel, the symbol of * represents the convolution operation of the image or feature 
map of the layer i − 1, bi represents the offset vector of the i layer convolution 
kernel, and ( )f x  represents the activation function. 

2.2. AlexNet Network Model 

In 1998, Yann Lecun proposed the classic LeNet-5 network model [14], which 
recognizes handwritten digits, and the input image size is 32 × 32. The network 
structure is configured as follows: the first and second convolutional layers are 
connected to the pooling layer respectively, and the third convolutional layer is 
connected to the two fully connected layers. As the first-generation classic 
convolutional neural network model, there is room for improvement and op-
timization of its network structure, convolution kernel size, activation func-
tion, and pooling kernel size in the diagnosis of insufficient fluid supply in oil 
wells. 

AlexNet was created by Krizhevsky [15] [16] and others and won the Image-
Net competition in 2012, which improved double the recognition accuracy of 
ImageNet. The model consists of an 8-layer structure and has outstanding ad-
vantages in image classification. The network structure of AlexNet is shown in 
Figure 1. 

The network structure is matched as follows: the first, second, and fifth con-
volutional layers are connected to the pooling layer, the third and fourth convo-
lutional layers are continuously convolved, finally, and the three fully connected  
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Figure 1. AlexNet neural network structure. 

 
layers are connected. The AlexNet model is compared with the LeNet-5 model: 
A local response normalization mechanism (LRN) [17] is proposed. LRN creates 
a weight setting for the activity of local neurons in the model, which makes the 
image recognition process more effective Purposeful. The convolutional layer 
uses the ReLu activation function to replace the traditional Tanh activation 
function [18], which improves the accuracy and time of recognizing images. The 
pooling layer uses maximum pooling instead of traditional average pooling, 
which avoids the problem of blurring image feature extraction. The Dropout 
layer [19] is added to the fully connected layer to interrupt all connection para-
meters in proportion to prevent the occurrence of over-fitting. However, its rela-
tively large network structure and large-size convolution kernel and pooling 
kernel still spend a lot of time in identifying the indicator diagram and the rec-
ognition accuracy is low. 

2.3. Improved AlexNet Network Model 

Aiming at the problem of diagnosing the degree of insufficient fluid supply in oil 
wells, the traditional Alexnet model has low recognition accuracy for similar in-
dicator diagrams and takes more time. Therefore, by improving the AlexNet 
model [9] [20], it can not only meet the requirements of image recognition ac-
curacy but also reduce the image recognition time. Based on the traditional 
AlexNet, there are mainly the following improvements: 

1) The input size of the improved AlexNet model is 227 × 227 × 3 pixels 
changed to 100 × 200 × 1 pixels, and the 1000 neurons in the output layer are 
changed to 10 neurons; 

2) The improved AlexNet model is composed of 4 layers of convolutional lay-
ers, 3 layers of pooling, and 2 layers of fully connected, which reduces training 
time and improves model convergence speed; 

3) To improve the learning ability of the AlexNet model, a small convolution 
kernel with a size of 3 × 3 is used to replace the 5 × 5 and 11 × 11 convolution 
kernels in the original AlexNet network model, and a 2 × 2 pooling kernel is 
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used Replace the 3 × 3 pooling core in the original AlexNet network model, in-
crease the number of nonlinear operations, and enhance the ability of image 
feature learning. The improved AlexNet network structure is shown in Figure 2. 

3. Recognition of Insufficient Fluid Supply in Oil Wells Based 
on Convolutional Neural Network 

With the development of deep learning technology, convolutional neural net-
works perform well in the field of image recognition and are widely used. For 
judging the degree of insufficient fluid supply in oil wells, it is necessary to iden-
tify and classify the indicator diagrams. Therefore, the convolutional neural net-
work is chosen as the diagnosis method. 

3.1. Insufficient Liquid Supply Indicator Diagram Pretreatment 

In the training process of the neural network, the indicator diagram needs to be 
preprocessed first. The quality of the preprocessing determines the level of the 
sample set and the training effect of the network. The specific steps are as fol-
lows: 

1) Drawing and marking of the indicator diagram 
This paper collects the suspension point load and displacement data of a rod 

pump in an oil field and draws it into a standardized indicator diagram: The size 
is 100 × 200 pixels, the DPI is 50 pixels/inches, the curve line width is 3 pixels, 
and the color black. Then classify and filter the indicator diagrams, and obtain 
10 groups of indicator diagrams representing the degree of insufficient fluid 
supply in oil wells. As shown in Table 1. 

2) Pixel normalization [21] [22] 
The input original indicator diagram has pixels between 0 and 255, and the 

difference of the pixels will interfere with the learning ability of the neural net-
work, creating an error invisibly. So further, this article uses the maximum and 
minimum normalization method, the formula is as follows. 

 

 
Figure 2. Improved AlexNet network model. 
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Table 1. Degree of insufficient liquid supply. 

ID Indicator diagrams Liquid supply degree Label Data set/sheet 

01 

 

Normal 10 500 

02 

 

Level 9 9 500 

03 

 

Level 8 8 500 

04 

 

Level 7 7 500 

05 

 

Level 6 6 500 

06 

 

Level 5 5 500 

07 

 

Level 4 4 500 

08 

 

Level 3 3 500 

09 

 

Level 2 2 500 

10 

 

Level 1 1 500 

 

( )
( ) ( )

i min
norm

max min
x x

x x
−

=
−  

ix  is the image pixel value in the formula; ( )min x  and ( )max x  are the 
maximum and minimum values of image pixels. 

The image is processed by the normalization method, and the pixels are re-
turned to between 0 and 1, without changing the image characteristics, and eli-
minating the difference between the wells. Make the required information more 
prominent, hide noise information, and save training time. 

https://doi.org/10.4236/ojogas.2021.63011


Y. F. He et al. 
 

 

DOI: 10.4236/ojogas.2021.63011 122 Open Journal of Yangtze Gas and Oil 
 

3.2. Recognition Process of Insufficient Liquid Supply Based on 
Convolutional Neural Network 

The flow chart for identifying the degree of insufficient fluid supply in oil wells 
designed in this paper is shown in Figure 3. 

Step 1: First, the load and displacement data collected from the oil field pro-
duction site are drawn into an indicator diagram. The indicator diagrams that do 
not meet the conditions are screened, and a sample set of indicator diagrams 
containing 10 types of insufficient liquid supply is established through the 5000 
images obtained through the screening. 

Step 2: Disrupt the sample set data, and divide the sample set into a training 
set and a validation set at a ratio of 8:2. According to the characteristics of the 
indicator diagram of insufficient liquid supply, a convolutional neural network 
structure is created. 

Step 3: Input the training set and validation set data into the convolutional 
neural network model. Use the backpropagation algorithm to continuously up-
date the weight parameters of the convolutional neural network to obtain the 
appropriate accuracy and recognition time, and save the trained model. 

Step 4: Use the trained model to identify the indicator diagrams collected on 
site. 

Step 5: For the wrong indicator diagram, correct the wrong recognition result. 
Put the corrected indicator diagram into the corresponding classification sample 
set, training the convolutional neural network again, and continuously optimizes 
the recognition model of the convolutional neural network. 

4. Experiments 

In this paper, a total of 5000 under-supply indicator diagrams are collected. 
First, the 5000 under-supply indicator diagrams are preprocessed according to 
the method described in section 2.1 of this article to obtain a sample set of 5000  

 

 
Figure 3. Identification process of insufficient fluid supply in oil wells. 
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indicators with a size of 100 × 200. The experimental environment uses a 64-bit 
Win10 system; the computer’s CPU is Intel(R)Core(TM)i7-10750K; the CPU’s 
main frequency is 2.59 GHz; the memory is 16 GB; the GPU is NVIDIA GeForce 
GTX 1650. 

4.1. Experimental Results 

In this experiment, the fast training method of multi-layer neural network based 
on GPU [23] [24], the training time needs 485 s in the case of GPU training, and 
2501 s in the case of no GPU training. The number of iteration steps in the expe-
riment is set to 200 steps, the learning rate is 0.0001, and 200 images are learned 
each iteration. The total sample is divided into a training set and a verification 
set at a ratio of 8:2. The training set contains 4000 samples, and the verification 
set contains 1000 samples. The training accuracy and verification accuracy are 
shown in Figure 4 and Figure 5. We will standardize the confusion matrix by 
row before drawing, that is, the probability value is obtained, and the sum of all 
the probabilities in each row is 1, so the diagonal line represents the recall rate 
(recall rate) of each category. The Confusion matrix is shown in Figure 6. 

 

 
Figure 4. Training and verification accuracy. 

 

 
Figure 5. Training and verification loss results. 
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Figure 6. Confusion matrix. 

4.2. Analysis of Experimental Results 

The experiment was conducted with the sample set of the indicator diagram of 
insufficient liquid supply, and the learning was carried out 200 times. The net-
work model converged about 75 times. It can be seen from Figure 4 that the ini-
tial training accuracy is on the rise, and after a period of time, the training accu-
racy remains above 99%; from Figure 5, it can be seen that the initial training 
loss results have a downward trend. After a period of time, training the loss re-
sult is basically maintained at about 0.06; it can be seen that the training model is 
relatively successful. Using the validation set to verify the training model, it can 
be seen that after a period of time, the verification accuracy rate is basically 
maintained above 98%, and the training loss result basically keeps it around 0.08, 
which can meet actual functional requirements. 

It can be seen from the confusion matrix that the recognition recall rate for 10 
different degrees of insufficient liquid supply exceeds 90%, which can meet the 
actual application requirements. 

4.3. Comparative Experiment 

In order to compare the performance of the convolutional neural network in this 
paper to identify the degree of insufficient liquid supply, the experiment verified 
the recognition performance of the other two methods on the same indicator 
diagram sample set, including the different iteration times and network struc-
ture of the convolutional neural network. 
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4.3.1. Comparison of Iteration Times 
As shown in Table 2, when the number of iterations is 100, compared with the 
number of iterations of 200, the accuracy of the verification sample is increased 
by 1.51%, which takes 165 s longer; when the number of iterations is 300, com-
pared with the number of iterations of 200, the accuracy of the verification sam-
ple is not much different. It takes 270s more time; when the number of iterations 
is 400, compared with the number of iterations of 200, there is little difference in 
the accuracy of the verification sample, which takes 313 s more time. Therefore, 
when the number of iterations is 200, the model can be fully learned and con-
verged. 

 
Table 2. Comparison of different iteration times. 

Epochs Validation accuracy Time-consuming/s 

100 0.9760 320 

200 0.9911 485 

300 0.9912 755 

400 0.9911 1068 

4.3.2. Network Structure Comparison 
For convolutional neural networks, the structural ability is too strong, which will 
lead to data overfitting, because the number of layers increases. However, if the 
number of layers is too small and the structural capability is too weak, which will 
lead to underfitting of the data. In order to select the number of convolutional 
layers, the method of increasing layer by layer is used until the recognition rate 
no longer changes significantly as the number of layers increases, and the op-
timal number of layers can be determined. The first layer of this paper uses 16 
convolution kernels with a size of 3 × 3, and the pooling layer uses 2 × 2 pooling 
kernels. The second layer uses 32 convolution kernels with a size specification of 
3 × 3. The third layer uses 32 convolution kernels with a size specification of 3 × 
3. The fourth layer uses 64 convolution kernels with a size specification of 3 × 3. 
The fifth layer uses 64 convolution kernels with a size specification of 3 × 3. As 
shown in Table 3. 

The experimental results are shown in Table 4. As the number of convolu-
tional layers increases, the recognition rate gradually increases, and then remains 
unchanged or decreases. Therefore, C is the most appropriate choice for the 
convolutional neural network structure, and the recognition rate is also the 
highest. 

5. Conclusions 

1) This paper, based on convolutional neural networks, proposes an intelligent 
analysis method for the degree of insufficient fluid supply in oil wells. Based on 
the indicator diagram data collected on the oilfield, a sample set of 10 indicator 
diagrams is established for the degree of insufficient fluid supply in oil wells. 
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Table 3. Comparison of different network structures. 

ConvNet Configuration 

A B C D 

2 weight layers 3 weight layers 4 weight layers 5 weight layers 

Input (100 × 200 × 1 image) 

Conv3-16 Conv3-16 Conv3-16 Conv3-16 

MaxPool 

Conv3-32 
Conv3-32 
Conv3-32 

Conv3-32 
Conv3-32 

Conv3-32 
Conv3-32 

MaxPool 

  Conv3-64 Conv3-64 

MaxPool 

   Conv3-64 

FC-512 

Softmax-10 

 
Table 4. Comparison of accuracy rates of different network structures. 

Network structure Validation accuracy 

A 0.9421 

B 0.9823 

C 0.9911 

D 0.9848 

 
2) In order to meet the needs of insufficient liquid supply indicator diagram 

recognition, the structure of the traditional AlexNet model is improved. The re-
search results show that the recognition rate of the improved AlexNet model can 
reach 99.11%, which improves the stability and accuracy of traditional methods 
for identifying insufficient fluid supply in oil wells, and greatly promotes safe 
production, environmentally friendly production, and efficient production in oil 
fields. In addition, the performance of the AlexNet model obtained from the ex-
periment is closely related to the number of iterations and the network structure. 

3) Training, verifying and optimizing the established neural network based on 
the sample set of “Indicator Diagram-Formation Fluid Supply Capability”, an 
accurate and efficient intelligent quantitative analysis model of oil well fluid 
supply capability based on indicator diagram is formed. The self-adaptive and 
intelligent matching of oil well production parameters and formation fluid supply 
status has made a good foundation. It has certain application prospects. 
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