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Abstract 
To promote behavioral change among adolescents in Zambia, the National 
HIV/AIDS/STI/TB Council, in collaboration with UNICEF, developed the 
Zambia U-Report platform. This platform provides young people with im-
proved access to information on various Sexual Reproductive Health topics 
through Short Messaging Service (SMS) messages. Over the years, the platform 
has accumulated millions of incoming and outgoing messages, which need to 
be categorized into key thematic areas for better tracking of sexual reproductive 
health knowledge gaps among young people. The current manual categoriza-
tion process of these text messages is inefficient and time-consuming and this 
study aims to automate the process for improved analysis using text-mining 
techniques. Firstly, the study investigates the current text message categoriza-
tion process and identifies a list of categories adopted by counselors over time 
which are then used to build and train a categorization model. Secondly, the 
study presents a proof of concept tool that automates the categorization of 
U-report messages into key thematic areas using the developed categorization 
model. Finally, it compares the performance and effectiveness of the devel-
oped proof of concept tool against the manual system. The study used a data-
set comprising 206,625 text messages. The current process would take rough-
ly 2.82 years to categorise this dataset whereas the trained SVM model would 
require only 6.4 minutes while achieving an accuracy of 70.4% demonstrating 
that the automated method is significantly faster, more scalable, and consis-
tent when compared to the current manual categorization. These advantages 
make the SVM model a more efficient and effective tool for categorizing large 
unstructured text datasets. These results and the proof-of-concept tool de-
veloped demonstrate the potential for enhancing the efficiency and accuracy 
of message categorization on the Zambia U-report platform and other similar 
text messages-based platforms. 
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1. Introduction 

Adolescence is a critical period of transition from childhood to adulthood, pre-
senting various challenges for young people in African countries, including 
Zambia. Among these challenges are high HIV prevalence rates, sexual abuse, 
peer pressure, early and unprotected sex, early marriages, and unwanted preg-
nancies all made worse by insufficient knowledge of Sexual Reproductive Health 
(SRH). Many parents in Zambia are reluctant to discuss crucial issues such as 
sexuality and sexual reproductive health with their children [1] [2] [3], leading 
adolescents to seek information from social media and peers, which are unrelia-
ble sources. To address this issue, the National HIV/AIDS/STI/TB Council 
(NAC) in collaboration with UNICEF implemented the Zambia U-report, an 
interactive system for sharing SRH information via Short Message Service (SMS) 
with subscribers. The platform aims to promote behavioural change by provid-
ing young people with access to vital information on various SRH topics and 
enabling them to ask questions on specific issues through SMS using their mo-
bile phones. 

Despite the success of the Zambia U-report platform in reaching over 200,000 
subscribers, the large volume of textual data generated presents a challenge for 
NAC and UNICEF in categorizing the data into relevant thematic areas for deci-
sion-making and impact assessment. The current manual categorization process is 
time-consuming and inefficient, prompting the need for an automated solution. 

This study seeks to provide a proof of concept for an automated categoriza-
tion model for incoming SMS text messages on the Zambia U-report platform 
using text mining techniques and machine learning, to improve the efficiency of 
the analysis process and enable NAC and UNICEF to better track knowledge 
gaps and emerging issues related to SRH among young people in Zambia by ap-
plying appropriate technologies and techniques in the fields of Computer 
Science, including Artificial Intelligence (AI), Text Mining (TM), Machine 
Learning (ML), and Natural Language Processing (NLP), the study seeks to em-
ploy computers for tasks such as information extraction, categorization, summa-
rization, and topic tracing. This approach will uncover patterns in digitally 
available textual data, ultimately informing decision-making and improving the 
efficiency of the U-report platform’s textual data analysis process. A theoretical 
review of the aforementioned technologies detailing how they relate to our 
problem is presented in this section. 
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2. Related Technologies 

This study aims to automate the categorization of incoming SMS text messages 
from Zambia U-report subscribers into key thematic areas for better analysis 
and data-driven decision-making using text-mining techniques. In this section, 
we highlight artificial intelligence and machine learning techniques that are re-
levant to this study. For a detailed discussion, the reader is encouraged to ex-
plore the cited literature. 

2.1. Artificial Intelligence 

Artificial Intelligence (AI) is the field that studies the synthesis and analysis of 
computational agents that act intelligently. A computational agent is an agent 
whose decisions about its actions can be explained in terms of computation [4]. 
An agent is something that acts in a given environment. Artificial Intelligence 
can also be defined as the ability of a machine to learn from experience, adjust to 
new inputs and perform human-like tasks [5]. The human-like tasks for our as-
signment involve reading through a humongous pool of SMS text messages, 
analyzing them one after another while allocating an appropriate category to 
each. AI techniques such as Text Mining, Machine Learning, and Natural Lan-
guage Processing are employed to automate the categorization of the Zambia 
U-report SMS text messages. 

2.2. Text Mining 

Text Mining (TM) refers to the process of extracting interesting and non-trivial 
information and knowledge from unstructured text [6]. The Text mining field 
has gained a great deal of attention in recent years due to the tremendous 
amount of text data generated from various sources such as social networks, pa-
tient records, health care insurance data, news outlets and so on [7]. Today, the 
web is the main source for the text (documents), the amount of textual informa-
tion available to us is consistently increasing. Approximately 80% of the infor-
mation of most organizations is stored in unstructured format (reports, email, 
views and news etc.). This shows that approximately 90% of the world’s data is 
held in unstructured formats [8] including over 5.5 million SMS text messages 
available on the Zambia U-report platform [9]. Being unstructured, an overload 
of textual data is significantly hard to process for decision-making. Therefore, 
text mining undertakes to aid automatic information extraction from a pool of 
text data. Other terms such as Intelligent Text Analysis, Text Data Mining or 
Knowledge-Discovery in Text (KDT) can be used to also refer to text mining [6]. 

Text mining encompasses multiple aspects including information retrieval, 
information extraction, text categorization, text summarization, text clustering 
and visualization. Information Retrieval (IR) involves finding unstructured ma-
terial that satisfies an information need within large collections, with web search 
engines being a common application [10] [11] [12]. Information Extraction (IE) 
scans text for relevant information, including entities, relations, and events, and 

https://doi.org/10.4236/ojapps.2024.142037


T. Makai, M. Nyirenda 
 

 

DOI: 10.4236/ojapps.2024.142037 514 Open Journal of Applied Sciences 
 

serves as an initial step in analyzing unstructured textual data [13] [14] [15], 
while Text Categorization, also known as Text Classification (TC), assigns text to 
predefined categories based on content, supporting tasks like email sorting and 
topic identification [16] [17]. 

The text categorization process encompasses several stages which include text 
acquisition and extraction [18], text analysis and labeling [19], feature extrac-
tion, construction, and weighting [20], feature selection and projection [20] [21], 
training of classification model [22] and solution evaluation [18] [22] [23]. 

2.3. Machine Learning 

Machine learning is the study of algorithms that automatically improve their 
performance with experience [24]. It is an artificial learning approach that in-
volves developing programs that learn from past data, and, as such, is a branch 
of data processing and artificial intelligence. Machine learning involves the use 
of computing to design systems that can learn from data in a manner of being 
trained. The systems might learn and improve with experience, and with time, 
refine a model that can be used to predict outcomes of questions based on pre-
vious learning [25]. 

There are four variants to Machine learning, namely; supervised, unsuper-
vised, semi-supervised and reinforcement machine learning. Supervised learning 
algorithms model relationships and dependencies between the target prediction 
output and the input features such that users can predict the output values for 
new data based on those relationships learned from the previous data sets. In 
Unsupervised learning, the computer is trained with unlabeled data by learning 
patterns in the data. Semi-supervised learning falls in between supervised and 
unsupervised learning. Semi-supervised algorithms are the best candidates for 
building models where labels are absent in the majority of the observations but 
present in few. The reinforcement learning method aims at using observations 
gathered from the interaction with the environment to take actions that would 
maximize a reward or minimize risk and maximize performance [26]. 

Our focus in this study is to employ the use of supervised machine learning 
algorithms to build an automatic text classification model. In supervised learn-
ing, the algorithm is given an input and an output and the goal is to find a map-
ping between the two which generalizes well to new input [27]. There have been 
many text classification algorithms that researchers have used to solve text clas-
sification problems. Some algorithms explored in this study are; Naive Bayes 
[28], Support Vector Machines [29], Regression-Based Classifiers [30] [31], De-
cision Trees [32] [33], and K-nearest Neighbors among others [34] [35]. Various 
studies have used machine learning to successfully solve problems in disparate 
disciplines [36] [37] [38] 

2.4. Natural Language Processing 

Natural Language Processing (NLP) is an interdisciplinary field of linguistics, 
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computer science, and artificial intelligence that studies the use of computers to 
automatically analyze, understand, and generate human language in spoken or 
written form [39]. Natural Language Processing involves translating natural 
language into data that a computer can use to learn about the world [40] i.e. au-
tomatic processing of text that is written in a natural language such as English or 
Swahili. NLP encompasses a wide range of tasks, from low-level tasks, such as 
segmenting text into sentences and words, to high-level complex applications 
such as semantic annotation and opinion mining [41]. Automatic Text categori-
zation can be achieved by implementing a series of Natural Language Processing 
tasks. 

There are two broad categories of Natural Language Processing, namely Nat-
ural Language Understanding (NLU) and Natural Language Generation (NLG). 
Natural Language Understanding refers to the identification of the desired se-
mantic from various possible semantics derived from a natural language expres-
sion [42] whereas Natural Language Generation is the process of transforming 
structured data into natural language. Computers using regular none Artificially 
Intelligent algorithms are not very capable of processing natural language as new 
algorithms would have to be developed with every new document or set of words 
introduced [43]. Therefore, to achieve the various Natural Language Processing 
tasks of extracting and understanding information from natural language, Ma-
chine Learning (ML) techniques are usually employed. Machine learning tech-
niques among other things enable the creation and implementation of rules to 
decipher any new text. Natural language processing for text categorization is 
achieved through two main sub-processes. These include; cleaning and prepro-
cessing the text and using Artificial Intelligence (AI) to understand and generate 
language [44]. 

Among the key aspects of text cleaning and preprocessing are; text segmenta-
tion and tokenization [43] [45] [46], stemming [44] [47], lemmatization [44] 
[47], tagging part-of-speech [43] [44], dependency parsing [44] [48], named ent-
ity recognition [49] [50] and topic modeling [44] [51]. 

3. Related Works 

The problem that this study addresses is similar to many text classification 
problems such as; language detection, topic categorization, sentiment analysis, 
profanity and abuse detection, opinion mining and so on. Approaches used in 
the aforementioned tasks can be adopted for our quest to achieve the automatic 
categorization of sexual reproductive health short message texts into thematic 
areas. 

Rosa and Ellen [52] used machine learning classification methods to experi-
ment with “micro-text” chat entries in military chat rooms using four different 
classifiers namely; Support Vector Machine (SVM), k-Nearest Neighbor (k-NN), 
Rocchio and Naïve Bayes (NB). Their research solves a problem similar to the 
one presented in this study. The study used a dataset of thousands of individual 
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lines of text from a synthetic military chat. The pool of 19,898 posts with 9995 
used for training and 9903 for testing was categorized into five categories name-
ly; filler, binary, numeric, class-value and text, described in [52]. Results of this 
study suggest that k-NN and SVM are well suited for categorizing synthetic mil-
itary chat data and therefore show that the classifiers can be used to solve similar 
problems in the text classification. 

Balabantaray et al. [53] designed an emotion classifier model trained using a 
Support Vector Machine (SVM) to classify text extracted from Twitter into 
emotional categories such as sad, anger, disgust, happy, fear and surprise to as-
sess the possible emotions of the persons behind the individual. Our work is 
similar because it also focuses on classification of textual data using Machine 
Learning methods. Balabantaray et al. set out to extend an existing emotion clas-
sifier that classified text into only three categories namely positive, negative and 
neutral to classify into the aforementioned six basic emotion classes. A dataset of 
8150 tweets was used in the experiment. The automatic emotion classification 
problem, which is also a classic text classification problem, and utilized the SVM 
algorithm in identifying emotion-bearing words in sentences was solved with a 
73.24% accuracy. 

In a quest to categorize the flow of conversation in counseling, Y. Hayashida 
et al. [54] applied Support Vector Machine (SVM) to category classification of 
counselling text data. They used a dataset comprised of conversations between 
clients and beginner counselors. The main goal for the study was to automate 
the process that normally involves a supervisor taking a look at direct transcripts 
of verbatim records of a given counseling session and coaching someone for be-
ginner counselor. Y. Hayashida et al. implemented a category classification 
model based in SVM that achieved an accuracy rate of 63.5%. 

C. Poulin et al. [55] developed text classification models using supervised 
machine learning to detect the risk of suicide from unstructured clinical notes 
taken from a national sample of U.S. Veterans Administration (VA) medical 
records. The study successfully determined useful text-based signals of suicide at 
accuracies above 60% for ensemble averages of 100 models. 

B. Koopman et al. [56] adopted supervised machine learning and rule-based 
approaches to automate the classification of diseases from free-text death certif-
icates into four diseases of interest; including diabetes, influenza, pneumonia 
and HIV for real-time surveillance. 

4. Methodology 

To meet the objectives of the study, the following key steps were undertaken: 
1) Understanding the methods currently used to categorize text messages on 

the platform into key thematic areas. 
2) Extracting and understanding the textual data. 
3) Data preparation and pre-processing. 
4) Text classification modeling. 
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5) Evaluation and deployment of the model. 
An exploratory research method was used and the steps were met through 

semi-structured interviews, observation and document analysis. 
To understand the methods currently used to categorize information on the 

Zambia U-report platform into key thematic areas, we interviewed counselors at 
the National HIV/AIDS/STI/TB Council (NAC) responsible for the task based 
on a semi-structured interview guide that was developed. Two counselors were 
interviewed independently to ensure that the data was unbiased. The tools used 
to categorize the textual data were closely observed. 

To extract and understand the textual data, a copy of the Zambia U-report 
database, which contained all Zambia U-report data, including over 5,987,040 
incoming and outgoing SMS text messages from the year 2012 to 2019 was ob-
tained as a raw Structured Query Language (SQL) from the National HIV/AIDS 
Council (NAC). The database dump was then queried further to access the mes-
sages and extract a subset for pre-processing. 

After the dataset was successfully extracted as a CSV file, the data preparation 
process began. Data preparation is a vital stage in text classification and involves 
converting the raw textual data into a format that can be used for machine 
learning. The preprocessing step involved data sampling and labeling, text clean-
ing and feature extraction and data splitting. 

4.1. Data Sampling and Labeling 

This step involved assigning categories to each text message so that supervised 
learning algorithms could learn patterns and make predictions. From the CSV 
dataset, a sub-dataset of 50,877 incoming text messages was extracted and ma-
nually assigned categories with the assistance of domain experts. This helped re-
searchers obtain training on labeling messages, and as a result, 1,770 messages 
were labeled by researchers to improve their labeling skills. Two domain experts 
labeled the same dataset, from which an initial model was built using this labeled 
data. The prediction accuracy of the model was measured. We labeled the same 
dataset to assess our ability to label text messages consistently with domain ex-
perts. Accuracy was measured using the preliminary machine learning classifica-
tion model that was trained on the initial model. 

An independent dataset of 4567 expert-labeled U-report SMS text messages 
generated from 1st July to 31st September 2020 was used to verify the trained 
model and establish that the researchers can label like domain experts. We then 
moved on to labelling a total of 50,877 U-report SMS text messages with the help 
of domain experts to create the training dataset. 

4.2. Text Cleaning 

This stage aimed at improving data quality by removing unnecessary words and 
characters, otherwise referred to as noise. The text messages contained various 
types of noise, such as punctuations, and stop words like “a”, “the”, “is”, and 
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“are” which were removed to ensure the model accurately identified relevant in-
formation. The cleaning process also involved lemmatization, which reduced the 
dimensionality of text messages by grouping words with similar meanings and 
converting them to their root forms [57]. This process improved the accuracy 
and quality of our textual dataset and ultimately enhanced our text classification 
model’s accuracy by subjecting the machine learning process to fewer unique 
words. 

4.3. Feature Extraction and Data Splitting 

Feature extraction entails converting the text into numerical data that can be 
understood by machine learning algorithms. To convert the cleaned text into nu-
merical feature representation, the ‘TfidfVectorizer’ class from the scikit-learn li-
brary was used to transform the text data into a numeric matrix. It computed 
term frequency-inverse document frequency (TF-IDF) scores for each word, re-
flecting the importance of terms within a text relative to their importance across 
the dataset. 

The final step in data preparation was splitting the data into training and test 
datasets to prevent overfitting and ensure accurate generalization to new data. 
Using the train_test_split method from the scikit-learn library, the dataset was 
shuffled, split into input (text message data) and target (label column) variables, 
and then divided into training and test subsets with a test size of 0.2 (20%). The 
training data was used to fit the TfidfVectorizer, which transformed the textual 
data into numerical form for machine learning models. The transformed train-
ing and test data were stored and used as input for machine learning algorithms. 

Following data preparation, a text classification model was developed using 
Python and machine learning algorithms from the Scikit-learn library. The crea-
tion of the model involved selecting suitable algorithms and training them with 
the preprocessed dataset. Multiple algorithms, including K-nearest Neighbor, 
Decision Tree, Multinomial Naive Bayes, Support Vector Classification (SVC), 
Support Vector Machines (SVM), Random Forest Classifier, and Stochastic 
Gradient Descent (SGD) Classifier, were used due to their effectiveness in text 
classification tasks. 

These algorithms were trained with the labeled training dataset, and their 
performance in predicting labels was evaluated. This process was iterated several 
times to find the most accurate model, which was eventually saved as the final 
model. The dataset of 50,877 labeled U-report SMS text messages was split into 
training and testing sub datasets in an 80:20 ratio. The training dataset was used to 
train the machine learning algorithm while the test dataset was used to evaluate 
the model’s performance. After an acceptable level of accuracy was achieved, the 
model was used to classify 206,625 U-report messages previously unseen. 

The final stage of the modeling process involved assessing the performance of 
the trained classification model. The multiple machine learning algorithms 
trained were evaluated on accuracy, precision, recall, and F1 scores, collectively 
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determining the overall performance of each model. Accuracy measures the ra-
tio of correct predictions over the total number of instances evaluated [58]. Pre-
cision represents the proportion of true positive predictions out of all positive 
predictions, while recall represents the proportion of true positive predictions 
out of all actual positive instances. The F1-score is the harmonic mean of preci-
sion and recall. 

The final stage of the modeling process involves assessing the performance of 
the trained classification model. The multiple machine learning algorithms 
trained were evaluated on accuracy, precision, recall, and F1 scores, collectively 
determining the overall performance of each model. The best-performing model 
is what was successfully applied on the unseen messages. A comparative analysis 
was then conducted between the automated process and the current manual 
classification method to determine which process was better. 

5. Results and Discussion 

In a quest to automate the classification of the Zambia U-report SMS text mes-
sages into key thematic areas, the study assessed the current manual process and 
its limitations, evaluated the researchers’ ability to label text messages accurately 
and consistently like domain experts, compared the previously manually labeled 
dataset by the experts against the dataset predicted by the machine learning 
model that was trained using a dataset that was trained by researchers after as-
sessing their labeling consistency with experts on the initial dataset. The research 
also involved training and assessing multiple machine learning algorithms to ar-
rive at the final model. A categorization report and confusion matrix were also 
generated to illustrate the model’s performance. Finally, the benefits of using the 
machine learning model over the manual process, in terms of time and efficien-
cy, were analyzed and discussed in the study. 

5.1. Current Categorization Model 

The current text classification process is handled manually by counsellors em-
ployed by the National HIV/AIDS/STI/TB Council (NAC) and involves catego-
rizing messages using a tally sheet based on each message’s core theme. Counsel-
lors assess and count each message received on the U-report platform under a spe-
cific category immediately after responding to it. This tally sheet (shown in Figure 
1), consisting of various categories and tallies for each, is generated to record 
counts for incoming SMS messages determined to belong to a topic. Tools used to 
create tallies are notepads and pens. The process solely relies on the counsellors’ 
expert assessments hence the need for a more efficient and automated solution. 

Monthly reports are compiled by aggregating all daily tallies and are presented 
to the U-report Core Group, a special committee of stakeholders chaired by 
NAC to aid decision-making. If a notepad is lost or damaged, accurately report-
ing becomes difficult as experts have to retrieve the messages from the platform. 
A task so difficult as the platform lacks filters that could be used to find old 
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messages. This cements the need for a more efficient system. Figure 2 is an ex-
ample of the monthly aggregate for April 2019, representing aggregated tallies 
from all three counsellors. 

 

 
Figure 1. Primary topic tally sheet for U-Report messages created on 21st April 2019. 

 

 
Figure 2. Sample monthly aggregate for April 2019 resulting from the manual categoriza-
tion of the text messages. 
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It was observed that each counselor requires approximately 15 minutes to finish 
their duties on the initial message and 5 minutes on succeeding messages. The 
breakdown of the duration is as follows: approximately 10 minutes to jot down the 
categories on a notepad, 3 minutes to reply to the message, and 2 minutes to cate-
gorize the message. The counselor must first analyze the message before assigning 
it to a category. In some cases, due to uncertainties arising from shorthand text, 
the use of the local language, environmental disruptions, and platform downtimes, 
the duration may increase. These durations are presented in Table 1. 

The described flow is summarized in Figure 3. 
 

Table 1. Table showing the average time spent by each counsellor responding to the first 
message. 

Activity duration Counsellor 1 Counsellor 2 Average 

Listing topics 10.5 mins 9.8 mins 10.15 mins 

Responding to text message 2.7 mins 3.4 mins 3.05 mins 

Categorizing text message 1.7 mins 2.4 mins 2.05 mins 

Total   15.25 mins 

 

 
Figure 3. Model for the current manual categorization of U-Report messages. 

Month 
end?

End
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The study revealed that categorizing 5,987,040 SMS text messages using the 
current manual process would take approximately 82 years assuming the coun-
sellors worked based on International Labour Standards (ILO) [58] of 48 hours 
per week focusing only on categorizing the messages. This amount of time is 
impractical, thereby justifying the need for more efficient methods, such as the 
use of machine learning algorithms, to significantly improve the speed and ac-
curacy of categorizing U-report SMS text messages. 

5.2. Data Sampling and Labeling Outcomes 

During the data preparation stage of the model development, we were trained on 
how to label U-report messages by counsellors (domain experts) after which our 
capacity to accurately and consistently annotate the messages was compared 
with them. A dataset of 1770 messages was labelled by the experts and research-
ers, respectively. For each labelled dataset, a model was trained and its perfor-
mance measured. The findings presented in Table 2, reveal that the researchers’ 
annotation was as consistent as that of the domain experts, indicating that the 
training had a considerable impact on our ability to label more U-report text 
messages to use during the development process of the machine learning model. 

The machine learning model (SVM) was evaluated using a dataset manually 
labeled by specialists for the National HIV/AIDS/STI/TB Committee in 2020. 
The assessment aimed to further determine if the model could predict message 
categories comparably to domain experts. The dataset, covering July 1st to Sep-
tember 31st, 2020, included an additional topic, “Covid-19,” not present in the 
trained model. As shown in Figure 4, the manual categorization by experts 
closely aligned with the models’ predictions for topics like condoms, testing, 
prevention, STIs, and others. This consistency is further illustrated in Figure 5. 

Results indicate the effectiveness of training non-expert annotators to assist in 
labeling text messages with a consistency comparable to domain experts. Trained  

 
Table 2. Measuring the researchers’ ability to label text messages to achieve the same ac-
curacy and consistency as domain experts after being trained. 

ALGORITHM 
ACCURACY 

EXPERT 1 EXPERT 2 RESEARCHERS 

K-Nearest Neighbor 0.487759 0.487759 0.463277 

Decision Tree 0.525424 0.521657 0.527307 

Multinomial Naive Bayes 0.514124 0.506591 0.483992 

Support Vector Classification (SVC) 0.563089 0.568738 0.553672 

Support Vector Machines (SVM) 0.581921 0.587571 0.580038 

Random Forest Classifier 0.548023 0.572505 0.542373 

Stochastic Gradient Descent  
(SGD) Classifier 

0.574388 0.566855 0.563089 

K-Nearest Neighbor 0.487759 0.487759 0.463277 
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Figure 4. Model for the current manual categorization of U-Report messages. 
 

 
Figure 5. Sample of expert labels vs machine prediction labels. Model was trained from a re-
searcher-labeled dataset. 

 
non-experts are a viable alternative to support domain experts in labeling tasks 
as they can enhance efficiency and reduce costs in the development process of 
text classification machine learning models 

5.3. Model Training and Algorithm Selection 

Presented in this section, are evaluation results of the prediction accuracy of 
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various algorithms used in the process of determining the final model for our 
text classification tasks. The model creation involved selecting multiple suitable 
algorithms and training them on a preprocessed dataset. The final model train-
ing and selection process, illustrated in Figure 6, utilized a training dataset of 
50,877 U-report incoming SMS text messages labeled by two domain experts and 
the researcher. Figure 7 presents the results of the dataset preparation step. 

The above steps were aimed at creating a model that accurately categorizes 
U-report SMS text messages into identified key thematic areas. The prediction 
accuracies of each algorithm were analyzed and the best model was chosen as the 
final model for further analysis. The evaluation of prediction accuracies for each 
algorithm trained to determine the final model is presented in Table 3. 

The evaluation of prediction accuracies for each algorithm trained to deter-
mine the final model are presented in Table 3. 

 

 
Figure 6. Model training and selection process. 

 

 
Figure 7. Final dataset used for the final model training and selection. 
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Table 3. Prediction accuracies of machine learning algorithms used for final model selection. 

ALGORITHM ACCURACY 

K-Nearest Neighbor 51.2% 

Decision Tree 63.7% 

Multinomial Naive Bayes 64.8% 

Support Vector Classification (SVC) 70.1% 

Support Vector Machines (SVM) 70.4% 

Random Forest Classifier 66.5% 

Stochastic Gradient Descent (SGD) Classifier 69.8% 

 
Among the machine learning algorithms assessed, the SVM algorithm emerged 

as the most accurate, with a 70.4% accuracy in classifying U-report SMS text mes-
sages into various categories. The decision tree and multinomial naive Bayes al-
gorithms also performed relatively well, achieving accuracies of 63.7% and 64.8%, 
respectively. However, the K-nearest neighbor algorithm, with a 51.2% accu-
racy rate, proved less suitable for this task. The SVM algorithm was selected as 
the final machine learning model for further analysis. 

5.4. Performance Analysis of the Final Machine Learning Model 

The performance of the final machine learning model in categorizing U-report 
SMS text messages was analyzed and results were used to produce a categoriza-
tion report showing precision, recall, F1 score, and support for each category, as 
well as overall accuracy, macro-average, and weighted-average. The report is 
presented as Table 4 and demonstrates the effectiveness of the SVM model in 
classifying messages into various categories, such as HIV, transmission, symp-
toms, and prevention, among others. The precision, recall, and F1 score for each 
category provide valuable insights into the model’s performance, proving its po-
tential to enhance the categorization process for U-report SMS text messages. 
Also established, are benefits of using the machine learning model over the ma-
nual process in terms of time and efficiency. 

The report reveals the SVM model’s overall accuracy at 70%, correctly classi-
fying text messages into their respective categories. With macro-average and 
weighted-average F1-scores at 68% and 70%, the model demonstrates strong 
performance across all categories. The highest precision and recall scores were 
observed in STIs (94%) and sex and SRH (82%) categories, respectively. A con-
fusion matrix provides a visual representation of the model’s performance, de-
picting true positive, true negative, false positive, and false negative predictions 
for each category. The confusion matrix, shown in Figure 8, enables a deeper 
analysis of the model’s strengths and weaknesses, contributing to the calculation 
of performance metrics like precision, recall, and F1-score. With an overall ac-
curacy of 70%, the model performs well across all categories. To further assess 
the SVM model, it was applied to a new, unseen dataset of 206,625 text messages  
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Table 4. Categorization report for the best model (SVM). 

CATEGORY PRECISION RECALL F1-SCORE SUPPORT 

HIV 0.51 0.62 0.56 60 

Transmission 0.80 0.73 0.76 384 

Symptoms 0.63 0.79 0.70 256 

Registration/Platform Issues 0.66 0.72 0.69 1237 

Circumcision 0.81 0.61 0.69 149 

Sex and SRH 0.67 0.82 0.74 2167 

Other 0.65 0.58 0.61 345 

STIs 0.94 0.81 0.87 1497 

Prevention 0.66 0.59 0.62 1031 

Condoms 0.63 0.59 0.61 643 

Cervical Cancer 0.66 0.62 0.64 793 

Treatment 0.68 0.65 0.66 266 

Masturbation 0.66 0.62 0.64 848 

Testing 0.72 0.61 0.66 500 

Accuracy   0.70 10176 

Macro Average 0.69 0.67 0.68 10176 

 

 
Figure 8. Confusion matrix. 
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Figure 9. 206,625 Zambia U-report SMS messages categorized using the final model. 

 
from November 2012 to July 2019. Categories were distributed as shown in Figure 
9. 

Figure 10 groups the resulting categories by year, showing the distribution of 
messages across categories for each year during the period specified. 

The study revealed that manually categorizing the 206,625 SMS text messages 
dataset would take roughly 2.82 years, based on International Labour Standards 
on working hours. Using the trained SVM model would require only 6.4 mi-
nutes to categorize the messages, amounting to approximately 18.6 milliseconds 
per message. If applied to 5,987,040 messages, the automated model would take 
just 3.1 hours. Demonstrating that the automated method is significantly faster 
and more scalable compared to the manual categorization. Unlike manual cate-
gorization which can suffer from classification inconsistencies, the trained mod-
el produces more consistent results. These advantages make the SVM model a 
more efficient and effective tool for categorizing large unstructured text datasets. 

6. Conclusions and Recommendations 

This research shows that it is feasible to use supervised machine learning to au-
tomate the categorization of SMS text messages on the Zambia U-report plat-
form, achieving 70.4% accuracy and significantly reducing categorization time. 
The study presents a proof of concept, highlighting the potential benefits of em-
ploying machine learning for text classification tasks. By reducing the time spent 
on categorization, National HIV/AIDS/STI/TB Council (NAC) staff can focus 
on more crucial tasks and make quicker, data-driven decisions. 
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Figure 10. Key thematic areas for Zambia U-report messages disaggregated by year. 
 

To enhance the model’s accuracy, continuous training and expansion of the 
model’s training dataset size are recommended. The study demonstrates the po-
tential of leveraging machine learning to strengthen data analysis capabilities 
and facilitate more informed decision-making. 
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