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Abstract 
In this paper, an algebraic method which is based on the groebner bases 
theory is proposed to solve the polynomial functions conditional extreme. 
Firstly, we describe how to solve conditional extreme value problems by es-
tablishing Lagrange functions and calculating the differential equations de-
rived from the Lagrange functions. Then, by solving the single variable poly-
nomials in the groebner basis, the solution of polynomial equations could be 
derived successively. We overcome the high number of variables and con-
straints in the extreme value problem. Finally, this paper illustrates the calcu-
lation process of this method through the general procedures and examples in 
solving questions of conditional extremum of polynomial function. 
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1. Introduction 

In real life, we will encounter additional conditions of the multivariate function 
of the most problem, that the function of the independent variable in addition to 
meeting the conditions in the domain of definition also needs to meet the cor-
responding conditions of a certain. For example: the volume of a certain rectan-
gular box of material saving problem. Let the rectangular body of the length, 
width and height of the three variables , ,x y h , respectively, the volume V must 
determine the length, width and height of the rectangular body, so that in the 
case of a certain volume V surface area 2 2 2S xy xh yh= + +  material most eco-
nomical [1]. Such additionally conditioned extremes are called conditional ex-
tremes. 
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There are usually two methods of conditional extremes: the first: converting 
the conditional extrema into unconditional extrema, which we can find in [2]. In 
many cases, however, the conversion of a conditional extreme value into an un-
conditional extreme value is not so simple. We can see this in [3]. Second, the 
Lagrange multiplier method. This method does not need to convert the condi-
tional extrema into unconditional extrema. Since the Lagrange multiplier me-
thod is necessary for the existence of conditional extrema, the point we find is 
the point where the extrema may exist, and then we have to continue to rely on 
the definite. We then continue to determine whether or not the point is a condi-
tional extreme value point based on the definite or actual meaning. When there 
are many variables and constraints in an extreme value problem, this often makes 
the calculation difficult. 

In this paper, the polynomial equations are converted to an equivalent trian-
gular form by computing the reduced groebner bases under the pure lexicographic 
monomial order, then, the triangular equations can be solved by a successive 
back-substitution manner just like the elimination theory. By this way, the com-
putational effort of solving systems of differential equations is reduced. Finally, 
we give a concrete example to illustrate the calculation. 

2. Preliminaries 

To find the possible extreme value points of the function ( )1 2, , , nz f x x x=   
under the additional conditional polynomial equations: 
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We first make the Lagrange function [4]: 

( ) ( ) ( )1 2 1 2 1 2
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Where ( )1,2, ,i i mλ =   is the parameter, and then find the first order par-
tial derivatives of the Lagrange function for ( )1,2, ,ix i n=   respectively, and 
make them zero. The following sets of polynomial differential equations are ob-
tained. 
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Finally, solve Equation (2) to obtain , 1, 2, ,ix i n=   and , 1, 2, ,i i mλ =  , so 
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that each ix  is the possible extreme value of the function z under the additional 
condition polynomial Equations (1), and then determine whether it is extreme 
according to the actual problem. Therefore, the key to solving polynomial func-
tion conditional extreme value problems is to find the solution to the system of 
polynomial Equations (2), and the application of groebner’s method for its solu-
tion, to bring a great deal of convenience to the calculation. 

3. The Groebner Basis Theory and Solving Polynomials with 
Conditional Extrema 

The groebner bases theory was proposed by Austria mathematician Bruno Buch-
berg in his 1965 doctoral thesis [5]. He used the division algorithm to systemati-
cally study the problem of ideal generators of multivariate polynomial rings over 
a number field. The more abstract groebner basis theory was developed by L.R. 
Obbian in 1986 [6]. Prof. Mulan Liu et al. used the groebner basis theory to 
study linear recursive Lie algebras over rings and to inscribe the structure of li-
near recursive Lie algebras. In recent years, groebner basis theory has been ra-
pidly developed in the fields of algebraic equation solving, polynomial factoring 
and so on [7] [8] [9]. 

3.1. Groebner Basis 

[ ]K Χ  is the polynomials which are defined on the field K with variables  
( )1 2, , , nx x xΧ =  . 

Theorem 1 (Hilbert’s basis theorem) [10]: Denote [ ]I K⊂ Χ  as an ideal, 
each ideal [ ]I K⊂ Χ  is finitely generated, there exists 1 2, , , lg g g I∈ , 

[ ]1
1

: , ,
l

i i l
i

I h g h h K
=

 = ∈ Χ 
 
∑  . And where 1 2, , , lI g g g=  . 

Definition 1: Let { }1 2, , , nG g g g=   denotes a groebner base of I under a 
mono mial order, if [ ]f K∀ ∈ Χ , then 

[ ] [ ] ( ), 1, 2, , , .iLt f c Lt g i n i n= ⋅ = <  

where ig  is a nonzero polynomial, [ ]Lt f  and [ ]iLt g  denote the first terms 
of f and ig  respectively, c is an arbitrary constant. 

According to the theorem 1, there is a groebner bases consisting of finitely 
many polynomials for the ideal I. Generally speaking, the groebner basis de-
pends on the choice of monomial order, in other words, different monomial or-
der generate varying groebner bases. The basic concept of monomial order can 
be found in [11], here we will just introduce another definition and theorem 
which are necessary. 

Definition 2 [12]: Denote [ ]I K⊂ Χ  as an ideal, [ ]V I  represents the set as 
following: 

[ ] ( ){ }: , 0 .n
i iV I x K f I f x= ∈ ∀ ∈ =

 

where ( )1 2, , , nx x x x=  . It easy to see that [ ]V I  is the zero set of the ideal I. 
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For a non-zero ideal, although it contains infinite different polynomials, the zero 
set [ ]V I  is determined by finite polynomial equations. 

Theorem 2: [ ]I K⊂ Χ  is an ideal, { }1 2, , , lG g g g=   is the reduced groe- 
bner bases of I under the pure lexicographical monomial order, where  

1 2 nx x x> > > . For any 0 1l n≤ ≤ − , the set [ ]1 2, , ,l l l nG G K x x x+ +=    is 
the groebner basis of the elimination ideal lI . 

Proof. Obviously, [ ] [ ]1 2 1 2, , , , , ,n nG K x x x I K x x x⊆    . Assuming that 
there is ( ) [ ]1 2 1 2, , , , , ,n nf x x x I K x x x∈    holds. Due to G is the groebner 
bases of I, ,1ig i l∃ ≤ ≤ , ( ) ( )iLt g Lt f . Under the pure lexicographical mo-
nomial order, we can get the result of [ ]1 2, , ,i ng G K x x x∈   . And finally, ac-
cording to Hilbert’s basis theorem, [ ]1 2, , , nG K x x x   is the groebner bases of 

[ ]1 2, , , nI K x x x  . 
Theorem 3: [ ]1 2 1 2, , , , , ,s nI f f f C x x x= ⊂   and 1I  is the first elimina-

tion ideal. For any 1 i s≤ ≤ , ( )1 2 1, , , iN
i i nf g x x x x=  . Where 0iN ≥ ,  

[ ]1 2, , , , 0i n ig C x x x g∈ ≠ . Assuming that we have a partial solution  
( ) ( )2 1 2, , , , ,n sa a V g g g∉  , then there exists 1a C∈ , ( ) ( )2 , , na a V I∈ . 

Proof. The ideal I in the polynomial ring [ ]1, , nK x x  is generated by the 
polynomial ,f g , i.e. ,I f g= . Where 

[ ]
0 1

0 1 0 0 2
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, 0, 0, , , , .
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m i i n

f a x a

g b x b a b a b K x x

= + +

= + + ≠ ≠ ∈



   
Denote [ ]1 2 , , nI I K x x=    be the first eliminative ideal of I. We let c be a 

vector such that ( ) [ ]2 1, , nc c c V I= ∈


 . If ( )0a c  and ( )0b c  are not at the same 
time zero, then there exists 1c K∈ , such that ( ) [ ]1 2, , , nc c c V I∈ . Clearly there 
is 1, ,Nf g x f f g+ ⊆  holds. 

Another aspect, ( )( )1 1 1,N N Ng g x f x f f g x f= + − ∈ + , so we can obtain that

1, , Nf g f g x f= + , N Z +∈  holds. When taking N to be sufficiently large, 
there is ( )1 11deg degN

x xg x f g+ >  holds. Therefore ( )1 0
NLc g x f a+ = ,  

( )0 0a c ≠
 , where ( )1

NLc g x f+  denotes the first coefficient of the polynomial  

1
Ng x f+ . Then, 1c K∃ ∈ , ( )1, 0f c c =

 , ( ) ( )1 1 1, , 0Ng c c c f c c+ =
  . 

Hence ( )1, 0g c c =
 . 

Theorem 2 and 3 are also known as the elimination theorems. It guarantees 
the continuous separation of variables ( )1 2, , , nx x x . In other words, in the 
monomial order of a pure dictionary, the reduced groebner bases G under is al-
ways in the following triangular form: 
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Thus, the process of solving a polynomial equation generated by Lagrange func-

tions can be divided into two steps: first, to calculate the groebner basis of a differen-
tial equation under the pure lexicographical monomial order of 1 2 nx x x> > > ; 
and second, to solve the triangular polynomial equations by solving the last and 
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acquiring its solution, then to replace each polynomial equation with the penul-
timate polynomial equation and repeat the process until the first one is solved. 
In this way, we could ultimately obtain all the possible solutions of the differen-
tial equations. 

3.2. Example of Demonstration Solving Process 

Therefore, the key to solving the conditional extreme value problem of poly-
nomial function is to find the solution of polynomial Equation (2), and the ap-
plication of groebner method for its solution provides a great deal of computa-
tional convenience. An Example is given below. 

Consider the standard equation of the ellipsoidal surface: 

( )
2 2 2

2 2 2 1, 0, 0, 0 .x y z a b c
a b c

+ + = > > >
 

where variables , ,x y z  denote the horizontal, vertical and vertical axes of the 
ellipsoidal system of right angles in space separately, and , ,a b c  are arbitrary 
positive constants. Find the largest volume of the rectangular body that is inter-
nally connected to the ellipsoidal plane. Let ( ), 0, 0, 0V x y z x y z= ⋅ ⋅ > > >  re- 
present the size of rectangular box [13]. 

Make a Lagrange function: 

( )
2 2 2

2 2 2, , 1 .x y zL x y z xyz
a b c

λ
 

= + + + − 
   

where λ  is the parameter. The system of polynomial differential equations is 
obtained by finding its partial derivatives with respect to , ,x y z  and making 
them zero: 

2

2

2

2 0

2 0

2 0

L xyz
x a
L yxz
y b
L zxy
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∂
= + =∂
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∂
= + =
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                      (3) 

We now consider to solve polynomial Equation (3) using the groebner based 
approach: 

2
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 ⋅ + =

 ⋅ + =
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The above system of equations has only a limited number of solutions and the 
ideal can be calculated: 
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2 2 2

2 2 2 2 2 2

2 2 2, , , 1x y z x y zy z x z x y
a b c a b c
λ λ λ

⋅ + ⋅ + ⋅ + + + −
 

In the pure lexicographical monomial order, the symbol computing software 
Maple or Mathematic can calculate the reduced groebner bases as follows: 

2
2 2 2

12 1 2 1 2 1 21 , , ,G x y z
a abc b abc c abca b c

λ λ λ λ = − + + + +  
 

Solve from equation 2
2 2 2

121 0
a b c

λ− + =  to obtain 
2 3
abcλ = ± . 

Then substitute λ  to the equation of (3),and abandoning solutions that do 
not satisfy the constraint that ,x y  and z are all variables greater than zero, there 
are three solutions: 

, , .
3 3 3

a b cx y z= = =
 

Thus, the volume of a rectangular body with length 
3

a
, width 

3
b

 and 

height 
3

c  is the largest among the rectangular bodies connected internally to 

the ellipsoidal plane, and its value is 8
3 3
abcV = . 

4. Conclusions 

In this paper, a groebner bases based method has been proposed to solve the po-
lynomial functions conditional extreme. Comparing with the traditional direct 
method of solving systems of differential equations, this method has the follow-
ing two main advantages: 

1) No need to determine directly whether the system of polynomial differen-
tial equations has solutions or not; 

2) All the solutions can be found with significant savings in computational ef-
fort to solve especially when there are many variables and constraints in the 
conditional extreme value problem. 
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