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Abstract 
The paper’s objective is to easily search data and integrate all data sources or 
tools into one place for people to identify issues in visualizable ways based on 
correlating multiple data sources. On the other hand, we would use Splunk to 
build customized dashboards depending on critical success factors (CSF) and 
critical-to-quality (CTQ) from a single “pane of glass” that gives us a power-
ful search engine in root cause analysis, data analytics, and integration of 
multiple logs. In the paper, we introduce various methods to integrate all data 
sources or tools into one place for authorized users to access and view all of 
them from a single screen. Typical dashboards are designed based on moni-
toring log files, viewing the trend of hung threads of a server, or tracking re-
cent changes and critical incidents. Furthermore, we offer customizable 
dashboard functionality for different technical departments to smoothly work 
on their complex daily tasks. To analyze huge data results from the Splunk 
searching tool, we could annotate the data stream with metadata keys includ-
ing host, server, source, source type, and index. However, some limitations 
and disadvantages are in the Splunk tool. Therefore, we provide different 
scenarios that could make Splunk run slowly. Then, we not only discuss what 
root causes exist in Splunk itself or inside of companies themselves but also 
describe what aspects of Splunk still need to be improved. Finally, we could 
take advantage of Splunk to build various functional dashboards to get a 
quick view of overall system health, application performance, and end-user 
ramifications for fulfilling business purposes. Additionally, we summarize 
beneficiations using Splunk and discuss current related works on Splunk tool. 
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Performance 

 

1. Introduction 

As database management is growing day by day, most people want to find a tool 
to be a powerful search engine to has features including root cause analysis ca-
pability, data analytics, and integration of multiple logs for server data. At the 
same time, they want to find a way of an effective tool to help identify various 
technical issues in a quicker way, which could be a way of correlating multiple 
data sources. Their main purpose is to easily search data by a simple query and 
integrate all data sources or tools into one place for authorized users who can 
access all of them from a single screen. On the other hand, using this tool is not 
only to build a high-end dashboard through which people can monitor critical 
success factors and critical quality from a single screen but also to track recent 
changes and critical incidents. As a result, the Splunk engine tool is a good tool 
for most people to design and create customizable dashboards for monitoring 
kind of servers in different environments. Additionally, they could proactively 
investigate notable events for alert creations when a metric falls below the 
SLA/KPI for specific services. 

Former researchers may face challenges in detecting and interpreting security 
threats amidst a large volume of log information because they need to stay up-
dated on evolving attack techniques and security trends. It is difficult to correlate 
log information from various sources to identify the root cause of technical is-
sues since advanced analytics techniques are needed to predict and prevent fu-
ture system failures. For analyzing business-related logs such as website traffic, 
sales transactions, and customer interactions, former researchers may deal with 
data quality issues in missing and inconsistent data that would affect the accu-
rate analysis. The challenge in integrating data from multiple sources is to gain a 
comprehensive understanding of business operations. There may be a privacy 
and security issue for previous researchers who want to analyze healthcare data 
such as electronic health records (EHRs), medical device logs, and patient mon-
itoring data. To identify disease outbreaks, optimize healthcare operations, and 
improve patient care, they have to develop advanced analytics models to extract 
complex and heterogeneous healthcare data. Development of scalable and effi-
cient data processing pipelines is difficult in monitoring environmental condi-
tions, and improving efficient operations when previous researchers handle large 
volumes of streaming data generated by Internet of Things (IoT) devices such as 
smart appliances, sensors, and actuators in real-time.  

2. Design a Dashboard Based on Log Files to Help Identify 
Processes are Updated or Not 

To help identify whether system processes are updated or not, we design a 
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dashboard to monitor local files such as syslog files, and config files. It is a sys-
tematic way to bring new data sources into Splunk and then break them into 
events based on timestamps.  

For dashboard design, firstly we need to understand specific requirements in-
cluding monitoring processes, updating constitution to process, and information 
of log files as indicators of update. Data collection and ingestion is the second 
step to collect and index the log files including the relevant data about the 
processes an end-user wants to monitor. Then, the user needs to make sure the 
structure facilitates easy extraction and analysis of log data. Building search and 
query is to identify changes or updates to defined processes based on the criteria 
in the defined requirements and to extract the relevant information from the log 
data when writing Splunk queries. Data visualization is to design charts, graphs, 
and tables for effectively communicating the data extracted from the log files. To 
identify trends and patterns, we would use line charts for trends over time or pie 
charts for distributing updates across processes. Visualization needs to be orga-
nized on the dashboard in a logical and intuitive manner. To design the layout of 
the dashboard, we need to consider specific needs and target audiences and then 
make sure the dashboard is easily navigated and understood. Dashboard capa-
bilities would be used for creating actual dashboard based on the designed 
layout. Configured visualization would reflect the output of the search queries 
and update in real-time as new ingested log information. Dashboard testing is to 
accurately reflect process status and identify corrected updates. We would make 
sure designed dashboard that meets users’ needs from the validation process. 
Depending on targeted users or stakeholders, we would deploy the dashboard 
and monitor it regularly so that the function is kept correctly. Throughout the 
design process, we would use users’ feedback and changing requirements to ite-
rate and refine the dashboard to make sure it remains effective for identifying 
updated processes. Splunk is not only a purchased product for big enterprises 
but also a powerful platform that collects and indexes server data from virtually 
any source in real-time. There are kinds of data which could be syslog, tools logs, 
any type of custom logs, server access logs, etc. We could use Splunk to give us a 
view of all this server data in one timeline to identify whether system processes 
are updated or not. Finally, we could report on, analyze, save, and export this 
data, and share it with other related IT departments. 

For searching specific server data, we could start typing like any search en-
gine, add a clicked term to the search bar, and exclude a clicked term from the 
search by pressing Alt + Click combination buttons, etc. as basic search methods 
in Splunk. Moreover, relative time, real-time, and custom time are three-time 
pickers in Splunk for different searching purposes. (See Figure 1) 

3. Design a Dashboard Based on Viewing the Trend of Hung 
Threads of a Server 

To detect hung threads for Java virtual machine, we try to design a dashboard in 
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Splunk based on analysis of the Java thread dump and the WebSphere Syste-
mOut.log files. (See Figures 2-6) Since a hung thread is a thread that could be 
blocked by a blocking call. We could use Splunk to receive output messages from 
SystemOut.log files which simply indicate that a thread may be hung or a pre-
viously reported hung thread completed its work. [1] 

4. Design a Dashboard Based on Tracking the Recent 
Changes and Critical Incidents 

To track recent changes and critical incidents for production servers, we specifi-
cally designed a dashboard in Splunk that must follow a common information  
 

 
Figure 1. Search page in the Splunk. 

 

 
Figure 2. Search page in the Splunk. 
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Figure 3. Search page in the Splunk. 

 

 
Figure 4. Customizable dashboard based on log files. 

 

 
Figure 5. Hung threads dashboards for JVM. 
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Figure 6. Designed dashboard based on system module log. 

 
model to log information about IT systems because this is an industry standard 
to help enable log aggregation tools like Splunk to utilize data in standardized 
dashboards, alerts, and other knowledge artifacts quickly and easily. To effi-
ciently operate a production system, it is critical to choose the correct log levels 
for a message Splunk. For example, there are kinds of log levels including Error, 
WARN, INFO, DEBUG, and TRACE which stand for different meanings in 
Splunk. Error message always indicates unhandled or fatal exceptions, including 
failed business logic. This mostly triggers when service is interrupted. For 
WARN messages in Splunk, they are handled as non-fatal exceptions, execution 
of the process was able to continue but in a compromised state such as failure to 
meet NFR (non-functional requirement). The main reason is we always use NFR 
to specify criteria for making judgments of operations of a system, rather than 
specifying behaviors or functions. In a production environment, every transac-
tion should have logs as the outputs which could be informational messages. Es-
pecially, process entry and exit, key sub-transactions, status of any external calls, 
and transaction summarization are treated as key information. For DEBUG 
message, it is similar to info but with further depth in that may often be turned 
on in production to allow additional debugging. We typically use the TRACE 
message for the most detailed level of logging in the preproduction environment. 

Additionally, if there is not enough data available at the INFO level, live mon-
itoring and forensic research info incidents and poor performance will be se-
verely compromised. Therefore, choosing the correct log level leads the support 
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team to run services in DEBUG instead of finding key messages they need to 
operate the system, incurring additional costs. Conversely, if too much informa-
tion is emitted at INFO, the performance and storage costs of logging may be 
higher than is necessary. (See Figures 7-9) 

 

 
Figure 7. Customizable dashboard for recent changes and status. 

 

 
Figure 8. Splunk dashboard based on incident count by device group and type. 
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Figure 9. Splunk view dashabord based on incident priority matrix. 

5. Annotate the Data Stream with Metadata Keys 

In Splunk, there are 2 important default fields including indexes and source-
types. For instance, sourcetype = radius5, and index = netcool. (See Figure 10) 

The date/time stamp field is what Splunk uses as the time field, otherwise, it 
will use the time the data was indexed. So, if an IT administrator queries data 
from yesterday, he does not have a time field, it will index it with today’s date. 
Because incoming “machine data” is given a distinct source type based on where 
the data comes from. This data is then started in an index. What’s more, roles 
are granted access at the index level. Only administrators could have access to 
the indices that contain the data that they are authorized to see. Otherwise, the 
indices that unauthorized users don’t have access to will be invisible, along with 
the data stored inside since those who may be restricted to a certain app in 
Splunk. Such as created date, modified date, last updated date, etc. are time-
stamps in Splunk. 

On the other hand, we need to pay more attention to the names of fields when 
trying to use them to search in Splunk in that is case sensitive so that they must 
match how it is defined in Splunk.  
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Every authorized user may have various fields depending on what data he has 
access to. 

Generally, when we use particular fields to search data in Splunk, it should be 
a faster search because it is doing a metadata search rather than digging into 
events. For example, host = fcvas4217, and syslog id = “LINK-3-UPDOWN” are 
treated as particular fields to be searched in Splunk. (See Figure 11 and Figure 
12) 

The more descriptive the name, the easier to find and share later. If you name 
it with one of several reserved terms, it will automatically be saved under the 
“Searches and Reports “folder in Splunk such as Netcool, RADIUS, Wireless, etc. 
Please do not use your name or ID in the name field in case you ever want to 
share it. The timeframe of your search is saved along with the parameters, so 
best to include in the name the last 24 hours, etc. 

 

 
Figure 10. Default field: sourcetype. 

 

 
Figure 11. Syslog id field. 
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Figure 12. Saving searches. 

6. Analyze Root Causes Based on Operational Metrics 

To analyze what root causes, make Splunk run slowly, we will specifically explain 
different scenarios based on operational metrics. 

Sometimes, if you find some executive commands of Splunk commands take 
more than ten or so seconds to complete, they indicate an issue on the shared 
storage so please try using basic commands in Splunk to search. In the Splunk 
searching tool, any search taking over 30 seconds to return is standing for a slow 
search. If that case happened, we could validate whether the mount point is 
healthy by running some commands outside of Splunk when slow problems are 
only searches. There may be some results from looking in metrics for two to five 
minutes before and after the period of the slowly running search. The first one is 
this period is high which has SoS installed, and then we need to make sure a sys-
tem load is not seen by us from CPU graphs on SoS in the same period. When 
this issue was caused by search load, we could have seen high CPU usage during 
that period of slow search. [2] 

When specific departmental administrators want to use business criteria to 
judge the operation of a system, they must follow non-functional requirements 
which are not behavior or functional specifications to their application but are 
operational metrics. These measurable values demonstrate how effectively their 
application or system is achieving key business objectives. Therefore, key per-
formance indicators and critical success factors are both as important operation-
al metrics.  

In Figure 13, “Translations by Type” is the key performance indicator that 
has 4 different types of translations based on the last 24 hours. We would see 
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how long each of types of translations finished process and know which typed of 
translation had huge volumes in the translation services. In Figure 14, we would 
see average performance for bomlines per hour based on last 30 days of 2019 
within 5 source sites. We would know how many accumulated numbers of bom-
lines had been built based on the five source sites. From these multisite metrics, 
we would see which source site has the highest volumes of bomlines built within 
30 days and which one had the lowest volumes of accumulated bomlines. 

7. Analyze the Limitations and Disadvantages of Splunk 

For big business enterprises, they would like to use Splunk as a data analyzer, a 
way of correlating multiple data sources, or a metrics generator. However, 
Splunk has also kind of limitations and disadvantages. Small or middle-size 
companies, have to maintain a lot of resources which are required by Splunk 
since Splunk is not only very expensive to them but also requires a well-skilled 
technical team of employees to work on the Splunk platform. To use Splunk ef-
fectively, people need to have onboarding and special training to learn SPL 
(Splunk Processing Language). [3] 
 

 
Figure 13. Engineering translations service metrics. 

 

 
Figure 14. Multiple metrics for different site performance. 
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In the IT infrastructure field, it is hard to implement Splunk in that is difficult 
to look at data integrity and data quality. Splunk has not developed any auto-
mated alerting with a new data integrity feature to automatically notify adminis-
trators when some users have changed something but only has deployed a script 
on their indexers to check the integrity of all indexes with the Splunk CLI com-
mand in the inputs.conf. [4] 

If searching data over a long-time range or a large amount of data, Splunk 
would have a very slow query speed. Many developers always complain about 
searching speed from Splunk so they have to limit the amount of data retrieved 
from the disk range by setting a narrow time window. [5] In other words, Splunk 
is inability to handle large amounts of data but must use the most specific terms 
in users’ search that they can. 

The setup process is complex for Splunk enterprise inside docker containers 
because it requires the user’s current system to meet kind of requirements before 
trying to deploy it to their existing system such as supported operating systems, 
hardware requirements, disk volumes, supported file systems, and storage re-
quirements, etc. [6] 

The model of licensing could become expensive due to the increasing volume 
of data which is one of the significant drawbacks of Splunk. Resource intensive 
would be one of the features based on hardware requirements and operational 
overhead. For large-scale deployments, it may require significant hardware re-
sources to deploy and maintain a Splunk instance. Expertise and ongoing effort 
would be required to manage and optimize Splunk configurations and searches. 
There is a steep learning curve for new users to the Splunk platform because they 
are not familiar with search query languages such as Splunk Processing Lan-
guage (SPL). Time-consuming would be in both of training and onboarding 
processes for new users. Performance issues may have existed in large volumes 
of data or complex search queries even if Splunk has robust indexing capabili-
ties. The more volumes of data ingested; the more indexing performance de-
graded. As a result, longer search times and potential delays are to obtain in-
sights from log information. Data silos may be from Splunk which is a separate 
platform in analyzing logs and requires extra effort and customization to inte-
grate with other systems or tools. It is difficult to get a unified view of data across 
the organization based on fragmented data management practices. For highly 
regulated industries, security and compliance features of Splunk may not meet 
their requirements of operations within organizations. Extra investments and 
configurations may be requirements for compliance with relevant regulations 
and implementing robust security measures. Vendor lock-in is from adopting 
Splunk when business organizations heavily dependent on Splunk to analyze and 
monitor logs. There is a challenge to switch to an alternative solution since the 
organization has significant investment in Splunk infrastructure and training. 
Specific requirements and use cases would make the availability of support be 
the difference in a large and active user community of Splunk. Timely support 
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and expertise would be issues in troubleshooting problems and optimizing 
Splunk deployments. 

8. What Aspects of Splunk Need To Be Improved 

There are some kind of aspects in Splunk I have to say since Splunk is hard to 
compare two or more times series data in a single graph. Moreover, we cannot 
search and make suggestions on Splunk commands as we are typing on the 
search windows. Splunk requires some learning to use all of its features but for 
most businesspeople, maybe it is hard to easily understand its SPL during 
short-term periods. Therefore, Splunk should make the dashboard and reports 
less technical for kind of non-technical users to get more value from this tool. 
On the other hand, Splunk processing language goes very deep so if we want to 
do some advanced formatting or statistical analysis, there is a bit of a learning 
curve. During that time, we have to pay for Splunk training to learn this special 
language to manipulate our data. [7] 

Splunk needs to integrate AI to understand its system logs. Splunk alerting 
should be based on auto-learning. Due to module-driven in Splunk, we have to 
constantly add modules and costs to get newer functionality. In addition, Splunk 
lacks offline and email features. There is not only an easy way to back out inte-
grating a log that suddenly balloons a user over their license limits but also does 
not have an easier way to help themselves parse log types which means an ad-
ministrator must be able to tell Splunk how random log is formatted. Otherwise, 
they only have limited ability to search on random logs. 

Even if Splunk as a searching tool exists in the IT field, we still have to read 
through a lot of documentation to find the right answers we are looking for and 
sometimes we do not find them. As a result, the helping function in Splunk still 
needs to be improved to be more intuitive. There are not many tools or features 
for customization in Splunk reporting such as adding font options and colors for 
graphs, graphics, and text so that stops us from easily making important reports 
or panels at the top of the Splunk dashboard. I think Splunk should improve 
functionality to give users more opportunities such as adding URL links to other 
related dashboards or offering kind of smart ways for users to emphasize their 
important data in their customizable dashboard. 

When it comes to the visualization capabilities of the Splunk dashboard, we 
should use kind of development tools such as XML, JavaScript, and CSS to im-
prove its visualization functioning. 

9. Current Related Works on Splunk Tool 

For the Splunk tool, I want to introduce some related works about it. First of all, 
Fred Speece discussed using Splunk as their SIEM for a Windows majority net-
work when their InfoSec team worked with Active Directory in an organization 
with an immature security posture preparing for the first Penetration Test since 
Splunk could alert on abnormal behavior. Secondly, Cisco enterprise talks about 
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how their Cisco HyperFlex systems are working with Splunk to gain an easy, 
fast, and secure way to analyze massive streams of data generated by information 
technology systems, security devices, and technical infrastructure. The main 
reason is Splunk tool could monitor and analyze data from any source such as 
computing, storage, and networking activities; service health; firewall access; and 
customer clickstreams and call records. Finally, Splunk could turn ma-
chine-generated data into their specific business insight. [8] 

To explain how we could improve our security posture, Splunk enterprise po-
sitively uses Splunk software as their SIEM for supporting the full range of in-
formation security operations including posture assessment, monitoring, alert 
and incident handling, CSIRT, breach analysis and response, and event correla-
tion. In addition to detecting known and unknown threats, they introduce how 
Splunk software could investigate threats, determine compliance, and use ad-
vanced security analytics for detailed insight. [9] 

To correct and index any machine data, Splunk enterprise offers a leading 
platform for real-time operational intelligence to deliver new levels of visibility, 
insight, and intelligence for information technology and the business since 
Splunk software would be treated as software as a service (SaaS) offering which 
could be able to read data from virtually any source such as network traffic or 
wire data, web servers, custom applications, application servers, hypervisors, 
GPS systems, stock market feeds, social media, sensors and preexisting struc-
tured databases. Then, we could learn to know what is happening in real time 
and would be given by deep analysis of what’s happened across our IT system 
and technology infrastructure so that we could make informed decisions. [10] 

For example, Oracle Enterprise collects data from Oracle ZFS Storage Appliance 
based on a Splunk infrastructure which is allowed to distribute the load of col-
lecting the data and configures Splunk Enterprise for indexing the data in that is 
an operational intelligence platform for many firms to gather machine data from 
kind of resources. [10] [11] As a result, Splunk is not only used to monitor the 
end-to-end infrastructure to help avoid service degradation and to troubleshoot 
different problems like performance bottlenecks but also offers predictive analy-
sis tools for helping determine resources may be overburdened. 

As users’ applications and infrastructure change, Splunk company provides us 
with a proactive monitoring tool, which is called Splunk software to support 
those changes since Splunk software can collect, index, and analyze the users’ 
machine data, and then programmatically search for anomalous events and de-
rive aggregate measures based on multiple events or queries. Finally, these could 
be aggregated and summarized on performance dashboards tailored to different 
constituencies. 

10. Summary of Beneficiations of Using Splunk 

Using Splunk is to collect and index any syslog, tools logs, any type of custom 
logs, server and device access records, monitoring events, change control 
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records, and incident record data from virtually any source in real time because 
Splunk could give us a view of all these data in one timeline, or a single “pane of 
glass”. Moreover, we could not only use it to analyze, save, and export data and 
share them with others, but also provide customizable dashboard functionality. 

We could take advantage of Splunk in building different functional dash-
boards to get a quick view of overall system health, issue areas, and end-user ra-
mifications for fulfilling our business purposes. For web analytics dashboard, is 
used for analyzing usage trends and performance. The incident notification 
dashboard is an alert when services are broken. The cyber security anomalies 
dashboard is to read huge network logs. [12] For example, with Splunk, one 
team member could be able to have a possible root cause within one business 
day for a wireless network outage. Because Splunk not only allows us to allow 
those closest to the problem to quickly search all data, in one single app, but also 
helps us save on hours spent troubleshooting and quickly provide the most ac-
curate data to vendor support cases. 
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