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Abstract 
The main goal of this article is to give optimization methods of the algorithms 
of the Recommender System in calculation acceleration and accuracy based 
on mathematical theory. We first introduce the Collaborative Filtering Algo-
rithm and the similarity function used in this algorithm. Both the weakness 
and the strength of two different mathematical distance used to describe the 
similarity will be illustrated detailedly in this article. And both nonparametric 
and parametric methods will be applied to improve it. After that, we intro-
duce BM25 Algorithm in search engines and accommodate it to Recom-
mender System. In this article, we will give the result of performing quantile 
estimation in Collaborative Filtering Algorithm on the MovieLens Datasets. It 
is shown that it not only skips the classification process and thus accelerates 
calculation but also gives accurate recommendation results. 
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1. Introduction 

Nowadays, with the popularity of platforms that provide e-commerce service 
and short video, the need of accurate and fast Recommender System is surging. 
Given this background, the research of the Recommender System has great sig-
nificance. Original research of this field hasn’t applied optimizations based on 
mathematical theory like quantile estimation in Recommender System, which 
can skip the classification process or at least reduce the time spend on the classi-
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fication process.  
Generally, Recommender System is used to sift out desirable messages from a 

large amount of data based on some algorithms. The algorithms like algorithm 
applied for ranking, the algorithm applied for filtering are the core of a recom-
mender system. If we ignore the algorithms’ mathematical principles, the speed 
and the accuracy can be unpromising.  

In order to group users that have similar preference to improve efficiency, we 
need to quantify the degree of similarity between them according to mathemati-
cal distance and similarity function. After several determinant aspects are chosen, 
user’s preference can be simplified into a vector. Based on the vector, the com-
parison of the variety of algorithms can be conducted. The idea above leads to 
this short article: algorithms based on Mathematical statistics not only help to 
accurately filter out large amounts of useless data but also decrease the time used 
to calculate in the ranking process.  

2. Implementation of Recommender System  

In this chapter, we are going to introduce the most basic Recommender System 
Model.  

The Recommender System generally consists of two modules: Offline Algo-
rithm Module and Real-Time Algorithm Module.  

The Offline Algorithm Module trains several models including ranking model 
based on historical data and generates offline preference result. The Offline Mod-
ule typically updates the data everyday. Since it has 24 hours to compute the 
preference, the concrete algorithms in this module can be complicated.  

The Real-Time Algorithm Module collects latest data and then modifies it 
with the feedback from the Offline Algorithm Module.  

Figure 1 below is an example of the implementation of Recommender System 
in video application. 

In the rest of this article, we will focus on the Real-time Algorithm Module, 
introducing its basic algorithm and giving potenially feasible optimization me-
thods. 

3. Real-Time Algorithm and Improvements Based on  
Mathematical Principles  

3.1. Collaborative Filtering Algorithm  

Collaborative Filtering Algorithm is the most widely used algorithm in Real-Time 
Algorithm Module. It first divides users into certain groups by their historical 
preference similarity and then gives latest recommendation based on other group 
members’ feedback.  

3.1.1. Implementation Process 
Firstly, we determine several aspects that are enough to describe users’ prefe-
rence by assumption. Then we collect users’ data of predetermined aspects to 
form a vector for each user.  
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Figure 1. Example of the implementation of Recommender System 
in video application.  

 
Secondly, we choose an appropriate mathematical distance to measure the si-

milarity of users’ preference. Below are two commonly used mathematical dis-
tances from [1]: 

1) Euclidean Distance  

( ) ( ) ( )22
1 1, = − + + +A B E n nd a b a b   

where ( )1, ,=A  na a , ( )1, ,=B  nb b  
2) Mahalanobis Distance  

( ) ( ) ( )T 1, −= − −A B A B S A BMd  

where 1−S  is the sample covariance matrix. 
Then we use the similarity function to measure the similarity of different us-

ers:  

( ) ( )
1,

1 ,
=

+
A B

A B
sim

d
 

Lastly, we give preference similarity based on the similarity distance between 
users. The larger value the sim() funtion returns, the more similar the users’ 
preference.  

3.1.2. Weakness and Strength of Two Mathematical Distance 
The Euclidean Distance is easier to compute, since it only involves the operation 
of subtraction, addition, square and square root.  

However, since Euclidean Distance equates the importance of all components, 
the less significant component might deviate the measured similarity from the 
true one. To fix this incommensurate value problem, we need to look no further 
than the standardization process.  
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Moreover, the result might be influenced by the component that has domi-
nant absolute value. For example, 10 mm height gap and 10 cm height gap are 
totally different in percentage change of height but they are viewed as the same 
in Euclidean distance.  

The Mahalanobis Distance uses the sample covariance matrix to minimize the 
correlation between different components and assigns weight to different com-
ponents to indicate its importance.  

However, since the inverse of sample covariance matrix is hard to calculate 
and may not exist, we shall be careful when using Mahalanobis Distance. 

3.2. Optimization of Filtering Algorithm  

Though Collaborative Filtering Algorithm can reflect users’ preference compre-
hensively, its processing speed is always unsatisfactory, which inspires us to op-
timize it with mathematical principles.  

The first problem is that we need to classify the outcome of relevance accord-
ing to the collaborative filtering algorithm. To reduce the time of classification 
and to accelerate the calculation, we need to find a possible and rational stan-
dard. The two main problems are listed below.  

The second problem is that individual with different magnitude level will re-
sult in bias towards high similarity value. To obviate this bias, the Collaborative 
Filtering Algorithm should choose the Mahalanobis distance to guarantee the 
accuracy, and choose Euclidean distance to accelerate calculation otherwise.  

In this section, we are going to introduce two mathematical statistics’ applica-
tions in optimizing the algorithm.  

3.2.1. Filtering Algorithm with Multivariate Normal Prior Distribution 
With Multivariate Normal Prior Distribution, the sample (long-term historical 
data) also obeys multivariate normal distribution. And since multivariate normal 
distribution can be determined by its first two order moments, all the thing that 
the algorithm has to do is to estimate parameters.  

The PDF of estimated sample distribution is given below:  

( )
( )

( ) ( )T 11
2

1 1
2 2

1, , e
2

−− − −
=

π

X S X

X  m mf x x
S

µ µ
 

Given the predetermined determinant index between 0 and 1 and the esti-
mated parameters, we compare the determinant index with the value of PMF of 
the multivariate normal distribution and assign corresponding weight to com-
ponents to indicate its importance. 

3.2.2. Filtering Algorithm with Quantile Estimation 
The Multivariate Normal Prior Distribution is too strict for most cases. A more 
widely used method is not to have a prior assumption and use the Quantile Es-
timation. To make formulas simple, we only consider unidimensional situation. 

We first give some theoretical foundations about Quantile Estimation:  
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1) p-Quantile Point ξ p   

( )
( ) 1

ξ

ξ

< ≤

≥ ≤ −

p
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2) Order Statistics of Sample 
If we have sample 1, , nX X  that is independent identically distributed (i.i.d.) 

and we sort it into increasing order and get Order Statistics ( ) ( )1 ≤ ≤ nX X . 
3) Test Statistics 
Naturally, [ ]npX  is an estimator of ξ p . 
To meet with certain significance level needs, we could construct a confidence 

interval using the following result:  

( ) ( )( ) ( )
1

1ξ
−

−

=
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Readers can find more detailed introduction in [2].  
Obviouly, this method doesn’t require any distribution assumptions. However, 

the exactness could be undesirable compared with method with prior assump-
tion.  

Besides, the Quantiel Estimation could also be used in the Offline Algorithm 
Module to modify and verify results of other models. 

3.2.3. Performance of Quantile Estimation in Filtering Collaborative  
Algorithm 

In this section, we will perform Quantile Estimation in Filtering Collaborative 
Algorithm on the MovieLens Datasets. The dataset is detailedly illustrated in [3].  

We choose “toy story” as our “origin” and randomly choose 1000 movies in 
the dataset as our object, and we sample 100 movies randomly and calculate its 
quantile estimation of similarity using the Euclidean Distance, since its relevance 
is given in the dataset, as the population quantile. Set the quantile 0.95, the rec-
ommendations out of 1000 movies are shown in Figure 2 below. 

 

 
Figure 2. Recommendations by setting quantile 0.95.  
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Now we choose 6000 movies as our object, and we sample 1000 movies to es-
timate the quantile. Set the quantile 0.99, the recommendations out of 1000 
movies are shown in Figure 3 below. 

Given the results, clearly this method has two advantages. One is that the 
number of recommendations is controlled by the choice of quantile, and it’s es-
pecially important when the dataset is large. Another is that the results are 
mostly animations and comedies, which are reasonable recommendations. But 
with the Quantile Estimation method, the movie “toy story2” has similarity val-
ue of 0.1229625, which is too low considering its relation with topic “toy story”. 
In order to fix this problem, we will introduce the concept of corpus and an al-
gorithm used in the search engine and try to accommodate it to our problem in 
the next chapter.  

In order to give an intuitive result of the use of corpus, we use tags given by 
the dataset to perform a similar quantile estimation. For each movie, the dataset 
provide 1128 tags to describe it. We use the Euclidean Distance to describe the 
similarity and set quantile 0.99, with confidence level of 80%, we have the confi-
dence interval of 0.99 quantile: [0.8925, 0.964]. We choose 0.964 the estimation 
of 0.99 quantile, and the corresponding recommendations are shown in Figure 4 
below.  

The recommended tags describe “toy story” well. 
 

 
Figure 3. Recommendations by setting quantile 
0.99.  

 

 
Figure 4. Recommendations by 
setting quantile 0.99 with con-
fidence level of 80%.  

https://doi.org/10.4236/oalib.1110281


F. Chen et al. 
 

 

DOI: 10.4236/oalib.1110281 7 Open Access Library Journal 
 

3.3. BM25 Algorithm  

In this section, we are going to introduce BM25 Algorithm used in search en-
gines and try to apply it in the Recommender Algorithm System.  

3.3.1. Corpus and Sentence Division 
We first introduce the Corpus and Sentence Division, foundation of BM25 Al-
gorithm. 

Corpus means the collection of text and Sentence Division means to divide 
sentence according to certain rules. Corpus and Sentence Division is important 
for search engines. If the sentence is divided into too small parts, the number of 
individuals with the same meaning will be larger, and personalized degree may 
not be guaranteed. A very commonly used standard is to categorize by synonym, 
antonym and idiom.  

TF-IDF (Term Frequency-Inverse Document Frequency) is often used to ex-
tract keywords from articles. It can be defined as the calculation of how relevant 
a word in a series or corpus is to a text. The meaning increases proportionally to 
the number of times in the text a word appears but is compensated by the word 
frequency in the corpus. TF represents the frequency of a Term in the Document, 
and the higher the frequency, the more important it is. DF represents the total 
number of Documents that contain this word. The larger the DF, the more 
common the word, and the less important it is. The smaller the DF, the more 
important it is. And IDF is a function of DF, so that the larger the IDF, the more 
important the word. To find more detailed information, readers could refer to 
[4]  

If the frequency relationship between words in the article is that “Blink” > 
“practice” > “conclusion” then we can say that “Blink” is the most important 
keyword for this article. However, if we find that the three words “Blink”, “prac-
tice” and “conclusion” have the same frequency, it does not mean that they are 
equally important as keywords. It is because the total number of blogs contain-
ing these keywords is “Blink” < “practice” < “conclusion”, indicating that “Blink” 
is not that common. But when it appears, it is more important than “practice” 
and “conclusion” for this article. 

3.3.2. BM25 Algorithm 
Based on the information given in Corpus and Sentence Division section, we are 
going to introduce the BM25 Algorithm. We first give its definition:  

( ) ( ) ( ) ( )

( )

( ) ( )
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iq  denotes a certain word or phrase; 
( ),if q D  denotes the time that label iq  appears in file D; 
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D  denotes the length of document D in the text collection from which doc-
uments are drawn; 

1k  and b are free parameters based on the results of Offline Algorithm Mod-
ule; 

Avgdl is the average length;  
Q and D stand for query and document respectively. 
More details about the definition are in [5]. 
Score (Q, D) describes the matching degree of D and Q based on words and 

phrases. Though the BM Algorithm is used in search engines, it has reference 
significance in label recommendation in Recommender System. For example, 
IDF can be used to calculate the weight of label, the number of synonyms in the 
video when giving videos recommendation. 

3.3.3. Optimization Based on BM25 Algorithm 
In this section, we are going to give a potentially feasible optimization method 
based on BM Algorithm in Real-time Algorithm Module.  

Firstly, we shall divide all labels into appropriately small labels and all the 
synonymous labels should be classified into one group.  

Secondly, if we treat all the labels from one object a query in the BM25 Algo-
rithm and all the labels in all the objects a document, and naturally we could ap-
ply the BM25 Algorithm in Recommender System.  

But as mentioned before, we must pay attention to the similarity and impor-
tance of certain labels, whose information generally lies in the IDF. Typically, 
video or other objects’ tags don’t repeat as much as searching for documents. So 
the BM25’s function is enough to satisfy our needs, if given some adjustment. So 
it spires us to devise the score formula based on specific needs. We couldn’t give 
the detailed formula, but only illustrate the potential of this algorithm in Real-Time 
Algorithm Module.  

As for the judgement of the score value, we shall look back to the Quantile Es-
timation in the previous chapter. If the value is larger than value of quantile es-
timation whose standard is predetermined, then the object should be recom-
mened. 

4. Conclusions  

In this article, we analyze the Recommender System in detail, and its related 
mathematical principles in this article.  

In the first part of this article, we first introduce the two modules the common 
Recommender System consists of and how these two modules interact with each 
other.  

Then we dig deep in the Real-Time Algorithm Module. We begin with Filter-
ing Algorithm and its two different mathematical distances, illustrating both its 
strength and weakness. And we give two possible methods to improve the algo-
rithm based on mathematical principles.  

In the last part, we try to take a page from search engines’ book and apply 
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BM25 Algorithm to Recommender System. We have listed basic concepts in-
volved in search engines’ algorithm and given the score function used in BM25 
Algorithm. Based on this, we come up with the several possible modification of 
this function to meet needs of Recommender System.  
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