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Abstract 
The decision tree and neural network models are considered as one of the fast-
est and easy-to-use techniques having the ability to learn from classified data 
patterns. These models can be employed in detecting result anomalies measura- 
ble under normal circumstances on the bases that the student is healthy, had 
no problem and sat for exams. The existing techniques lack merit and integrity 
to efficiently detect irregularities found between student continuous assessments 
and exam scores. The addition of weights and calibrated values aided the learning 
process and addressed the problem facing the existing methods in operation. 
This provided an instance of having suitable control over the objective func-
tion in overcoming the identified problem. The added calibrated value helped 
control wrongly classified data patterns and improved the intelligence of the 
model. In this paper, the K-fold cross-validation test was employed to have a 
better classification report with the best split. This research was aimed to pro-
vide a comparative analysis of neural network and decision tree model for de- 
tecting result anomalies. The functionality of both models was used as a meas-
ure to check against result anomalies. This resulted in 96% and 91% accura-
cy with feed-forward multi-layered neural network and decision tree tech- 
nique. 
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1. Introduction 

Data professionals all over the world are increasingly conducting a systematic 
search on machine learning models. This helps in providing insights and innova-
tive solutions to real-life challenges or problems. The Neural Network (NN) and 
Decision Trees (DTs) are all machine learning methods used by data profession-
als in preference to solve realistic problems. This can also be used to detect ir-
regularities found in student examination results. And this comprises of course 
work, assignment, practical score, test/quiz score as Continuous Assessment (CA) 
and exam scores. These depend mainly on the complexity of the model and the 
problem at hand [1]. Also, NN and DTs use some sets of input data to produce 
output for decision-making [2]. An NN structure comprises of input nodes, mul-
tiple levels of hidden layers and output units that carry out self-optimization 
through learning with each neuron receiving input and performing an opera-
tion. The input accepts data from the external environment process and feeds it 
to the hidden layer and the hidden layer accepts output from the input. The 
hidden layer presents it into a form that can be accepted and interpreted by the 
output layer given to the external environment [3]. The hidden units were in-
troduced as a single layer with feed-forward and back-propagation NN and used 
random weights to present output as input to the output layers [4]. What are the 
NNs generally? Unlike traditional gradient-based algorithms which learn network 
weights slowly and relatively much faster, the NNs also can learn and detect ano- 
malies from classified data patterns to produce the desired result and even though 
a neuron could not respond as required. The process of training and testing of 
NN and DT model places a very huge burden like misclassification error and 
overfitting on the existing methods of operation in detecting CA and exam type 
of anomalies. The limits that defined normal and abnormal behavior of data are 
often not precisely defined for one or more data domains. It occurs due to a lack 
of a well-defined data representation (no standard) which poses challenges for 
both conventional and some machine learning techniques. The arising need for a 
large-scale anomaly detection system made it impossible for existing techniques 
to find outliers (optimal solution) when the volume of training data increases 
significantly. The aim of this paper is to build a comparative analysis of a NN 
and DT model for detecting students’ result anomalies. This model will be de-
veloped based on the condition that the student is healthy, had no problem and 
sat for exam [5] and the functionality of both models will be used to check against 
result anomalies. We intend to feed the model with weighted CA and exam scores 
to compute for the calibrated value, CA and exam type of anomalies after train-
ing and testing stages. The addition of weights and calibrated values will help con-
trol the objective function in checking against result anomalies.  

2. Literature Review 

A combination of K-means clustering and decision tree type of Machine Learn-
ing (ML) techniques was adopted on some set of training instances to form k clus-
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ters in detecting network attacks known as anomalies [6]. This study helped in 
minimizing False Positive Rate (FPR) and maximized Balance Detection Rates 
(BDRs) as stated. This required an improvement on false positive rate to control 
the attacks on users that leads to the use of Naive Bayes and DT for adaptive in-
trusion detection system. The adoption of the Naive Bayes model with some ad-
justed gamma (γ) and beta (β) variables made it possible to effectively keep track 
of the false positives rate for different types of networks attack, and also balanced 
the detection rates required for user network attacks but produced poor detec-
tion rate with the existing dataset [7]. The genetic algorithm (GA) was proposed 
as self-assessment tool to improve the quality of academic activities after evalu-
ating marks allotted to students. This model was developed and trained with the 
process of Crossover and Mutation to predict the overall performance of stu-
dents’ at the end of every semester examination. The student assessment model 
made used of population chromosomes in representing Potential Solutions (PSs) 
to the identified problem through the fitness function. A future generation was 
created by selecting more fitted individuals from the population with the use of 
genetic operators (cross-over and mutation). The cross-over operation created 
new individuals by combining parts from multiple individuals and mutation op-
erator created new individuals from the old individuals. The fitness function con-
verged and produced accurate results after repeating this process for a number 
of generations in analyzing subject marks of compiler, automata and data struc-
ture). The results of experiment revealed that compiler and data structure was given 
high importance to reach a better performance but produced poor level of metric 
accuracy. 

A very novel decision tree and support vector machine (SVM) approach was 
proposed in detecting anomalies [8]. The data set was first allowed to pass through 
the decision tree and the output of the DT was feed to the support vector ma-
chine for finding anomalous content to obtain the desired output. The results 
revealed to be good in performance with the existing system dataset but when 
compared to the improved SVM model produced more accurate result. A deci-
sion tree result anomaly detection system was developed with classified data in-
stances that connected root, sub-nodes and edges. In their work, the C4.5 type of 
decision tree model was adopted in the experiment with instances of leaf nodes 
fixed to 2 and a pruning value of confidence level set to 0.25. The dataset was 
subdivided into two groups: testing (20%) and training (80%) set, but was unable 
to detect some cases involving result anomalies at the training stage which re-
sulted in low sensitivity value. Meaning sensitivity value was not accurate and 
reliable leading to inaccuracy in detection which was affected by the magnitude 
and variation in dataset. A binary classifier and regression tree model was de-
veloped to divide the forest space into certain subsets of tree’s with leaf nodes 
corresponding to different subdivisions, this was determined by a splitting rules 
in respect to each internal node stated [9]. The step function produced errors 
and resulted in poor performance with the existing dataset. They adopted the 
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ID3 type of decision tree in combination with CART and C4.5 trees in predict-
ing the safety of a car when fully loaded with passengers and luggages. The 
CART produced longer training time complexity with the highest prediction 
accuracy of about 0.5 seconds and 97.36% than the ID3 and C4.5 type of trees, 
but required more training time to perform better and resulted to over-fitting 
problem coursed by missing data. The combination of KNN, SVM and DT models 
was developed to predict student’s performance [10]. The classification report of 
SVM produced the highest and best accuracy rate of about 95%, followed by DT 
93% and KNN recorded to be 92% as the lowest. 

The paper is divided into sections as followings: Section One focuses on the in-
troduction, Section Two presents a brief review of some of the previous approach-
es to the study area and the gap in exploring the proposed model; Section Three, 
introduces the materials and methods adopted for developing the model; Section 
Four, focuses on the results and detailed discussion of results; Section Five presents 
the conclusion to the paper. 

3. Materials and Methods 

We intend to build on the areas that we have identified some lapses as stated sub-
ject to the condition that the student is healthy, had no mental problem and sat 
for the exams. We are employing the DT and NN model to detect CA and exam 
types of result anomalies using MATLAB. The addition of weighted CA, exam, and 
calibrated values will improve the performance of the system in predicting the 
target (Figure 1). 
 

 
Figure 1. The study strategy. 
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The architecture is based on a multi-layer feed forward neural network and C4.5 
type of DT with students weighted CA and exam scores as input. The weight val-
ues lies in between 0 to 1 for controlling the output function set up to work well 
with a particular set of data type. 

3.1. Dataset  

The data used by this model is sourced from an experimental dataset of 1,300 items 
generated randomly using MATLAB random function. This contains instances with 
detailed information about student’s weighed CA and Exam scores as shown be-
low in Table 1. 

3.2. Pre-Processing  

Pre-processing is one of the preliminary stages were data is transform into com-
puter understandable or acceptable format. Data from the outside world is often in-
consistent, incomplete and lacks some behavioral trend and may likely contain er-
rors [11] [12]. In some cases requires scaling data with a standard scale to minimize 
errors. To build prediction models, we have to convert categorical labels (Ex_Ano- 
maly, CA_Anomaly and No_Anomaly) into numerical labels (1, 2 and 3). But this 
depends on the method of analysis and both techniques required scaling data to 
fit the prediction model [13].  

3.3. Weighted CA and Exam Scores 

The student Continuous Assessment (CA) is set to a maximum of 30% contain-
ing test/quiz, assignment and exam set to a maximum of 70% amounted to be 100% 
and both is weighted to 100% given by the equation below as: 

( )Weighted CA W_C CA 100 CA 3.3
30

A =
×

= ×               (1) 

 
Table 1. Dataset. 

S/N CA Exam W_CA W_Exam Exact_Diff TARGET 

1 1 22 3 31 −28 CA_Anomaly 

2 8 13 27 19 46 Exam_Anomaly 

3 17 5 57 8 49 Exam_Anomaly 

4 9 43 30 61 −31 CA_Anomaly 

5 26 51 87 87 0 No_Anomaly 

6 13 43 43 61 −18 CA_Anomaly 

7 19 13 63 19 44 Exam_Anomaly 

8 30 41 100 59 41 Exam_Anomaly 

9 30 52 100 74 26 Exam_Anomaly 

10 9 15 30 21 9 Exam_Anomaly 

- - - - - - - 

1300 9 43 30 61 −31 CA_Anomaly 
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( )Weighted Exam W_Exa CA 100 10CA
70 7

m ×
= ×=            (2) 

The exact difference is the absolute value of the difference between the weighted 
CA and Exam scores given as: 

( )E_Exact abs W_CA W_Exam= −                  (3) 

while the decision tree error (DTErr) term is the difference between the exact dif-
ference and the decision tree (DT) predicted difference stated as: 

Err DDT E_Diff P_Diff= −                      (4) 

3.4. Methodology  

The NN model is developed using the feed-forward Artificial Neural Network 
(ANN) and the C4.5 type of DT for detecting CA and Exam anomalies with 
weighted student’s CA (WCA) and exam (W_Exam) scores. The NN and DT mo- 
dels are trained and tested with (80% or 1040) and (20% or 260) of the total to be 
1300 items and error rate set to 0.0001. The tolerance error is the ability of a model 
to learn when the sample data received is corrupted in some way that is common 
and important. In severally applications it is not possible to access noise-free da-
ta. The proposed model is developed in a modular fashion with each module per-
forming a specific task [14] [15].  
 
Algorithm 1: Neural network 

Step Processes involved 

1 Initialization of synaptic weights 

2 Preprocess input block with CA and exam scores 

3 Pass inputs to the real output block (Oreal) 

4 Compare if Oreal matches Eexpected; then successful 

5 If Oreal mismatch Eexpected; then repeat step 3 

6 Define boundaries for anomalous data points 

7 
Change coinciding synaptic weights with target and repeat step 2 until training 
set is empty 

8 Record similar patterns in training set 

9 If trained process is complete; then evaluate ANN 

10 Return 

 
Algorithm 2: Decision Tree 

Step Processes Involved 

1 Start Form_Dcision_Tree (DT) 

2 Compute Class Frequency Value and Return Leaf_Node 

3 CreateDT of N_nodes with Class Frequency Table (CFT) 

4 ComputeGainValue (A) for Each_Attributes of A 
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5 N_Test = Best_Attribute_Gain 

6 Test If N_Test Is Continuous Then 

7 Find_Threshold_Value 

8 If CFT Is Empty Then Child_NNode Is a Leaf_Node 

9 If CFT Is Not Empty Then Child_NNodeto Form_DT 

10 Compute_Error_NNode 

11 Return NNode 

3.5. Neural Network Model 

The neural network architecture of the proposed system is made up of two input 
variables (CA and exam scores), ten hidden layers and one output layer (CA or 
exam anomalies) as shown in Figure 2, with the introduction of a weighted CA 
(WCA) to control the NN objective function in producing a reliable result. We 
adopted the use of feed-forward multi-layer neural network as a structure for in-
put and output connections [16] [17]. The NN algorithm is feed with inputs com-
prises of 80% training and 20% testing data from a total of 1300 items. And we 
allowed the network to weight and compute the difference between the weighted 
CA and exam scores with tolerance level set to 0.00001. The idea is to reduce this 
error rate, until the NN learns from the training data. Finally, we proposed the use 
of NN activation function to control the output in producing a better and more ac-
curate result. 

( ) 0,j
n

ji j ix wA x w
=

= ∑                         (5) 

The output function uses the sigmoid function: 

( ) ( ),

1,
1 ej j x w

O x w =
+

                        (6) 

We defined the error function for the output of each neuron as: 

( ) ( )( )2
, , ,j j jE x w d O x w d= −∑                    (7) 

The weights are all adjusted as follows: 

ji
ij

Ew
w

η
 ∂

∆ = −   ∂ 
                         (8) 

where x are the inputs, wij are the weights ( ),jO x w  are the actual outputs, dj are 
the expected outputs and η is the learning rate. 

The pieces in between the input and the output layer are the hidden layers in 
neural network [18] [19] [20]. The increase in hidden layer does not really affect 
the accuracy but depends on the complexity of the problem at hand. But this de-
creases neural network training time. The output of the input is stored and pro- 
cessed by the hidden layer which transforms the output to something that can be 
used and accepted by the output layer. The output of the hidden layer becomes 
the input to the output layer as shown in Figure 2. The learning process proceeds  
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Figure 2. The representation of the NN model.  

 
by ways of presenting the network with a training set consists of input and re-
sponse patterns. The error values of NN are computed using Equation (3) in com-
parison with the actual and target output for a given pattern. The error value was 
then used to alter the connection strength between layers in other to achieve a better 
network response in subsequent iterations. 

3.6. The Decision Tree Model 

A decision tree can learn through the concept of divide and conquer by splitting 
the source dataset into subdivisions called sub-nodes based on the value test [21] 
[22]. And this process is repeated on each subset in a manner called recursive par-
titioning. The recursion is completed and terminated when splitting no longer adds 
value to the predictions. In DT, data arrives in the form of records [23] [24], writ-
ten as: 

( ) ( )1 2, ,, , , ,y kx Y x x x x Y= L                     (9) 

where Y represents the dependent variable taken as the target variable while x is the 
independent variable as vector containing of the input variables 1 2 3, , , , nX X X XL , 
etc. The DT describes a structure for making decisions characterized with an or-
dered pair of nodes [25] [26]. Each sub-node is associated with a decision func-
tion of one or more features generated from IF…THEN rules. There are differ-
ent types of DTs which includes Classification and Regression Trees (CRT), Chi- 
Square Automatic Interaction Detection (CHAID) and C4.5 as extension [27] [28]. 
The training of DT as a binary classifier aid learning with set of instances to clas-
sify new instances. The learning rate for each variant is fine-turned to fall between 
0.1 to 1 with specified number of iterations [29]. 

4. Results and Discussion 

We discussed about several machine learning techniques and adopted NN and 
DT algorithms. The multi-layered feed-forward NN was employed using two in-
put neurons and ten hidden layers to produce a single output of having anomaly 
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or no_anomaly. The weights, calibrated values and C4.5 type of binary classification 
tree model was employed to obtain the best split and solution. 

Figure 3 depicts the total number of dataset tested with their respective classes 
of result anomaly and frequency. The model automatically groug results into 
their anomaly classes as Ex_Anomaly, CA_Anomaly and No_Anomaly (Free cas-
es) shown in Figure 1. The Ex_Anomaly recorded about 660, CA_Anomaly = 629 
and free cases of anomaly = 11. The summation all the classes produced the total 
dataset, i.e. 660 + 629 + 11 = 1300 items. 

Figure 4 depicts the decreasing Mean_Square_Error (MSE) validation graph 
for training and testing stages and terminates at its tolerance level within the it-
erations. There was no sign of over-fitting or under-fitting because the MSE of  
 

 
Figure 3. Total number of tested results. 

 

 
Figure 4. The performance plot of NN. 
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validation decreases and coincide with the best possible solution at 2000 epoch with 
colored circle. The NN was able to learn with high accuracy and best validation 
performance value of 4.9928e−09 in predicting the target. 

Figure 5 shows the graph of DT estimated objective function. The estimated 
objective function ranges from 1, 0.95, 0.9, to 0.6 against the minimum leaf node 
size ranges from 100, 101, 102 to 103 which decreases and convergences within the 
work space. The minimum feasible point occurs exactly at 0.65 in the Y axis, set 
of observed points, model error mean occurs within 100 to 102 of the horizontal 
axis.  

The function evaluation graph shows the convergences of the minimum ob-
served objective function. The objective function increased and decreased within 
the range of 0 to 5, but constant and linear from 5 to 30 at the horizontal axis to 
cut the Y-axis at 0.65 and was able to detect CA and exam anomalies within the 
work space showing the distance for the whole spectrum of iterations for the da-
taset (Figure 6). 

Figure 7 shows the tree structure of the proposed DT gotten from the classi-
fied dataset feed into the model with the concept of recursive partitioning. This 
generated a root, sub and leaf nodes in a tree like fashion with some predefined 
rules using MATLAB. The decision tree shown in Figure 7 is constructed and 
grown by the following IF ... THEN statement using the DT predicted difference 
(DT_Preded_Diff). This clearly defined the anomaly class boundaries as added ad-
vantage over the existing methods. 

If (DT_Predicted_Diff > 0) THEN Exam_anomaly 
ELSEIF (DT_Predicted_Diff < 0) THEN CA_anomaly 
ELSE: 

Normal_Case or Free_cases 
End IF 

 

 
Figure 5. The DT convergence graph of the objective function. 

https://doi.org/10.4236/oalib.1108549


S. Ziweritin et al. 
 

 

DOI: 10.4236/oalib.1108549 11 Open Access Library Journal 
 

 
Figure 6. The DT function evaluation graph of the objective function. 

 

 
Figure 7. The decision tree of the proposed system model. 

Comparing the Results of the NN and DT Model 

A comparative study of the proposed system was carried out with a total of 
dataset of 1300 items containing students CA, exam, weighted CA and exam 
scores, exact difference, NN and DT predicted differences, DT error term and 
anomaly detected by both models given bellow in Table 2 for the first data i- 
tems. 
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Table 2. Comparing the proposed and existing system model. 

  Neural Network (NN) Decision Tree (DT) 

S/N CA Exam W_CA W_Exam E_Diff ABS (E_Diff) P_DiffN ANOMALY P_DiffD Err ANOMALY 

1 1 22 3 31 −28 28 28.429 CA_Anomaly 25 3 CA_Anomaly 

2 8 13 27 19 8 8 8.4285 Exam_Anomaly 8 0 No_Anomaly 

3 17 5 57 8 49 49 48.857 Exam_Anomaly 51 2 Exam_Anomaly 

4 9 43 30 61 −31 31 31.429 CA_Anomaly 35 3 CA_Anomaly 

5 26 51 87 87 0 0 0 No_Anomaly 3 3 CA_Anomaly 

6 13 43 43 61 18 18 18.429 CA_Anomaly 19 1 No_Anomaly 

7 19 13 63 19 44 44 44.429 Exam_Anomaly 44 0 Exam_Anomaly 

8 30 41 100 59 41 41 41.429 Exam_Anomaly 38 3 Exam_Anomaly 

9 30 52 100 74 26 26 25.714 Exam_Anomaly 21 4 Exam_Anomaly 

10 9 15 30 21 9 9 8.5714 Exam_Anomaly 7 2 Exam_Anomaly 

- - - - - - - - - - - - 

1300 9 43 30 61 -31 31 31.429 CA_Anomaly 35 3 CA_Anomaly 

 
Table 2 shows how the proposed model was able to detect CA and Exam 

anomalies. The weighted students’ CA (W_CA) and exam (W_Exam) values are 
all computed by the NN and DT algorithms. The exact difference (E_Diff) or solu-
tion = abs (W_CA-W_Exam) while the DT error (Err) value= (E_Diff − P_DiffD) 
shown in Table 2 obtained from the first ten data items. By comparing what the 
Neural Network (NN) predicted as the difference (P_DiffN) = (28.429, 8.4285, 
48.857, 31.429, 33, 18.429, ...) and the DT predicted difference (P_Diff) = (325, 8, 
51, 35, 36, 19, 44, 38, ...) with the attributes of anomaly. This revealed that the NN 
produced a better, precise and more reliable result than the Decision Tree (DT) 
in terms of detected anomalies.  

The following were detected by the NN and DT model shown in the overlap-
ping chart (Figure 8) using MATLAB. The free case of result anomalies registered 
by DT is 116 which grow higher than the NN recorded as 97 free cases. The in-
stances of exam anomalies detected by DT are 605 totally overlapped by number 
detected by the NN which is 633 cases. Also the total number of CA anomalies 
detected by DT shown as 579 and totally overlapped by the NN as 610 cases of CA 
anomalies. Total number of training dataset = 1300. 

The accuracy of the proposed model is the ratio of correct classifications (True 
positives and negatives) from the overall number of cases using MATLAB func-
tion given below in the equation as: 

total number of correct classification TP TN
total number 

Accuracy
of cases TP TN FP FN

+
=

+ + +
=   (10) 

where TN represents true negative = 579, FP is false positive = 97, TP is True posi-
tive = 605 FN is false negative = 19 cases and produced 91% level of accuracy for 
the DT model. While TN = 633, FP = 37, TP = 610 FN = 20 cases and produced 96% 
level of accuracy for the NN model. 
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Figure 8. The overlapping statistics of NN and DT model. 

5. Conclusion 

The error value for both systems converged within the selected types of result ano- 
malies. From the experimental results, DT recorded a wider rate of error com-
pared to NN model. Also, the error rate of NN converged faster and produced a 
higher accuracy rate than DT when used to check against result anomalies. The 
added weights and calibrated values reduced the error value and improved the gene- 
ral performance of the proposed system. Therefore, we evidently conclude that 
the NN model performed better in terms of accuracy and precision in detecting 
anomalies. 
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