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Abstract 
In instructional design (ID), the selection of appropriate media (in the facili-
tation of learning) is crucial yet complex. This study proposes that artificial 
intelligence (AI), particularly ChatGPT, an advanced large language model, 
holds the potential to streamline the media selection process. Aimed at as-
sisting instructional designers and educators, this investigation explores the 
efficacy of ChatGPT in recommending suitable instructional delivery systems. 
A media selection tool built with ChatGPT was used to review a series of in-
structional tasks, mirroring the work of the authors who did the same using 
traditional methods. The results from both approaches were then compared 
and studied, revealing similarities and differences in their media decisions, 
showing that the AI and authors went “off script” from their training and 
guidance, respectively. The findings demonstrate ChatGPT’s capacity to ex-
pedite analyses and offer varied insights, thereby enriching the instructional 
process while also raising concerns regarding the need to evaluate its outputs, 
inputs (i.e., prompts), and potential biases in training data carefully. Overall, 
this research concludes that generative AI presents novel approaches and op-
portunities within ID, offering significant benefits. It underscores the trans-
formative impact of AI tools like ChatGPT and advocates for continued ex-
ploration into their integration and influence within the field of ID. 
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1. Introduction 

Media selection stands as a pivotal aspect within instructional systems design 
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(ISD) (Gagné et al., 1981; Holden et al., 2010) and with it, the long-accepted 
premise that every instructional designer encounters the challenge of determin-
ing the most suitable media for effective instructional delivery (e.g., Higgins & 
Reiser, 1985). Media selection ensures that a particular instructional medium 
can support the achievement of a specified learning goal (Holden et al., 2010) or 
outcome. The result is a delivery system that includes all the essential compo-
nents for implementing an instructional program. Examples can range from tra-
ditional, face-to-face instruction, such as classroom settings, to immersive tech-
nologies that provide interactive learning experiences, emphasizing virtual (VR), 
augmented (AR), and mixed reality environments. 

However, assessing which medium is most suitable for a particular instruc-
tional task can be challenging (Braby, 1973; Gagné et al., 1981; Hawkridge, 1973; 
Sugrue & Clark, 2000). Indeed, media selection can be daunting, as the process 
involves careful consideration of many factors to ensure that the selection of the 
most suitable media for instructional delivery is obtained (Holden et al., 2010; 
Martin, 2011; Sugrue & Clark, 2000). To that degree, it could be argued that 
every instructional task necessitates a medium (or media) that possesses specific 
characteristics or attributes. With the growing demand within organizations to 
disseminate instructional content using the most efficient method (Holden et al., 
2010), what is already an overwhelming task of choosing media that supports 
desired learning outcomes is only exacerbated. 

It is therefore proposed in this work that artificial intelligence (AI) may offer 
promising solutions to this challenge. The incorporation of generative AI-driven 
tools has already brought about a revolution in learning activities (Bahroun et 
al., 2023). These tools enable the alignment of learning outcomes with instruc-
tion, activities, and assessments, facilitating tailored experiences (Office of Edu-
cational Technology, 2023). Moreover, while AI has been a subject of interest for 
decades, it has significantly transformed the field of instructional design in re-
cent years, resulting in an abundance of innovative tools and techniques for 
course design and development. 

In the context of media selection, AI could be used to analyze a range of fac-
tors to recommend the most suitable instructional delivery system, making deci-
sion-making more streamlined and effective. That is, AI has the potential to as-
sist in identifying appropriate media while serving as a time-saving tool. 
ChatGPT is a large language model (Gimpel et al., 2023) developed by OpenAI 
that can generate human-like text responses and provide natural language un-
derstanding in a conversational manner (ChatGPT-4, personal communication, 
December 15, 2023). Given its capability to respond to queries, clarify concepts, 
and craft content akin to human interaction, ChatGPT holds promise to effi-
ciently guide instructional designers and educators in choosing the most appro-
priate media through a rapid, informal, and dialogue-based approach. 

1.1. Aim of the Study 

The purpose of this investigation is to explore the use of ChatGPT as a resource 
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to assist instructional designers and educators in selecting the most suitable me-
dia for delivering their instructional content. This inquiry is structured as fol-
lows: First, a brief introduction to ISD alongside a review of media selection is 
presented, and in doing so, the challenges are discussed. Next, research and de-
velopment of AI as it applies to enhancing learning outcomes are explored, with 
emphasis on the use of AI-driven technology in ISD. The method employed to 
investigate media selection is subsequently described. Then, the findings are 
examined, accompanied by a detailed discussion. Finally, this work considers the 
future of AI-driven technology as a resource in ISD. 

Altogether, this research examines the potential advantages and implications 
of using ChatGPT in instructional design. The aim is to encourage instructional 
designers and educators to explore and adopt generative AI-driven tools to 
streamline what are often demanding and time-consuming ISD practices. Final-
ly, the results of this study were disseminated among educational professionals 
whose constructive feedback contributed to the refinement and improvement of 
the research. 

1.2. Terminology 

Several terms that require clarification are found in this work. Historically, ISD 
has been recognized by various monikers. Terms like “educational technology” 
(Seels & Richey, 1994), “instructional design” (Martin, 2011; Reiser, 2001b), “in-
structional design and technology” (Reiser, 2001a, 2001b), “instructional devel-
opment” (Reiser, 2001b), “instructional systems development” (Merrill & ID2 
Research Group, 1996), “instructional technology” (Seels & Richey, 1994), and 
“the systems approach” (Reiser, 2001b) are all present in scholarly literature and 
have been used synonymously in the context of ISD. This diversity might partly 
stem from the field’s evolution. For example, Funaro and Mulligan (1978) dis-
cussed “systems analysis” as an antecedent to ISD and a “systems approach to 
training” in the context of developing and managing U.S. Naval training pro-
grams. Then, scholars have denoted differences among these terms (e.g., Seels & 
Richey, 1994), including the distinction between ISD and instructional design 
(e.g., Nolin, 2019). For the sake of simplicity, this investigation uses the term 
“instructional design” (ID). 

Moreover, there have been many attempts to define the field of ID. Merrill and 
the ID2 Research Group (1996) described instructional systems development as a 
“set of procedures for systematically designing and developing instructional ma-
terials” (p. 30), whereas Merrill et al. (1996) described ID as “the use of these 
scientific principles [i.e., natural principles involved in instructional strategies] to 
invent instructional design procedures and tools” (p. 5). Reiser (2001a, 2001b) 
described the field of ID and technology as encompassing the “analysis of learn-
ing and performance problems, and the design, development, implementation, 
evaluation and management of instructional and non[-]instructional processes 
and resources intended to improve learning and performance in a variety of set-

https://doi.org/10.4236/jss.2024.124014


B. DaCosta, C. Kinsell 
 

 

DOI: 10.4236/jss.2024.124014 190 Open Journal of Social Sciences 
 

tings, particularly educational institutions and the workplace” (p. 53 and 57 re-
spectively). While Martin (2011) defined ID as the “science of creating detailed 
specifications for the design, development, evaluation, and maintenance of in-
structional material that facilitates learning and performance” (p. 956). 

The current work adopts the 1994 definition attributed to the Association for 
Educational Communications and Technology (AECT), which defined instruc-
tional technology as “the theory and practice of design, development, utilization, 
management and evaluation of processes and resources for learning” (see Seels 
& Richey (1994) for a comprehensive analysis of the definition, to include its 
origin). This definition was chosen due to the AECT’s (2023) longstanding de-
dication to the field. 

Artificial intelligence is an area of study that has also undergone many at-
tempts to be defined and succinctly explained. Citing others, Pokrivcakova (2019) 
explained that AI has been defined in the context of machines, computers, or 
systems (e.g., Russell & Norvig, 2010) (although it is said not to describe any one 
technology; Baker & Smith, 2019), as a specific set of skills (e.g., Baker & Smith, 
2019), and more broadly, as a science (e.g., Stone et al., 2016). Pokrivcakova 
(2019) adopted the definition of Luckin et al. (2016), who borrowed from all 
three contexts, defining AI “as computer systems that have been designed to in-
teract with the world through capabilities (for example, visual perception and 
speech recognition) and intelligent [behaviors] (for example, assessing the availa-
ble information and then taking the most sensible action to achieve a stated 
goal) that we would think of as essentially human” (p. 14). Chen et al. (2020) 
went on to remark that although definitions deviate in language, many have the 
common theme of “mimicking human cognition by computers” (Wartman & 
Combs, 2018: p. 1107), formulating their broader definition from the literature 
as AI encompassing “the development of machines that have some level of intel-
ligence, with the ability to perform human-like functions, including cognitive, 
learning, decision making, and adapting to the environment” (p. 75267). Given 
the focus on ChatGPT, a large language model dependent on advancements 
within subfields of AI, this work adopts the explanation by Gimpel et al. (2023), 
who characterized AI as a broad field that includes the creation of intelligent 
machines that can perceive their environment while making decisions with ma-
chine learning serving as a subfield enabling computers to enhance task perfor-
mance through pattern recognition and data-driven predictions. 

Finally, an “instructional designer” is defined as someone who uses a syste-
matic approach grounded in ID theory and practices to develop materials for 
learning experiences. This individual may be a formally trained professional in 
ID or someone with practical, real-world experience. 

2. Related Work 
2.1. The Evolution of Instructional Design 

Dating to the Second World War (Dick, 1987; Funaro & Mulligan, 1978; Reiser, 
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2001a, 2001b; Seels, 1997), ID emerged from military and academic initiatives 
during the late 1940s (Dick, 1987; Funaro & Mulligan, 1978), continuing 
through the 1950s (Dick, 1987; Funaro & Mulligan, 1978; Reiser, 2001b; Wilson 
& Jonassen, 1990) and 1960s (Funaro & Mulligan, 1978; Reiser, 2001b; Wilson & 
Jonassen, 1990). The aim was to establish systematic approaches for developing 
instructional materials (Reiser, 2001b; Seels, 1989; Wilson & Jonassen, 1990), 
drawing on concepts from general systems theory (Seels, 1997; Wilson & Jonas-
sen, 1990), psychology, management science (Wilson & Jonassen, 1990), instruc-
tional theory, and communications theory (Seels, 1997). The thought was that 
system design methods and principles used in the advancement of weapons and 
manufacturing could be used to develop complex training systems (Wilson & 
Jonassen, 1990). That is, it was proposed that something could be learned by 
examining design models found in engineering and other similar design fields 
(Wilson & Jonassen, 1990; see Reiser (2001b) for a historical account of ID and 
technology). 

In the years that followed, ID has been rooted in dozens of models and 
frameworks to guide the creation of instructional and training materials (Nolin, 
2019; Reiser, 2001b; Wilson & Jonassen, 1990). Reiser (2001b) notably hig-
hlighted Gustafson and Branch’s (1997) detailed examination of the many mod-
els formulated during the 1980s and 1990s. Contrary to being a singular theory 
(Merrill & ID2 Research Group, 1996), ID encompasses diverse principles (Mar-
tin, 2011; Nolin, 2019) developed with different emphases, such as learner par-
ticipation, interaction, and engagement, as well as motivation, and student suc-
cess (Nolin, 2019). Therefore, it is common for instructional designers to rely on 
various models, frameworks, and theories to steer them through the phases of ID 
(Martin, 2011; Nolin, 2019; Reiser, 2001b). 

Among these models, Gagné (1965) categorized learning outcomes into five 
domains—verbal information, intellectual skills, psychomotor skills, attitudes, and 
cognitive strategies—each of which necessitated unique conditions for promoting 
learning (Reiser, 2001b). He also outlined nine events of instruction—representing 
essential teaching activities to facilitate the achievement of diverse types of learn-
ing outcomes—detailing which instructional events were critical for certain 
types of outcomes and providing insights into the situations where certain events 
could be omitted (Reiser, 2001b). Dick and Carey (1990) presented nine consec-
utive steps intended to achieve an instructional objective, beginning with the es-
tablishment of goals and concluding with a summative evaluation. Merrill et al. 
(1991) introduced the concept of knowledge objects to represent knowledge that 
can be used to build transactional shells (or instructional algorithms) to teach 
the knowledge or skill. Kemp et al. (1994) described a circular ID framework 
with nine interconnected components, presenting a non-linear, ongoing cycle of 
implementation and evaluation, contrasting with the Dick and Carey model by 
offering greater flexibility in navigating its stages. Then there is the work of Van 
Merriënboer (1997), who posited that complex learning programs aimed at 
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teaching professional competencies that integrate knowledge, skills, attitudes, 
and skill coordination can be deconstructed into four components: learning tasks, 
supportive information, procedural information, and part-task practice (Frere-
jean et al., 2019). 

Altogether, there is no shortage of models, frameworks, and taxonomies to aid 
in the ID process. The outpouring, however, has made it difficult for instruc-
tional designers to identify the most appropriate model to use for a given situa-
tion, further clouding the decision-making process (Slagter van Tryon et al., 
2018). This is problematic, given that one of the skills instructional designers are 
said to need is the ability to select an ID process (Lenane, 2022). It also high-
lights the broader challenges, as ID—and, by extension, education—is complex 
and multifaceted (Bond & Dirkin, 2020). It has been asserted, for instance, that 
the emerging nature of the profession itself constrains a shared comprehension 
of its practices (Sharif & Cho, 2015). 

The literature abounds with opinions and positions offering ID guidance that 
speaks to the many challenges in the field. Even the longevity of models has been 
questioned (e.g., Dick, 1996). It is argued, in the context of the current work, 
that the largest issue in ID is the ever-changing landscape of educational tech-
nology and pedagogy. With the rapid advancement of technology, instructional 
designers and educators must continually adapt to incorporate new tools and 
platforms effectively (Gameil & Al-Abdullatif, 2023). This requires staying ab-
reast of technological trends and understanding how to leverage these tools to 
enhance learning experiences (Liu et al., 2002) without overwhelming learners or 
sacrificing didactic integrity. However, finding the right balance between educa-
tional objectives and technical capabilities is difficult, as instructional designers 
must ensure that the technology supports learning (Holden et al., 2010) rather 
than driving the process (Martin, 2011). This includes supporting the diverse 
needs of today’s learners, including accessibility matters (Pollard & Kumar, 
2022; Office of Educational Technology, 2023) demanding technologies that are 
inclusive and adaptive. 

The influence of technology on ID cannot be overstated. It speaks heavily to 
the importance of selecting the most appropriate media for instructional deli-
very. 

2.2. The Importance of Media Selection 

Martin (2011) explained that a substantial aspect of the instructional process en-
tails presenting learners with the essential information required for learning 
(Gagné, 1985; Reiser & Dick, 1996). Emphasis should be placed on important (or 
characteristic) aspects of what needs to be learned (Gagné, 1985), which should 
be chunked and organized in a meaningful way (Kruse & Keil, 1999). This 
thinking further underscores the importance of selecting suitable media in that 
the selection supports the information and essential characteristics that learners 
need to grasp. Thus, in addition to focusing on effective representation and or-
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ganization of the subject matter to facilitate learning (Merrill & ID2 Research 
Group, 1996), it is equally imperative to integrate media that can support the de-
sired learning goals. 

The integration of media is not new. It has long been asserted that technology 
should be considered part of the instructional strategy (Martin, 2011; Merrill & 
ID2 Research Group, 1996) so that the selected media is aligned with the in-
structional objectives (Martin, 2011). Seels (1997) stressed that delivery system 
selection (and development) is as essential as the other design stages, explaining 
that content, objectives, assessment, strategies, and delivery systems should be 
incorporated through systems and theory (i.e., the essential elements of effective 
instruction should be integrated into a cohesive whole). Reiser (2001b) echoed 
this, stating that the integration of media is one of the practices that, over the 
years, has formed the “core of the field” (p. 57), with media selection a recurring 
element found in many ID models. 

Early academics stressed that instructional designers had yet to lay the 
groundwork for establishing robust approaches for choosing media suitable for 
specific learning tasks (e.g., Hawkridge, 1973). Hawkridge (1973), for example, 
offered that his university’s choices of media were driven more by logistical, fi-
nancial, and political factors rather than by well-founded, explicitly defined 
psychological and educational considerations. Scholars also highlighted the inef-
ficiency of formal media selection procedures as being overly broad, too simplis-
tic, or excessively complex (e.g., Braby, 1973). Upon conducting interviews with 
29 instructional designers at four U.S. Army schools, Gagné et al. (1981) ob-
served that the complexity of procedures often led to media selection decisions 
based on experience and intuition, therefore introducing the human factor into 
decision-making regardless of the model being used. 

2.3. Challenges in the Selection of Media 

The difficulty of media selection is no secret (e.g., Braby, 1973; Gagné et al., 
1981; Hawkridge, 1973; Sugrue & Clark, 2000). Sugrue and Clark (2000) refe-
renced Heidt (1989), who noted the inherent difficulty in handling media selec-
tion models, explaining that none of the examples reviewed were considered 
“easy-to-handle,” indicating a significant level of complexity (p. 397). This is ar-
guably attributed to a multitude of factors. 

Models have been accused of being more similar than different (Sugrue & 
Clark, 2000). Sugrue and Clark (2000) spoke to the conclusions of Heidt (1989), 
who found that of the models reviewed, some included identifiable factors that 
should be considered in the decision-making process, while others proposed 
procedures that typically involve elaborate steps culminating in a common-sense 
decision. Of the models comprising linear procedures, several incorporated the 
selection of media as an activity that occurs after initial design but before devel-
opment (Sugrue & Clark, 2000). So, as diverse as these models are, a consensus 
could be argued regarding the timing of media selection while highlighting the 
potential intricacies of processes that must weigh numerous factors. 
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Moreover, many models promote a two-stage process, first focused on in-
structional characteristics and then on practical considerations (Sugrue & Clark, 
2000). Seels (1997) offered the example of Reiser and Gagné (1983), who 
grounded their work on the principle that ID factors should be prioritized when 
selecting the most suitable media. They centered their model on principles of 
human learning to guide selection, emphasizing the creation of optimal learning 
conditions and only then looking at practical factors (Seels, 1997). This means 
that while there have been attempts to establish a scientific approach to media 
selection centered around instructional elements, models continue to account 
for practical considerations, including cost and other logistical aspects, which 
add a layer of subjectivity. 

Compounding matters, Nolin (2019), citing Reigeluth’s (1999) work, ex-
plained that ID is often described as prescriptive. It has been reasoned that be-
cause ID is not a theory, it stands as a series of procedural steps primarily em-
phasizing what to do rather than how to do it or why it is effective (Merrill & 
ID2 Research Group, 1996). This only exacerbates matters, particularly for those 
who are not versed in ID theories and practices. Reiser (2001b) viewed individu-
als in the ID field as those who devote a substantial portion of their time to 
working with media and tasks related to systematic ID procedures or a combina-
tion of both. As defined in this study, however, instructional designers could be 
those who possess practical, firsthand experience. Thus, while these individuals 
are likely experts in their respective areas, they may lack essential ID knowledge 
(Martin, 2011) to navigate the complexity of these models. 

Another challenge has been the lack of experimental evaluation (or the com-
parison of methods), with no formal efforts to determine their reliability and va-
lidity (Braby, 1973). Sugrue and Clark (2000) maintained that justifying media 
selection rules on grounds other than practicality is challenging because there is 
no proof that any medium uniquely enhances learning, motivation, or the de-
velopment of distinct or transferable cognitive skills (Clark & Salomon, 1986; 
Clark & Sugrue, 1991; see Clark (1994) for a discussion of the counter-arguments, 
and Clark (1983) for a discussion of media comparison research). To support 
their claim, Sugrue and Clark (2000) referenced studies by Braby (1973) and 
Romiszowski (1970), who reported conflicting findings in their examination of 
the comparative effectiveness of media selection models and intuitive methods. 
This supports Clark’s (1983, 1994) longstanding view that media serve primarily 
as conduits for instructional methods rather than directly influencing cognition. 

Building upon this is the idea that no single medium is inherently superior or 
inferior to others. Ziagos (1991) explained that in the 1960s and 1970s, delivery 
media was traditionally seen as crucial for effective instruction, but by the 1990s, 
research suggested that if the media supports the instructional method to meet 
the learning objective, all delivery media could be equally effective. From this, 
Ziagos (1991) concluded that it is the method, not the medium of delivery, 
which determines the effectiveness of learning. In subsequent years, it has been 
proposed that the suitability of media elements depends on factors like the 
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unique characteristics of each medium and the context in which it is used (e.g., 
Holden et al., 2010). 

However, identifying the unique characteristics of media has its share of chal-
lenges. Sugrue and Clark (2000) cited Heidt (1975), who highlighted issues about 
categorizing media to deliver learning, pointing to cases in which the classifica-
tions were too broad or offered little regarding their variances. Finally, there is 
the issue that although media may have been appropriate at their inception, they 
become less suitable over time (Sugrue & Clark, 2000). This stresses the impor-
tance of prioritizing media that consistently aligns with and reinforces the in-
tended learning outcomes (Holden et al., 2010) rather than focusing predomi-
nantly on the novelty or technological sophistication of the media (Martin, 2011). 

Altogether, despite the impetus to incorporate media selection into the ID 
process, choosing suitable media continues to be a challenge, in which selections 
are instead founded on pragmatic factors along with experience and intuition. 
Sugrue and Clark (2000) cited Heidt (1989), who noted that apart from practical 
and quantifiable factors, the criteria for selecting media depend on the subjective 
judgment of the instructional designer or instructor, guided by potentially rele-
vant considerations. Anderson (1983) perhaps best summarized the matter, as-
serting that charts (alongside other guides) found in models are aimed at struc-
turing the process systematically and comprehensively. Consequently, media se-
lection should not be viewed as an exact science (Anderson, 1983). 

2.4. Artificial Intelligence in Education 

An area of study that is making a profound impact on enhancing learning out-
comes is AI (Luckin et al., 2022). Artificial Intelligence has ushered in transfor-
mative advantages, marked by its ability to analyze large datasets efficiently, thus 
enhancing decision-making processes in a multitude of fields (Bahroun et al., 
2023) ranging from healthcare to environmental science. For example, AI-based 
systems are being explored to create personalized solutions to improve patient 
outcomes using AI-driven diagnostics and treatment plans (e.g., Esteva et al., 
2019). Although algorithms have long been used in anti-malware software, AI is 
revolutionizing cybersecurity in protecting Internet-connected systems through the 
application of machine learning, deep learning, and natural language processing, 
thereby automating and improving the intelligence of cybersecurity services and 
management (e.g., Sarker et al., 2021). Then, there are environmental conserva-
tion efforts, in which AI techniques are being used in the better sustainment of 
natural resources and the modeling of climate change scenarios, showing the 
benefits of AI-driven technologies in addressing global environmental challenges 
(e.g., Rolnick et al., 2022). 

These examples, though limited, underscore AI’s multifaceted benefits, par-
ticularly its role in fostering innovation across diverse fields. This includes en-
hancing efficiency via quicker decision-making and problem-solving, automat-
ing both routine and complex tasks, analyzing vast data sets, and conducting 
predictive analytics. Furthermore, AI improves accessibility personalization by 
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analyzing individual preferences, behaviors, and needs (Office of Educational 
Technology, 2023). 

It is this personalization, however, that is perhaps of most interest in the field 
of education. Using AI in education (AIEd) presents significant opportunities, 
enabling, for example, tailored learning experiences (Bahroun et al., 2023; Office 
of Educational Technology, 2023; Ruiz-Rojas et al., 2023). Discussions on AIEd 
often touch upon personalized learning (e.g., Bahroun et al., 2023; Baidoo-Anu 
& Ansah, 2023; Bond et al., 2024; İpek et al., 2023; Luckin et al., 2016; Office of 
Educational Technology, 2023; Rudolph et al., 2023; Shum & Luckin, 2019; Za-
wacki-Richter et al., 2019; Zhai et al., 2021), which involves customizing content 
and instruction to suit the needs and preferences of learners (Atlas, 2023). It is 
believed that AI’s ability to analyze and adapt content based on learner feedback 
and performance can lead to more effective and personalized experiences (Shum 
& Luckin, 2019). 

A representation of this is intelligent tutoring, which can be thought of as an 
innovative form of personalized learning and adaptive testing in which the 
technology provides customized, step-by-step guidance and real-time feedback 
personalized to each learner’s performance and needs (Atlas, 2023). It is akin to 
having a personal tutor who can tailor their teaching to their student’s learning 
needs but is void of a direct human presence (Luckin et al., 2016). As with per-
sonalized learning, intelligent tutoring is commonly discussed in the literature 
(e.g., Atlas, 2023; Bond et al., 2024; Luckin et al., 2016; Pokrivcakova, 2019; Ru-
dolph et al., 2023; Stone et al., 2016; Zawacki-Richter et al., 2019; Zhai et al., 
2021), with ample research that suggests intelligent tutoring systems enhance 
learning outcomes, whether used independently or in conjunction with tradi-
tional teaching methods (Weitekamp et al., 2020). 

Indeed, attempts at using intelligent computers in the design of instruction go 
back decades (Bond et al., 2024), with Luckin et al. (2016) claiming AIEd has 
been of interest for over 30 years. However, within the past decade, the potential 
societal impact of AI has garnered considerable attention (Cooper, 2023), indi-
cating a growing interest in its broader implications. So, unsurprising, AI has 
been said to have far-reaching consequences in the fields of business (Atlas, 
2023; Susnjak, 2022) and finance (Bahroun et al., 2023; Luckin & Cukurova, 
2019), science and engineering (Atlas, 2023; Bahroun et al., 2023; Susnjak, 2022), 
the humanities (Atlas, 2023; Susnjak, 2022), healthcare (Atlas, 2023; Bahroun et 
al., 2023; Luckin & Cukurova, 2019), and law (Atlas, 2023). This widespread ap-
plicability underscores its potential, reflecting its versatility and transformative 
power. 

2.5. Transforming Instructional Design with Generative Artificial  
Intelligence 

The recent emergence of generative AI holds possibilities within education 
(Cooper, 2023; İpek et al., 2023; Zawacki-Richter et al., 2019). The same has been 
said about other technologies throughout the 20th century (e.g., computers, film, 
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radio, television; Cuban, 1986), and as with other advancements, the use of ge-
nerative AIEd (Gimpel et al., 2023; İpek et al., 2023) is intensely debated (Atlas, 
2023; Baidoo-Anu & Ansah, 2023; Gimpel et al., 2023; İpek et al., 2023; Rudolph 
et al., 2023). Plagiarism, for instance, alongside other forms of cheating, is com-
monly discussed in the literature (e.g., Atlas, 2023; Gimpel et al., 2023; İpek et 
al., 2023; Office of Educational Technology, 2023; Rudolph et al., 2023; Susnjak, 
2022). However, there is ample research suggesting that AIEd has far-reaching 
benefits. 

Luckin and Cukurova (2019) pointed out that research demonstrating well- 
designed AI that works in education is increasing, alongside the growing argu-
ment that AIEd contexts have yet to be fully realized (Celik, 2023; Luckin et al., 
2022). Atlas (2023) detailed the versatile use of generative AIEd, encompassing 
automated essay scoring, personalized tutoring, classroom assistance, language 
translation, and the development of writing, research, and communication skills. 
Additionally, this technology can aid in creating syllabi, quizzes, exams, summa-
ries, reports, and other research documents while also offering support in email 
and chatbot communication, meeting and event organization, campus tours, 
policy guidance, and report generation (Atlas, 2023). 

ChatGPT is a large language model (Gimpel et al., 2023; Susnjak, 2022) de-
veloped by OpenAI that can generate human-like text responses and provide 
natural language understanding in a conversational context (ChatGPT-4, per-
sonal communication, December 15, 2023). Generative AI uses large language 
models, a type of machine learning model, to produce text, images, and other 
content with minimal human involvement (Gimpel et al., 2023). GPT, short for 
Generative Pre-Trained Transformer (Gimpel et al., 2023; Tlili et al., 2023), is 
OpenAI’s acronym for large language models that undergo pre-training on pub-
licly available data (Gimpel et al., 2023). OpenAI introduced its advanced mod-
els in November 2022, culminating in the release of ChatGPT-4 in March 2023 
(Gimpel et al., 2023; İpek et al., 2023). Cooper (2023), citing Scharth (2022), ex-
plained that these models were developed using machine learning algorithms 
trained on comprehensive text datasets comprising books, news articles, and 
websites. (See Rudolph et al. (2023) for an explanation of ChatGPT and its his-
tory.) 

ChatGPT’s popularity has been attributed to its ability to produce high-quality 
text, its user-friendliness, as well as its free access (Atlas, 2023) (for ChatGPT-3.5; 
Gimpel et al., 2023), enabling new users to experience the possibilities of text 
generation firsthand. Its popularity may also come from its ability to be incor-
porated into existing applications. Gimpel et al. (2023), referencing Salz (2023), 
explained that ChatGPT is seeing rapid integration into Microsoft 365, making it 
increasingly challenging to evade the influence of AI. Moreover, it is believed 
that AI will continue to impact the development of technological tools for edu-
cation and training (Luckin & Cukurova, 2019). 

Tools like ChatGPT could, therefore, be viewed as disruptive in education 
(Rudolph et al., 2023). There is a concern that AI will assume roles performed by 
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humans (Atlas, 2023; Office of Educational Technology, 2023). From a historical 
standpoint, though, technological changes have brought new roles, creating new 
opportunities (Ch’ng, 2023; Luckin et al., 2016). Gimpel et al. (2023) argued that 
ChatGPT (and generative AI tools like it) are supplementary; that is, used to en-
hance learning, teaching, and research (Atlas, 2023). Thus, while it is conceivable 
that AI may assume some tasks currently performed by humans, generative AI is 
more likely to aid in curriculum development and similar tasks rather than en-
tirely replace instructional designers and educators (Atlas, 2023). 

Generative AI can be used to free individuals from basic tasks, affording the 
time to focus on more advanced higher-order thinking (Ch’ng, 2023; İpek et al., 
2023). Instructional designers can use ChatGPT to perform laborious tasks so 
they can concentrate on other aspects of ID, reducing course content turna-
round. Comparing traditional, current ID to AI collaborative practices, Ch’ng 
(2023) offered that content is often written by subject matter experts (SMEs) 
who conduct time-consuming research. Complicating matters, instructional de-
signers must often deal with a general lack of understanding when it comes to 
their function and role, particularly as it relates to collaborating with others, in-
cluding these experts (Pollard & Kumar, 2022). This can create challenges be-
cause, at least in the case of SMEs, instructional designers are not necessarily 
authorities in an area (Pollard & Kumar, 2022); thus, their reliance on these ex-
perts is imperative. ChatGPT can be used to assist in identifying sources and ra-
pidly summarizing articles (Atlas, 2023), including translating content from dif-
ferent languages to help SMEs as well as instructional designers enhance colla-
boration efforts. Content can be logically chunked and organized, creating out-
lines that instructional designers can flesh out. It can also be used as a copyeditor 
to assist in producing polished text (Gimpel et al., 2023). Then there is its ability 
to create introductions, objectives, main content topics, quizzes, assignments, 
and instructions (Ch’ng, 2023). 

Ch’ng (2023)—continuing the comparison of traditional ID to AI collabora-
tive practices, but in the context of video, audio, and images—explained that the 
generation of multimedia can be a time-consuming and costly process as the 
production of video with audio typically involves a studio and recording equip-
ment. However, ChatGPT can assist with aspects of multimedia generation. For 
example, it can be used to generate transcripts (based on text input) for closed 
captioning. ChatGPT can also aid in developing scripts to be used in the later 
creation of voice-overs. As for images, instructional designers must find copy-
right-free (or purchase stock) images that match the content and objectives 
(Ch’ng, 2023), create the illustrations themselves, or rely on artists and graphic 
designers. Although the copyright of images generated by AI is currently evolv-
ing (Ch’ng, 2023), tools like DALL·E can be used to create drawings, illustra-
tions, and related graphics. 

Overall, generative AI holds the potential to undertake lengthy and complex 
tasks, thus playing a supportive role in the ID process. This idea is perhaps best 
conveyed by the findings of İpek et al.’s (2023) systematic review of ChatGPT, 
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which highlighted the evolving capabilities of generative AI in academic and re-
search contexts. Some of these included summarizing and creating abstracts of 
articles, finding literature resources, generating literature, translating and pa-
raphrasing, generating exam answers, identifying learners’ needs early in the 
learning process, personalizing learning experiences, grading and assessment, 
conducting data analysis, and helping with studying (İpek et al., 2023). (See İpek 
et al. (2023) for other capabilities and an extensive list of research published in 
the examination of ChatGPT, and Bahroun et al. (2023) for a comprehensive 
analysis of generative AIEd.) 

3. Method 

As with others who have documented their experiences with ChatGPT (e.g., 
Cooper, 2023; Susnjak, 2022; Tlili et al., 2023), this study explored the use of 
ChatGPT as a resource to assist instructional designers and educators in select-
ing the most suitable media for delivering instructional content. Different ap-
proaches can be found when studying ChatGTP. For example, Cooper (2023), 
citing Hamilton et al. (2009), used “a self-study methodology to investigate 
technology” (p. 445). Others have borrowed from qualitative approaches without 
calling out any specific methodology (e.g., Susnjak, 2022). In this investigation, 
an approach like that of Tlili et al. (2023) was adopted to understand ChatGPT’s 
suitability during media selection. Citing Yin (1984) and Stake (1995), Tlili et al. 
(2023) used a qualitative case study approach that benefited from an instrumen-
tal case study research design, respectively. Tlili et al. (2023) posited that an in-
strumental research design is effective for comprehending phenomena within 
their specific contexts (Stake, 1995). This approach was pertinent to their analy-
sis of ChatGPT, which is an asserted relevance to the current work. 

In this specific research, the authors, in response to the media selection com-
plexities and obstacles identified in the literature review, developed a media se-
lection tool using ChatGPT. The authors used the tool to explore ChatGPT’s 
ability to choose suitable instructional delivery systems. These results were then 
compared to findings obtained through the authors’ performance of a traditional 
media selection process. Altogether, this inquiry sought to examine ChatGPT’s 
strengths and weaknesses as a decision-making tool for selecting media during 
ID. As far as is known (at the time of this writing), no empirical studies have 
been conducted and published on the application of ChatGPT in selecting media 
as part of the ID process. 

3.1. Instruments 
3.1.1. Media Selection Guide 
As discussed, the process of media selection is influenced by several factors 
(Holden et al., 2010; Martin, 2011; Sugrue & Clark, 2000). Holden et al. (2010) 
presented that in choosing suitable media for distance learning, it is crucial to 
consider factors that could affect the preference for one medium over another. 
They offered examples of technologies, like satellite e-learning and real-time 
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web-based instruction, for teaching strategies that necessitate live and interactive 
learning. Thus, among the various considerations are instructional strategies. 

The instructional strategy for course delivery refers to presenting information 
in a way that supports learning and performance with various approaches, in-
cluding blended or hybrid delivery and simulations (Martin, 2011). Further-
more, certain aspects of strategies involve considerations like the sequence of 
presentation and level of interactivity (Martin, 2011). Given the number of 
learning environments, it becomes crucial to evaluate which strategies are most 
suitable for various delivery options, understanding that strategies are most ef-
fective when tailored to address specific learning goals and objectives (Martin, 
2011). To put it differently, Martin (2011) introduced the notion of instructional 
alignment, which underscores the interconnectedness of various elements, con-
tributing to the effectiveness of instructional material. Therefore, just as it is 
crucial to align the objective with information, examples, practice, feedback, re-
view, and assessment, it is equally essential to align media and strategies with all 
these different elements (Martin, 2011). 

Considering these insights, along with other perspectives such as Ziagos’s 
(1991) assertion that the method, rather than the delivery medium, dictates 
learning effectiveness and Sugrue and Clark’s (2000) recommendation to match 
media with Bloom’s (1956) classification of learning tasks, the authors developed 
a media selection guide (MSG; see Appendix A). Moreover, given the argument 
that media selection is not an exact science (Anderson, 1983), the guide was also 
based on the authors’ professional judgments and ID experience. Recognizing 
this balance is essential, as it pertains to works asserting that the criteria for se-
lecting media depend, in part, on the subjective judgment of the instructional 
designer (e.g., Heidt, 1989). It was also predicated on questions found in scho-
larly discussions concerning the equilibrium instructional designers maintain 
between adhering to formal guidelines and relying on their experience and intui-
tion within ID (Wilson & Jonassen, 1990). 

3.1.2. Media Selection Tool 
ChatGPT-4 (OpenAI, 2024a) was used in this research. This is OpenAI’s most 
advanced model (at the time of this writing), which offers improved language 
generation, making it more adept at handling complex queries and producing 
more nuanced responses (ChatGPT-4, personal communication, January 15, 
2024). It was also trained on a significantly larger dataset using more sophisti-
cated algorithms, which are believed to enhance its accuracy and breadth of un-
derstanding across knowledge domains (ChatGPT-4, personal communication, 
January 15, 2024). Given its capability to consider relative information during 
response generation, it can sustain a conversational flow (Gimpel et al., 2023) 
and, consequently, may allow for more coherent and contextually relevant con-
versations over more prolonged interactions (ChatGPT-4, personal communica-
tion, January 15, 2024). The ChatGPT-4 model is at the core of OpenAI’s ad-
vanced offerings, including ChatGPTs (announced at DevDay in November 
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2023), which are instantiations that have been tailored for specific purposes 
(OpenAI, 2024b). 

Using the ChatGPTs feature, a GPT was created to assist in the media selec-
tion of specific tasks. A “knowledge source” file that included the content used to 
train and guide the model was uploaded (see Appendix B). The knowledge 
source was primarily the MSG, which encompassed specific language that 
worked best when training and testing the GPT. The beauty of this approach is 
that GPTs can be built by uploading files that comprise natural language (e.g., 
Adobe PDF, Microsoft Word); no coding or scripting is involved (OpenAI, 
2024b). Furthermore, the tailored GPT was given explicit instructions on what to 
do (see Table 1). The outcome was a media selection tool (MST and “the GPT” 
hereafter) built upon the ChatGPT-4 model but with additional knowledge on 
the selection of suitable delivery systems in ID (see Figure 1). 

3.2. Procedure 
3.2.1. Training the Media Selection Tool 
The authors established an account with OpenAI and upgraded their plan to 
gain access to ChatGPT-4. The motivation for upgrading was to acquire the abil-
ity to use GPTs. After reviewing OpenAI’s (2024c) guide on prompt engineer-
ing—which emphasized strategies and techniques for optimizing interactions 
with large language models—the authors experimented with GPT Builder. The 
authors responded to the builder’s prompts to create the MST to understand 
specific instructional criteria. 

 
Table 1. Instructions and settings used to configure the MST. 

Name Value 

Instructions 

As the Media Selection Tool, an expert in instructional design, your  
role is to assist users in selecting the most appropriate media for their 
instructional tasks across various learning domains. Your responses are 
informed by a deep understanding of instructional design, guided by the 
“knowledge source” file. You communicate in a plain, accessible, and 
conversational tone, providing detailed yet easy-to-understand  
explanations. Your focus is solely on media selection for instructional 
design, offering rationale behind selections and clearly indicating if an 
answer is unknown. 

Your process begins by analyzing the task’s verb and determining the 
learning level, learning level category, learning outcome, instructional 
methods, and instructional strategies. These elements serve as criteria 
for your internet searches, enabling you to find and recommend suitable 
delivery systems. This approach ensures that your recommendations are 
not only based on the “knowledge source” but also enriched with 
up-to-date and relevant online information, providing users with  
comprehensive media selection guidance. 

Conversation 
Starters 

Can you help me with my media selection? 

Capabilities Web Browsing (the only enabled feature) 
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Figure 1. The MST interface (“By” line removed from the figure). 
 

This led to multiple iterations of the GPT, with continuous refinements and 
adjustments, thereby enhancing the MST’s behavior. During refinement, the 
model’s performance was evaluated by the authors using the preview capabilities 
and continued until the model could effectively prompt and accurately under-
stand the relationships defined in the knowledge source. The result was a GPT 
that comprehended interrelationships among several instructional elements.  

Moreover, while the model received training through examples (in the know-
ledge source), this was by no means the extensive data typically found in a rela-
tional database used with traditional ID tools. Neither did it include comprehen-
sive data involved in fine-tuning AI models. This was intentional, aiming to ca-
pitalize on the generative capabilities of AI. There was the concern that if the 
model was overly reliant on a comprehensive dataset, it might only reflect a sin-
gular school of thought. This could lead to a tool that merely mimics existing 
database-fed decision-tree ID systems rather than offering the novel, diverse 
perspectives and solutions enabled by AI’s generative potential. Finally, to en-
sure clarity in its decision-making process, the GPT was instructed to offer de-
tailed explanations for its choices. 

3.2.2. Conducting the Media Selection 
To evaluate the decision-making process of the MST, the outputs and decisions 
produced were compared with those obtained using the MSG. First, the authors 
defined the terminal and enabling objectives and extracted the enabling objective 
behaviors as tasks to conduct the media selections. 

The terminal objective represents the final aim of instruction, achieved through 
the cumulative fulfillment of specific, smaller enabling objectives and the execu-
tion of tasks that serve as the practical steps for accomplishing these broader 
goals. The objective has been asserted to be the most critical factor in selecting 
media for instruction (Holden et al., 2010), whereas the task is equally impor-
tant, given that it is the action through which the objective is achieved. 
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Table 2 shows the terminal and enabling objectives and corresponding tasks. 
To maintain simplicity, photography was chosen, concentrating on learning the 
fundamentals of exposure. 

The authors then independently used the MSG to carry out their selections for 
the enabling objectives for each task. The authors identified the domain hierar-
chies, learning outcomes, level of interactivity (LOI), instructional methods, in-
structional strategies, and the chosen delivery system. They documented these 
instructional elements on worksheets. A total of 80 items (10 tasks by 8 ele-
ments) were assessed. Upon comparing their findings, the authors reached an 
agreement on 51 of the 80 items (64%). The authors deliberated on the remain-
ing items until they reached an agreement, creating a worksheet for each task 
that included the final agreed-upon selections. 

With consensus in hand, one of the authors entered the enabling objectives 
for each task into the MST. The outcomes generated by the GPT for each in-
structional element were then documented by the author on the respective task’s 
worksheet. The author also added comments deemed essential or relevant about 
the GPT that departed from its expected behavior. 

4. Results 

Table 3 displays the media selections and corresponding instructional element 
decisions in using the MSG and MST. The table also shows the GPT-provided 
explanations (behind each instructional element selection) in italics. The find-
ings revealed that despite receiving identical training and guidelines, respectively 
(albeit in different formats and wording), the authors and the GPT diverged in 
their choices. 

4.1. Task Interpretations and Delivery System Recommendations 

The authors and the GPT concurred in their identification of the central verb in 
all tasks except for 5.1. The authors identified the verb “conduct,” whereas the 
GPT chose “evaluate,” though recognizing the task involved “conduct[ing] a 
portfolio review.” The authors saw the task as performing the review, while the 
GPT likely focused on judging the content’s quality, as reflected in their respec-
tive category selections of “adaptation” and “evaluation,” respectively. This re-
sulted in varied choices for the remaining instructional elements, which, in the 
context of each analysis, were aligned with the guide and knowledge source con-
tents. 

The authors determined the learning outcome to be “cognitive strategies,” 
while the GPT decided upon “intellectual skills,” reasoning that the task “re-
quires learners to critically assess and provide feedback on portfolios, a task that 
involves higher-order cognitive processes like analysis, synthesis, and evalua-
tion.” Despite these different interpretations of the task, both agreed that a faci-
litator-led “small group” was the optimal instructional method, subsequently 
suggesting a “peer/pressure group” instructional strategy. This led to distinct yet  
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Table 2. The instructional objectives and tasks used in the media selections. 

Element Statement 

Terminal 
Objective 

By the end of this lesson, students will be able to explain the concept of  
exposure in photography based on adjustments of the aperture, shutter 
speed, and ISO settings under different lighting conditions. 

Enabling 
Objectives 

1.1. Given a book chapter on photography, specify how aperture  
adjustments affect depth of field, in two sentences or less. 
1.2. Given a book chapter on photography, specify how shutter speed affects 
light exposure over time, in two sentences or less. 
1.3. Given a book chapter on photography, specify how ISO affects the  
camera sensor’s sensitivity to light, in two sentences or less. 
1.4. Given a lecture on photographic exposure, recall the relationship  
between aperture, shutter speed, and ISO in determining exposure, with 
90% accuracy. 
2.1. Given a workbook and a demonstration by an instructor on the  
relationship of camera settings, label each drawing showing aperture, shutter 
speed, and ISO settings that match a low-lit condition, back-lit subjects, and 
full-sun situations, with accuracy. 
3.1. Given a camera and indoor and outdoor settings, take three photos with 
different aperture settings to see the effect on depth of field, with 90%  
accuracy. 
3.2. Given a camera and indoor and outdoor settings, take three photos with 
various shutter speeds to capture both motion blur and frozen action, with 
90% accuracy. 
3.3 Given a camera and indoor and outdoor settings, take three photos with 
adjusted ISO settings in different lighting conditions to show the impact on 
image noise and exposure, with 90% accuracy. 
4.1. Given a set of your unique photos, submit a portfolio of five to ten  
photographs that demonstrate the understanding of exposure, including a 
mix of images with varied aperture, shutter speed, and ISO settings, taken in 
different lighting conditions, at 100% submittal. 
5.1. Given a set of two peer portfolios, conduct a portfolio review providing 
constructive feedback, with 100% participation. 

Tasks 

1.1. Specify how aperture adjustments affect depth of field. 
1.2. Specify how shutter speed affects light exposure over time. 
1.3. Specify how ISO affects the camera sensor’s sensitivity to light. 
1.4. Recall the relationship between aperture, shutter speed, and ISO in  
determining exposure. 
2.1. Label each drawing showing aperture, shutter speed, and ISO settings 
that match a low-lit condition, back-lit subjects, and full-sun situations. 
3.1. Take three photos with different aperture settings to see the effect on 
depth of field. 
3.2. Take three photos with various shutter speeds to capture both motion 
blur and frozen action. 
3.3. Take three photos with adjusted ISO settings in different lighting  
conditions to show the impact on image noise and exposure. 
4.1. Submit a portfolio of five to ten photographs that demonstrate the  
understanding of exposure, including a mix of images with varied aperture, 
shutter speed, and ISO settings, taken in different lighting conditions. 
5.1. Conduct a portfolio review providing constructive feedback. 
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Table 3. Media selections and corresponding decisions in using the MSG and MST. 

Task Instrument 
Instructional Elements 

Delivery System 
Verb 

Learning 
Level 

Learning Level 
Category 

Learning  
Outcome 

Level of  
Interactivity 

Instructional  
Method 

Instructional  
Strategy 

1.1. 

MSG Specify K1 
Knowledge 
(Fact Learning) 

Verbal 
LOI 2 
(Limited) 

Assigned Reading Traditional 
Self-study via hardcopy or 
digital textbook 

MST Specify K4 
Analysis  
(Discrimination 
Learning) 

Intellectual Skills 
This task involves 
concisely analyzing 
and explaining a 
complex concept, 
which requires 
intellectual skill in 
distilling and 
communicating 
key information. 

LOI 3 
(complex  
participation), 
as it involves 
analysis and 
concise  
communication 
of a technical 
concept. 

Primary: 
Reference-based— 
Utilizing the text as 
a primary source of 
information. 
Secondary: 
Tutorial—To guide 
learners in  
understanding and 
summarizing the 
concept. 

For reference-based: 
The traditional strategy 
would be most effective, 
focusing on structured 
learning from the text. 
For tutorial: 
Small group  
(facilitator-led) strategy 
can be used to encourage 
discussion and clarification 
of the concept. 

Interactive e-learning 
module or digital  
textbook with integrated 
tutorials. 
This could include  
segments of the text 
supplemented with  
interactive elements like 
quizzes or summary 
exercises to practice 
concise explanations. 

1.2. 

MSG Specify K1 
Knowledge 
(Fact Learning) 

Verbal LOI 2 (Limited) Assigned Reading Traditional 
Self-study via hardcopy or 
digital textbook 

MST Specify K4 
Analysis  
(Discrimination 
Learning) 

Intellectual Skills 
This task involves 
the concise analysis 
and articulation of 
the relationship 
between shutter 
speed and light 
exposure, requiring 
intellectual skill in 
distilling complex 
information. 

LOI 3  
(Complex) 

Primary: 
Reference-based— 
Utilizing the text as 
the main source of 
information. 
Secondary: 
Tutorial—To guide 
learners in  
understanding and 
summarizing the 
concept succinctly. 

For reference-based: 
A traditional strategy, 
focusing on structured 
learning from the text, is 
most effective. 
For tutorial: 
A small group  
(facilitator-led) strategy 
could be used to encourage 
discussion and a precise  
explanation of the  
concept. 

An interactive e-learning 
module or a digital  
textbook format is  
suitable. 
These should include 
segments of the text 
supplemented with  
interactive elements like 
quizzes or exercises that 
encourage learners to 
formulate concise  
explanations. 

1.3. 

MSG Specify K1 
Knowledge 
(Fact Learning) 

Verbal LOI 2 (Limited) Assigned Reading Traditional 
Self-study via hardcopy or 
digital textbook 

MST Specify K4 
Analysis  
(Discrimination 
Learning) 

Intellectual Skills 
This task involves 
analyzing and 
concisely  
articulating the 
relationship  
between ISO  
settings and sensor 
sensitivity, which 
requires intellectual 
skill in  
summarizing 
complex  
information. 

LOI 3  
(Complex) 

Primary: 
Reference-based— 
Utilizing the text as 
a key source of 
information. 
Secondary: 
Tutorial—To guide 
learners in  
understanding and 
succinctly  
summarizing the 
concept. 

For reference-based: 
Traditional strategy would 
be effective, focusing on 
structured learning from 
the text. 
For tutorial: 
A small group  
(facilitator-led) strategy 
can be used to encourage 
discussion and a concise 
explanation of the concept. 

An interactive e-learning 
module or digital  
textbook would be  
suitable. 
These should include 
segments of the text, 
supplemented with  
interactive elements like 
quizzes or summary 
exercises to practice 
concise explanations. 

1.4. 

MSG Recall K1 
Knowledge 
(Fact Learning) 

Verbal LOI 1 (Passive) Lecture Traditional 
Traditional classroom or 
online synchronous 
training 

MST Recall KI 
Knowledge 
(Fact Learning) 

Verbal 
This task focuses 
on the recall of 
information about 
the  
interrelationship of 
aperture, shutter 
speed, and ISO in 
photographic 
exposure. 

LOI 1 (Passive) 

Primary: 
Lecture—Serves as 
the primary  
method of  
delivering the 
content. 
Secondary: 
Drill and practice— 
To reinforce the 
recall of the  
information. 

For lecture: 
A traditional strategy, 
focusing on structured 
delivery of content, is 
appropriate. 
For drill and practice: 
A programmed strategy 
can be used, which in-
volves structured repeti-
tion and practice to en-
hance  
memory retention. 

Given the task’s alignment 
with LOI 1 and focus on 
verbal information, a 
standard lecture format, 
possibly supplemented 
with visual aids (like 
slides or diagrams), is 
suitable for the initial 
content delivery. 
For achieving accuracy in 
recall, an e-learning 
platform with quizzes or 
flashcards could be  
effective. This system 
should provide immediate 
feedback and allow for 
repeated practice to  
reinforce learning. 

https://doi.org/10.4236/jss.2024.124014


B. DaCosta, C. Kinsell 
 

 

DOI: 10.4236/jss.2024.124014 206 Open Journal of Social Sciences 
 

Continued 

2.1. 

MSG Label K4 
Analysis  
(Discrimination 
Learning) 

Intellectual  
Skills 

LOI 3  
(Complex) 

Small Group  
(facilitator-led) 

E3 
Traditional classroom or 
online breakout room 

MST Label K3 
Application 
(Procedural 
Learning) 

Intellectual skills, 
specifically  
applying  
knowledge to 
identify and label 
aperture, shutter 
speed, and ISO 
settings in different 
lighting conditions. 

LOI 3  
(Complex) 

This level 
involves  
applying  
knowledge in 
various  
scenarios, 
which in your 
case includes 
different  
environmental 
conditions like 
low-lighting, 
back-lit  
subjects, and 
full sun. 

Primary: 

Worked examples 
would be suitable, as 
they can provide 
learners with  
examples of correctly 
labeled settings in 
different lighting 
conditions. 

Secondary: 

Demonstration/ 
modeling could be 
beneficial to show the 
process of  
determining and 
labeling the correct 
settings initially. 

Traditional exercises for 
practice and  
reinforcement, along 
with small group work 
for peer collaboration 
and feedback. 

Given the need for visual 
representation, a  
combination of digital 
images or interactive 
diagrams in an IMI  
format would be ideal. 
These can show the  
camera settings and their 
effects in various lighting 
conditions. 

Physical or digital  
worksheets for learners to 
practice labeling can 
enhance learning and 
provide a hands-on  
experience. 

3.1. 

MSG Take S5 
Complex Overt 
Response  
(Mechanism) 

Cognitive  
Strategies 

LOI 3  
(Complex) 

Practical Application Traditional Actual Equipment 

MST Take S5 
Complex Overt 
Response  
(Mechanism) 

Motor skills, fo-
cusing on the 
physical ability to 
adjust the camera 
and take photos 
with varying  
aperture settings to 
achieve a desired 
effect (depth of 
field). 

LOI 3  
(Complex) 

Primary: 

Demonstration/ 
modeling, showing 
how to adjust  
aperture settings and 
the expected  
outcomes. 

Secondary: 

Drill and practice, 
allowing learners to 
practice the skill in 
varying conditions to 
achieve proficiency 
repeatedly. 

E3 is for hands-on  
practice, and the 
peer/pressure group is 
for collaborative learning 
and feedback. 

Actual equipment, namely 
a camera, is essential for 
this task. Learners need to 
handle the camera and 
adjust settings physically 
in natural environments. 

Augmented reality or VR 
systems could be  
supplementary tools, 
especially for  
demonstrating the effects 
of different aperture 
settings in various lighting 
conditions without the 
need for immediate access 
to indoor and outdoor 
settings. 

3.2. 

MSG Take S5 
Complex Overt 
Response  
(Mechanism) 

Cognitive  
Strategies 

LOI 3  
(Complex) 

Practical Application Traditional Actual Equipment 

MST Take S5 

Complex Overt 
Response  
(Mechanism) 

This level 
involves  
performing 
complex and 
coordinated 
actions, such as 
manipulating 
camera settings 
(shutter speed) 
to achieve 
specific  
photographic 
effects. 

Motor Skills 

It focuses on  
developing the 
physical ability to 
adjust camera 
settings effectively 
to achieve different 
effects in  
photographs. 

LOI 3 (complex 
participation) 

and possibly 
LOI 4 
(real-time) for 
immediate 
feedback and 
adaptation. 

Primary: 

Demonstration/ 
modeling illustrating 
how different shutter 
speeds affect motion 
blur and action  
freezing. 

Secondary: 

Drill and practice, 
allowing learners to 
repeatedly experiment 
with shutter speeds in 
various settings to 
achieve the desired 
effects. 

E3 for hands-on  
practice, supplemented 
by peer/pressure group 
for collaborative learning 
and feedback. 

Actual equipment,  
specifically a camera, is 
essential for this task. 
Learners need to handle 
the camera and adjust 
settings physically in real 
environments. 

Augmented Reality or VR 
could be considered 
supplementary tools, 
especially for  
demonstrating the effects 
of different shutter speeds 
in various conditions 
without needing  
immediate access to 
varied lighting or motion 
scenarios. 
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Continued 

3.3. 

MSG Take S5 
Complex Overt 
Response  
(Mechanism) 

Cognitive  
Strategies 

LOI 3  
(Complex) 

Practical Application Traditional Actual Equipment 

MST Take S5 
Complex Overt 
Response  
(Mechanism) 

Motor Skills 
LOI 3  
(Complex) 

Primary: 

Demonstration/ 
Modeling 

Secondary: 

Drill and Practice 

Demonstration/ 
modeling would be 
effective in showing 
how ISO settings 
affect image quality, 
but drill and practice 
may be more  
beneficial for learners 
to repeatedly practice 
and refine their skills 
in adjusting ISO 
settings under  
different lighting 
conditions. 

E3: Hands-on practice  
in real-world settings. 

Actual Equipment: Using 
a real camera to practice 
and understand the  
impact of ISO settings. 

4.1. 

MSG Submit S5 
Complex Overt 
Response  
(Mechanism) 

Cognitive  
Strategies 

LOI 3  
(Complex) 

Small Group  
(facilitator-led) 

E3 
Portfolio (traditional or 
digital) 

MST Submit K5 
Synthesis 
(Problem- 
solving) 

Intellectual Skills 

This task requires 
learners to apply 
their  
understanding of 
photographic 
concepts like  
exposure, aperture, 
shutter speed, and 
ISO settings to 
create a diverse 
portfolio. The 
problem-solving 
aspect lies in  
selecting and 
organizing  
photographs to 
demonstrate these 
concepts  
effectively. 

LOI 3  
(Complex) 

Primary: 

Project-Based  
Learning 

Secondary: 

Worked Examples 

Project-based  
learning is  
particularly relevant 
as it involves  
completing a 
real-world task (here, 
the creation of a 
photo portfolio) that 
allows learners to 
apply and  
demonstrate their 
understanding in a 
practical context. 

E3 

The E3 strategy is most 
fitting for this task as it 
emphasizes learning 
through doing and 
experimenting, which is 
essential for  
understanding various 
photographic  
techniques. 

An LMS with portfolio 
capabilities would be 
appropriate. This system 
would allow learners to 
submit their photos, 
provide explanations or 
annotations for their 
choices, and facilitate 
feedback and evaluation. 

5.1. 

MSG Conduct S6 Adaptation 
Cognitive  
Strategies 

LOI 3  
(Complex) 

Small Group  
(facilitator-led) 

Peer/Pressure Group 
Traditional classroom or 
online breakout rooms 

MST 

Evaluate 

The 
central 
action in 
your task 
is to 
“conduct 
a  
portfolio 
review.” 

K6 Evaluation 

Intellectual Skills 

This requires 
learners to  
critically assess and 
provide feedback 
on portfolios, a 
task that involves 
higher-order  
cognitive processes 
like analysis,  
synthesis, and 
evaluation. 

LOI 4 

(Real-Time) 

Primary: 

Small Group 

(facilitator-led) 

Secondary: 

Guided Discussion 

A small group  
method would be 
more effective as it 
fosters interaction, 
discussion, and active 
participation from all 
members. 

Peer/Pressure Group 

This strategy encourages 
peer learning and  
feedback, which aligns 
well with the task of 
conducting portfolio 
reviews and providing 
constructive feedback. 
 

A suitable delivery system 
would be a combination 
of an LMS for organizing 
and sharing the portfolios 
and a synchronous online 
meeting platform (like 
Zoom or Microsoft 
Teams) for the review 
sessions. This setup  
supports the interactive 
nature of the task and 
allows for real-time  
feedback and discussion. 

The GPT generated the italicized text. 
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similar methods of delivery. While the authors favored a classroom environ-
ment, they also suggested online breakout rooms, which corresponded with the 
GPT’s recommendation of a learning management system (LMS) coupled with a 
synchronous online platform (e.g., Microsoft Teams). 

Excluding 1.4, variations in the instructional elements were observed across all 
the other tasks. As shown in Table 3, tasks 1.1, 1.2, and 1.3 were dissimilar in 
learning level, category, learning outcome, LOI, and instructional method. Al-
though “specify” was used for the verb, focusing on the cognitive (knowledge) 
domain, the authors viewed the task as learning “factual” information, whereas 
the GPT likely saw the matter as responding differently to specific (i.e., aperture, 
shutter, ISO), albeit similar stimuli. This thinking persisted in their subsequent 
choices, with the authors characterizing the outcome as “verbal” with an LOI 2, 
designating limited learner involvement, and the GPT viewing the matter as an 
“intellectual skill” necessitating a higher order of participation (LOI 3). Interes-
tingly, even with deviating in their analysis, both opted for a “traditional” in-
structional strategy and proposed distinct yet analogous delivery systems. The 
authors advised self-study via physical or digital textbook, while the GPT sug-
gested an interactive e-learning module or a digital text with integrated tutorials. 

Not all the analyses resulted in differences across the same instructional ele-
ments. For 2.1, the authors and the GPT agreed upon the learning outcome and 
LOI but diverged regarding learning level, category, instructional method, and 
instructional strategy. Tasks 3.1, 3.2, and 3.3 revealed agreement on all the ele-
ments and conflicted on outcome, method, and strategy. Whereas 4.1 only showed 
a match with LOI and strategy. These differences do not suggest the analyses 
were flawed, but rather, the authors and GPT viewed the tasks differently, as was 
described above with tasks 1.1, 1.2, 1.3, and 5.1. 

Reinforcing this point with another example, the authors and the GPT viewed 
tasks 3.1, 3.2, and 3.3 as a skill comprising a “complex overt response (mechan-
ism),” which the GPT summarized as “performing complex and coordinated ac-
tions, such as manipulating camera settings (shutter speed) to achieve specific 
photographic effects.” However, the authors noted a learning outcome of “cog-
nitive strategies,” whereas the GPT denoted a “motor skill.” That is, the authors 
saw a cognitive task, basing their conclusion, in part, on the work of Gagné 
(1985), who characterized “cognitive strategy” as an internal regulatory process, 
allowing learners to choose and adjust their methods of focusing, acquiring 
knowledge, retaining information, and reasoning, as well as the insights of 
Bruner et al. (1956) on the operation and usefulness of cognitive strategies in 
problem-solving. Conversely, the GPT deduced a physical task, rationalizing that 
“it focuses on developing the physical ability to adjust camera settings effectively 
to achieve different effects in photographs.” 

The most interesting of these findings is that, as with 1.1 through 1.4 and 5.1, 
the remaining tasks revealed different yet compatible delivery systems. In tasks 
3.1, 3.2, and 3.3, the authors and the GPT advocated using the camera, albeit 
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presumably influenced by the enabling objective. Additionally, the GPT recom-
mended using AR and VR as auxiliary technologies, reasoning that they could 
assist in “demonstrating the effects of different aperture settings in various 
lighting conditions without the need for immediate access to indoor and out-
door settings.” The exception in delivery system selection was task 2.1. Even 
though the choices made sense in the context of their respective analysis, the 
authors proposed a traditional classroom or online breakout room, while the 
GPT recommended interactive multimedia instruction (IMI). 

4.2. Straying from the Prescribed Guidance 

Although the selections did not always align between the authors and the GPT, 
as presented, they were aligned within their respective individual analyses. Nev-
ertheless, it is important to note that the authors and the GPT did go “off script,” 
which may help explain some of their choices beyond their initial interpretation 
of each task. It is recognized that the media selection approach provided to the 
authors and the GPT served as general guidance. Furthermore, the contents of 
the MSG and knowledge source were in no way exhaustive; they only included a 
few examples. Therefore, a certain level of deviation was anticipated. 

Based on this, the selection of a combination of instructional methods, in-
structional strategies, and delivery systems showed a departure from the pre-
scribed guidelines. For tasks 1.1, 1.2, and 1.3, the authors noted “assigned read-
ing” as the method, “traditional” as the strategy, and “self-study” as the delivery 
system. Though not explicitly one of the methods in the MSG, the authors based 
their “assigned reading” decision on guidance from the MIL-HDBK-29612-2A 
(DoD, 2001), which underpinned the MSG. Moreover, “assigned reading” is 
contextualized in the MIL-HDBK within lecture and traditional classroom 
learning, which influenced the authors’ decision to adopt a “traditional” strategy. 
Meanwhile, “self-study” via textbook was based on the instructional elements 
alongside the authors’ experiences. 

For these tasks, the GPT also departed from its training, choosing a “refer-
ence-based” instructional method, which it explained encompassed “utilizing the 
text as a primary source of information.” In the knowledge source, “refer-
ence-based” is not linked to “intellectual skills”; however, it is connected to the 
“traditional” instructional strategy. Furthermore, the choice of employing an in-
teractive e-learning module or digitally enhanced text with tutorials was compa-
rable with the authors’ preference for a digital textbook. Thus, the GPT’s analysis 
is arguably aligned with the authors, albeit departing from the examples in its 
method selection, but presumably a result of its exposure to the enabling objec-
tive. 

Of the remaining tasks, the authors diverged from the MSG in their choice of 
instructional method and instructional strategy for tasks 3.1, 3.2, and 3.3, while 
the GPT departed from its training regarding the method and strategy decisions 
of 4.1. For tasks 3.1 through 3.3, the authors concluded on “practical applica-
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tion” for the method and “traditional” as the strategy. Although not explicitly 
among the examples, the authors decided upon the method of “practical applica-
tion” because they viewed the tasks in the context of individuals performing 
them and having their specific environments (i.e., indoor and outdoor settings) 
that required camera configurations unique to each situation. The authors iden-
tified that trial and error learning would be enhanced to meet the photo portfo-
lio requirement. Otherwise, a small group method could have been selected with 
the same element alignment but might allow an individual to lean heavily on 
teammates as opposed to putting in the individualized effort to learn and prac-
tice. 

As for task 4.1, the GPT noted an instructional method of “project-based 
learning” and the instructional strategy, “Exercise, Experiential, or Experimental 
(E3)”. “Project-based learning” was also not part of the training examples but 
was instead derived by the GPT, demonstrating its heuristic capability to make 
independent choices. It could also be said that—although project-based learning 
has been described in the context of ID—its selection might have been influ-
enced by the task’s language, which referenced the use of a portfolio. This ratio-
nale was further articulated by the GPT, which noted that “project-based learn-
ing is particularly relevant as it involves completing a real-world task (here, the 
creation of a photo portfolio) that allows learners to apply and demonstrate their 
understanding in a practical context.” Finally, its decision to adopt an “E3” 
strategy was based on the rationale that the task “emphasizes learning through 
doing and experimenting, which is essential for understanding various photo-
graphic techniques.” 

4.3. Unpredictability and Variation in Responses 

Finally, using the MST revealed additional observations beyond those previously 
mentioned. The GPT consistently selected instructional elements across tasks 1.1, 
1.2, and 1.3, as well as 3.1, 3.2, and 3.3. However, for tasks 1.1 through 1.4, a sec-
ondary instructional strategy aligned with the secondary instructional method 
was chosen. This behavior strayed from its training, as the model was directed to 
“choose a primary and secondary instructional method” and then “emphasize a 
single strategy as the most suitable.” Furthermore, for tasks 1.1 through 1.4, the 
GPT offered a rationale for the chosen secondary strategies. While consistent in 
meaning, the language varied, demonstrating its non-deterministic behavior. 
This means ChatGPT may produce diverse responses to identical prompts 
(ChatGPT-4, personal communication, January 22, 2024). 

Building upon ChatGPT’s non-deterministic nature, the GPT also exhibited 
various levels of detail in explaining its selections. That is, despite instructions to 
“[provide] detailed yet easy-to-understand explanations” and “[offer] rationale 
behind selections,” the GPT exhibited inconsistency in its verboseness while ex-
plaining its decision-making rationale. For instance, the GPT provided detailed 
explanations for its choices in tasks 3.1 and 3.2, offering much less in 3.3. Alto-
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gether, the GPT’s performance indicates a tendency towards variability and un-
predictability, not only in its strategic selections but also in the level of its expla-
nations. 

5. Discussion 
5.1. Strengths as an Assistant in Media Selection 
5.1.1. User-Friendliness (With Inherent Complexities) 
One key reason ChatGPT was selected for this study is its user-friendliness (At-
las, 2023). Specifically, GPTs can be created with straightforward instructions 
and knowledge sources that contain the training content. This represents a sig-
nificant shift from traditional AI models, which typically necessitate exposure to 
hundreds, thousands, or even millions of data points. The GPTs feature has un-
locked opportunities to explore generative AI’s potential in a way that requires 
no coding or scripting expertise beyond a basic understanding of prompt engi-
neering practices. 

This was one of the advantages found in this study, as the authors realized the 
MST could be developed using the “fail fast and often” philosophy associated 
with agile software development. The authors produced iterations of the GPT 
rapidly, making minor changes until testing revealed the desired behavior. How-
ever, even with the ease of use, considerable refinement was needed during de-
velopment, with the authors acknowledging that subsequent fine-tuning would 
be required in its ongoing use. For instance, in tasks 1.1 through 1.4, it was 
noted that the GPT chose secondary instructional strategies based on the sec-
ondary instructional method, whereas, for later tasks, it adhered to its training to 
provide only one strategy. This is despite the desired behavior the authors wit-
nessed during iterative development and testing, signifying that constant atten-
tion is required in using these models. 

Moreover, even though a basic understanding of prompt engineering is needed, 
proficiency in this practice is crucial to communicating effectively with genera-
tive AI. Namely, the ability to attain high-quality output relies heavily on the 
skill of formulating suitable prompts (Gimpel et al., 2023). The authors ob-
served, for instance, that minor adjustments in the phrasing of the instructions 
led to noticeable changes in the GPT’s behavior. 

5.1.2. A Personalized Experience 
Another identified benefit is ChatGPT’s capacity to interact engagingly and rea-
listically. While ChatGPT’s ability to participate in natural communication has 
been documented in the literature (e.g., Atlas, 2023; Baidoo-Anu & Ansah, 2023; 
İpek et al., 2023; Susnjak, 2022)—and was a factor in its selection for this re-
search—this capability represents a significant shift from traditional ID systems. 
Instructional designers typically engage with these systems by inputting defined 
data (such as action verbs) into text fields, choosing options from dropdown 
menus, and utilizing other interface elements, with the outcomes often displayed 
in a report-like format using statistical data descriptions, tables, and graphs. In 
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this study, the GPT demonstrated its capacity to suggest delivery systems 
promptly and efficiently without using such interfaces, drop-downs, or lock-step 
procedures. More importantly, the GPT was able to articulate insights and rea-
soning in a format that was conversational and easily digestible, presumably a 
result of its instructions to “communicate in a plain, accessible, and conversa-
tional tone, providing detailed yet easy-to-understand explanations.” From this, 
the authors suggest that its interactivity can be personalized to align with the us-
er’s proficiency level in ID. 

5.1.3. An Interactive Experience 
Furthermore, although the MST was designed to recommend delivery systems 
with only the task as input, the authors recognized that the GPT could have been 
trained to lead instructional designers through the media selection process in-
crementally. For instance, instructional designers might be prompted to specify 
the pertinent study domain, such as business and finance, education and teach-
ing, or hospitality and tourism, while also selecting the most effective instruc-
tional methods and strategies. Instructional designers might also be offered sev-
eral delivery systems to choose from and delve into those systems more deeply 
with ChatGPT. In other words, instructional designers are not restricted to the 
interfaces or methods commonly associated with existing ID systems but instead 
empowered to actively participate in the decision-making process and engage 
through open exchanges. 

5.1.4. Variability and Adaptability in Response 
The GPT’s engaging nature was showcased, in part, by its use of diverse lan-
guage and inconsistency in its responses and verbosity, highlighting its capacity 
for unpredictability. This poses challenges in standardization and consistency, 
which can be problematic if uniformity is desired. However, ChatGPT’s inherent 
non-deterministic behavior could be beneficial in media selection (as well as 
other aspects of ID) by providing instructional designers with ways to apply 
newer technologies not formally included in existing ISD resources or models. 

For the same instructional task, for instance, the MST might suggest different 
delivery systems. This variability could be a benefit as it introduces a range of 
potential solutions, offering opportunities to explore a variety of media options 
not otherwise considered. This could also be viewed from a creative perspective. 
Although ChatGPT is said to fall short in this area (e.g., Ch’ng, 2023), it could 
present unique combinations of media, potentially leading to the innovative 
pairing of content and delivery options that help uncover more effective ways to 
achieve learning outcomes. 

This also means that GPT responses can adapt over time, even without expli-
cit updates to their knowledge source (ChatGPT-4, personal communication, 
February 24, 2024). As it encounters a broader array of queries and instructional 
scenarios, its internal models adjust, potentially leading to improved recom-
mendations as it “learns” from the diversity of interactions. This might encour-
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age users to refine their prompts, experiment with the wording of instructional 
objectives, or adjust their ID parameters to explore a broader range of delivery 
system options. Subsequently, helping stimulate users to critically assess delivery 
system choices for their specific instructional goals, enhancing their under-
standing of how different media might be leveraged to achieve desired learning 
outcomes. 

5.1.5. Far-Reaching Autonomous Decision-Making 
Finally, it was discerned for task 4.1 that the GPT identified “project-based 
learning” as the instructional method despite it not being included in the train-
ing material, thereby highlighting its heuristic ability to make autonomous deci-
sions. This was likely a result of its ability to perform pattern recognition and 
text data analysis on trained datasets through April 2023 (ChatGPT-4, personal 
communication, January 22, 2024). This underscores the apprehension that 
ChatGPT’s inferential capabilities are confined to its training dataset, a limita-
tion that notably would hamper its proficiency in recognizing the most recent 
developments in media alongside emergent perspectives on ID and technology. 
However, notwithstanding an earlier inability to access the Internet (Gimpel et 
al., 2023; İpek et al., 2023), ChatGPT-4 can now interface with the Bing search 
engine (ChatGPT-4, personal communication, January 22, 2024), which is why 
the authors instructed the GPT to recommend suitable delivery systems “based 
on the selected instructional elements, the examples provided” and “searching 
the Internet.” Consequently, the GPT’s decision to use “project-based learning” 
for task 4.1 and its recommendation of synchronous online platforms like Zoom 
or Microsoft Teams for task 5.1 might be attributed to its internet access, creat-
ing far-reaching implications. 

5.2. Limitations and the Importance of Human Insight 
5.2.1. An Inability for Nuanced Analysis 
Conversely, the GPT’s identification of “project-based learning” (for task 4.1) 
and other instructional method choices, such as “referenced-based” (for tasks 
1.1, 1.2, and 1.3), also demonstrated its willingness to go “off script.” Granted, 
the authors strayed from the MSG in their selections, which were influenced by 
not only their exposure to other sources but also their own experiences and in-
tuition. Even within their analyses, the authors initially reached a consensus of 
only 64%. This highlights the subjectivity of the inherent decisions while speak-
ing to the challenges found within media selection. 

However, the GPT’s choices were ultimately based on pattern recognition and 
data synthesis rather than a profound understanding. Reevaluating the GPT’s 
selection of “project-based learning” as the instructional method, one might ar-
gue that it more aptly serves as an instructional strategy. As a method, it is the 
means through which learners engage in the learning process, fostering a 
hands-on experience. As a strategy, the intended learning outcome includes 
critical thinking and collaborative skills. In truth, both perspectives hold merit 
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and complement each other, with the distinction found in the specific details of 
the learning being emphasized. 

However, as İpek et al. (2023) explained, ChatGPT may lack the capability to 
identify critical nuances or uncover patterns of knowledge in literature as effec-
tively as an experienced human observer (Rudolph et al., 2023). Artificial intelli-
gence excels in managing vast amounts of data, executing intricate calculations, 
and conducting real-time analyses. İpek et al. (2023) also admitted that ChatGPT 
enables researchers and students to conduct extensive literature reviews swiftly, 
thus streamlining the process of discerning the breadth and limitations within 
the scope of literature about a specific research topic. Where it significantly falls 
short is in areas of creative contribution, critical thinking, emotional intelli-
gence, and contextual understanding (Ch’ng, 2023). Consequently, in the con-
text of task 4.1, its ability to differentiate between project-based learning as a 
hands-on instructional method or a strategic approach to achieve specific cogni-
tive and collaborative goals may be limited, underscoring the importance of hu-
man insight. 

5.2.2. Approach with a Cautious Mindset 
This raises a major criticism of ChatGPT, in that it might be viewed as a reliable 
source, even though it has been accused of often lacking evidence to substantiate 
its replies (Cooper, 2023). As highlighted by others (e.g., Atlas, 2023; Gimpel et 
al., 2023; İpek et al., 2023; Rudolph et al., 2023; Tlili et al., 2023), there is the 
concern that despite ChatGPT’s responses seeming credible, they may not al-
ways be factually correct (OpenAI, 2023a). That is, ChatGPT can “hallucinate” 
(Gimpel et al., 2023: p. 15; Rudolph et al., 2023). Providing an example, Gimpel 
et al. (2023) noted that although academic references might appear correct, 
ChatGPT often generates citations that are stitched together from authentic 
sources or that are entirely fabricated altogether (Cooper, 2023). The authentici-
ty of cited academic works can be confirmed by locating the sources (including 
asking ChatGPT to provide the unique digital object identifier). However, the 
more pressing matter is the inability to recognize made-up responses. 

To tackle this, it has been recommended that users possess a thorough under-
standing of the subject matter to differentiate between factual and inaccurate in-
formation (Gimpel et al., 2023). This means that data produced by ChatGPT 
should be cross-checked for accuracy (Gimpel et al., 2023). Consequently, users 
are advised to approach ChatGPT and similar generative AI technologies cau-
tiously, treating them as auxiliary rather than conclusive resources. On a positive 
perspective, however, it was discussed that the non-deterministic nature of 
ChatGPT could enrich the ID process by introducing variability and adaptability 
into media selection, encouraging users to think critically about their media 
choices, and adopting innovative solutions. The MST (and similarly developed 
ID aids), for example, could be advantageous in offering instructional designers 
alternative perspectives they might not have considered. However, these pers-
pectives should be treated as preliminary at best and thoroughly evaluated in re-
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lation to the details of the effort. That is, in addition to adaptability, ChatGPT’s 
non-deterministic behavior also shows a tendency towards variability and un-
predictability; thus, a mindful approach is needed to ensure alignment with the 
goals of each effort. 

5.2.3. Critically Evaluate Outputs, Inputs, and Training Data 
Finally, there is the matter of bias. Although ChatGPT may provide diverse 
viewpoints, it is vital to recognize that the training received by the GPT in this 
work likely influenced its choices. The topic of discrimination is well-discussed 
in AI (Baker & Smith, 2019; Baidoo-Anu & Ansah, 2023; Office of Educational 
Technology, 2023), with OpenAI (2023b) acknowledging that ChatGPT could 
exhibit a predisposition toward content reflecting Western perspectives and in-
dividuals. It has been presented that ChatGPT has the potential to perpetuate 
societal biases and discrimination, as it is trained on substantial data, and if that 
data contains biases, the large language model may reflect this (Atlas, 2023; Ce-
lik, 2023; İpek et al., 2023; Tlili et al., 2023). 

The GPT created for this investigation did not display harmful biases towards 
a people; it was trained on an approach to media selection derived from various 
ID models, frameworks, and taxonomies. However, the extent to which the ex-
amples included in its training impacted its choices of delivery systems remains 
unclear. This uncertainty is built upon, in part, the assertion that the quantity of 
provided examples tends to correlate with the nature of the output (Rudolph et 
al., 2023). Therefore, while the GPT demonstrated neutrality in biases towards 
individuals, its training based on diverse ID models, alongside the examples 
used, may have subtly influenced its media selection decisions, underscoring the 
need for careful evaluation (Office of Educational Technology, 2023) of not only 
its outputs but also inputs (i.e., prompts) and potential biases of those responsi-
ble for training these models. 

6. Limitations, Future Research, and Conclusion 

This study, like any investigation, has its constraints. As discussed, the training 
of the model did not encompass the extensive data found in relational databases 
typical of traditional ID tools or involve the comprehensive data often involved 
in fine-tuning AI models for specialized purposes. Albeit this was by design to 
capitalize on the generative capabilities of AI, it nevertheless means that the 
GPT’s training was not as extensive as it could have been, potentially affecting 
the findings. Furthermore, the media selection process developed for this study 
reflects just one approach among many that instructional designers adopt, each 
with its unique models, frameworks, taxonomies, and influential factors. Thus, 
the specificity of the instructions and data used to guide the authors and train 
the GPT raises questions about whether different approaches would have yielded 
significantly different findings, indicating the need for further research in this 
area. 

Altogether, the findings of this study underscore the potential advantages of 
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using generative AI in ID. The GPT created for this study exemplified how such 
tools can expedite analyses, thereby saving time and offering instructional de-
signers alternative viewpoints, enhancing the depth and breadth of ID tasks. Al-
though generative AI excels in pattern recognition and decision-making (through 
data analysis), it lacks the human understanding and experience to make de-
tailed judgments. Care is therefore advised in using such tools (Office of Educa-
tional Technology, 2023), considering them supplementary (Gimpel et al., 2023), 
and emphasizing the importance of a thorough evaluation of their outputs, in-
puts, and potential biases in training data. 

This study reinforces the notion that, while generative AI faces challenges and 
limitations, it also opens doors to innovative approaches and techniques in ID, 
making it an asset for instructional designers and educators in the field. The 
findings herein are, therefore, anticipated to resonate beyond the context of this 
research, contributing to broader discussions in ID and the development of ge-
nerative AI. Specifically, the findings serve as a preliminary exploration, encour-
aging discussions about the integration and implications of tools like ChatGPT. 
Further research is urged, and communities of practice are encouraged to delve 
deeper into the capabilities and potential of generative AI in ID. 
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Appendix A. Media Selection Guide 

Stage Guidance Considerations 

Domain  
Hierarchy 
 
Structures 
knowledge, 
skills, and 
attitude 
(KSAs) from 
simple to 
complex 
order of 
operations. 

Examine the task to isolate its central verb. Use the verb to classify the task as either knowledge-, skill-, or attitude-based. Then, determine 
the specific category of learning it represents. 
 
Cognitive (Knowledge) Domain* 

Sample Verb Learning Level Learning Level Category 

Advise, define, list, recall, and reproduce… K1 Knowledge (Fact Learning) 

Estimate, measure, outline, paraphrase, route… K2 Comprehension (Rule Learning) 

Apply, computer, edit, delete, and resume… K3 Application (Procedural Learning) 

Analyze, compare, diagram, discriminate, separate… K4 Analysis (Discrimination Learning) 

Combine, create, determine, deduce, and plan… K5 Synthesis (Problem-solving) 

Compile, compose, assemble, interpret, summarize… K6 Evaluation 

 
Psychomotor (Skill) Domain* 

Sample Verb Learning Level Learning Level Category 

Detect, choose, describe, isolate, select… S1 Perception (Encoding) 

Assault, carry, proceed, state, volunteer… S2 Set (Readiness) 

Advance, copy, follow, regulate, trace… S3 Guided Response (Gross Motor Skills) 

Delay, dismantle, inspect, prime, ready… S4 Mechanism (Continuous Movement) 

Construct, establish, input, submit, supervise… S5 Complex Overt Response (Mechanism) 

Adapt, change, direct, protect, revise… S6 Adaptation 

Contrive, create, correct, design, invent… S7 Origination 

 
Affective (Attitude) Domain* 

Sample Verb Learning Level Learning Level Category 

Follow, listen, locate, monitor, select… A1 Receiving (Perception; Situation Awareness) 

Discuss, practice, recite, report, request… A2 Responding (Interpreting) 

Approve, form, invite, justify, work… A3 Valuing (Judgment) 

Adhere, allow, command, enforce, relate… A4 Organization (Competence & Innovation) 

Act, conceive, conjecture, imagine, innovate… A5 Internalizing values 

*Verbs were derived from Bloom (1956) and MIL-HDBK-29612-2A (DoD, 2001), whereas each category corresponds to a learning level 
outlined by Gagné et al. (1992) and aligns with specified learning categories as noted in the MIL-HDBK (the category in parentheses). The 
MIL-HDBK was used, given the Navy’s longstanding involvement in ID. 

Various models exhibit conflicts, 
particularly in aligning verbs (actions) 
to a hierarchical structure. For instance, 
Bloom’s (1956) taxonomy categorizes 
knowledge into six distinct levels 
(Clark, 2015), contrasting with 
MIL-HDBK-29612-2A’s five-level 
framework (DoD, 2001). Moreover, a 
critical issue arises in the inconsistency 
of terminology across these models; 
even when the number of levels  
coincides, the definitions assigned to 
each tier do not correspond directly. 
For example, although skills across the 
two models have seven levels, the 
terminology and verbs are different: 
 
Bloom: 
S2 (Skill, Level 2) = Set 
Begins, displays, explains, moves, 
proceeds, reacts, shows, states,  
volunteers 
 
MIL-HDBK-29612-2A: 
S2 (Skill, Level 2) = Gross Motor Skills 
Assault, carry, creep, depart, fall, hold, 
jump, lift, pull, run, stay, swim, throw, 
turn, twist, wear 
 
The models and domain hierarchies 
also tend to specify a finite set of verbs. 
When introducing new verbs to better 
align with specific job tasks,  
instructional designers are required to 
integrate these verbs meticulously from 
the start to the end of the media  
selection. This integration demands a 
comprehensive understanding of the 
entire process to ensure the highest 
likelihood of effective learning transfer, 
considering all steps involved. 

Learning 
Outcomes 
 
Categorizes 
KSAs with 
diverse types 
of learning 
expectations. 

Discern the most appropriate type of learning outcome that aligns with the nature of the task. For each category, there is a corresponding 
outcome. 
 
Category of Learning Level and Learning Outcomes 

Learning Type Learning Level Category Learning Outcome* 

Knowledge 

Analysis (Discrimination Learning) 
Application (Procedural Learning) 
Comprehension (Rule Learning) 
Evaluation 
Synthesis (Problem-solving) 

Intellectual Skills 

Analysis (Discrimination Learning) 
Comprehension (Rule Learning) 
Knowledge (Fact Learning) 

Verbal 

Skill 

Adaptation 
Complex Overt Response (Mechanism) 
Origination 
Perception (Encoding) 
Set (Readiness) 

Cognitive Strategies 

Adaptation 
Complex Overt Response (Mechanism) 
Guided Response (Gross Motor Skills) 
Mechanism (Continuous Movement) 
Origination 

Motor Skills 

Attitude 

Internalizing Values 
Organization (Competence & Innovation) 
Receiving (Perception; Situation Awareness) 
Responding (Interpreting) 
Valuing (Judgment) 

Attitudes 

*Derived from Gagné et al. (1992). 

There is a lack of standardized  
alignment between domain hierarchies 
and learning outcomes among models. 
This discrepancy extends to the varying 
interpretations of outcomes. For  
instance, Gagné et al. (1992) focused on 
human performance measures, while 
MIL-HDBK-29612-2A equates  
outcomes with educational objectives, 
encompassing cognitive, psychomotor, 
and attitude domains (DoD, 2001), also 
termed as knowledge, skills, and  
affective domains by academia and 
industry (Krathwohl et al., 1964). 
Moreover, Gagné et al. (1992) identified 
five levels of outcomes (intellectual 
skills, verbal information, cognitive 
strategies, attitudes, and motor skills), 
whereas MIL-HDBK includes only 
three (DoD, 2001). This variance in 
terminology creates ambiguity, making 
it crucial that instructional designers 
recognize the model they are working 
with and be ready to make independent 
selections if guidance is unclear. 
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Continued 

Level of 
Interactivity 
 
Defines a 
level of 
engagement. 

The four levels of interactivity (LOI) reference the domain hierarchy and type of action being performed. A single domain can 
cross over to several LOIs. 
 
Domain Hierarchy and Levels of Interactivity 

LOI 1 - Passive LOI 2 - Limited LOI 3 - Complex LOI 4 - Real-Time 

K1, K2 K1, K2, K3 K3, K4, K5 K4, K5, K6 

S1 S1, S2, S3, S4, S5 S2, S3, S4, S5, S6 S5, S6, S7 

 A1, A2 A1, A2, A3, A4, A5 A1, A2, A3, A4, A5 
 

Levels of interactivity are intricately linked to 
learner engagement. So, it is essential to define 
precisely how learners engage at each level. Level of 
interactivity has traditionally been associated with 
interactive multimedia instruction (IMI) levels 1 
through 4 (see examples provided by Das, 2024). 
These levels involve programmed learning  
activities, focusing on the interaction between cues 
and learner responses, typically accessed via a 
personal computer (PC). However, the concept of 
LOI extends beyond these four levels, embracing 
newer media delivery technologies. These advanced 
technologies can include comprehensive  
simulations in environments like domes for a more 
immersive educational experience. 
 
Additionally, the process of aligning LOI or IMI 
with learning outcomes tends to be arbitrary and 
usually necessitates that instructional designers 
establish these connections before beginning 
task-based media selection. This step is crucial for 
developing cohesive learning content, as it ensures 
that the chosen media and instructional strategies 
are effectively tailored to the desired outcomes. 

Instructional 
Methods 
 
Selection(s) 
support how 
the  
instruction is 
presented to 
the learner. 

Determine the most effective instructional method(s), focusing on those that best suit the task. Consider selecting a primary and secondary 
method. Ensure that choices are made based on the task’s inherent requirements rather than conforming to existing or preconceived learning 
environments. 
 
Learning Outcomes and Instructional Methods 

  Instructional Method 

Learning 
Outcome 

 Lecture Tutorial 
Guided 
Discussion 

Small  
Group 

Demonstration/ 
Modeling 

Role 
Play 

Worked 
Examples 

Drill and 
Practice 

Case-based/ 
Scenario 

Games 
Job 
Aids 

Reference- 
based 

Verbal ● ●      ●  ●  ● 

Intellectual 
Skills 

  ● ●   ●   ● ●  

Cognitive 
Strategies 

  ● ●  ●   ● ●   

Motor 
Skills 

    ●   ●  ● ●  

Attitudes     ● ●   ●    
 

Many factors play a vital role in  
narrowing down instructional methods. 
These include, for example, audience 
location, available budget, and task 
criticality. However, such factors are 
sometimes overlooked, as they may 
limit instructional methods and  
strategies, reducing media for a given 
learning situation. 
 
There is the belief that media does not 
dictate learning; however, there should 
be an awareness of delivery systems 
throughout the ID process (Seels, 1997), 
and instructional methods must be 
aligned with the delivery systems 
(Ziagos, 1991). These methods vary 
based on models, and the teaching 
methods of models are sometimes 
outdated, requiring modernization 
(Sugrue & Clark, 2000). Clear  
definitions of terms are also essential 
for aligning instructional strategies with 
these methods. Instructional designers 
should, therefore, have an agreed-upon 
understanding of the methods and 
terminology before identifying the 
corresponding strategies. 

Instructional 
Strategies 
 
Selection(s) 
denote how 
the learner 
will engage 
with the 
content. 

Multiple instructional strategies might be appropriate for implementing a particular method. If so, enumerate all viable strategies but  
emphasize a single strategy as the most suitable. 
 
Instructional Methods and Instructional Strategies 

 Instructional Strategy 

Instructional 
Method 

 
Programmed Traditional Exercise, Experiential, 

or Experimental (E3) 
Small Group 
(facilitator-led) 

Peer/Pressure 
Group 

Mentor or 
Apprenticeship 

Lecture  ●  ●  ● 

Tutorial ●      

Guided Discussion  ●  ● ● ● 

Small Group  ● ● ● ●  

Demonstration/Modeling ● ● ● ● ● ● 

Role Play  ● ●   ● 

Worked Examples ● ●  ● ● ● 

Drill and Practice ●   ● ● ● 

Case-based/Scenario ● ● ● ● ● ● 

Games ● ●     

Job Aids ● ● ●   ● 

 Reference-based ● ●  ● ● ● 
 

Instructional strategies are selected to 
complement the instructional methods. 
Strategies and terminology are often 
outdated and must also be updated to 
support revised methods. Hence, 
instructional designers must reach a 
consensus on the types of strategies and 
terminology before associating these 
strategies with methods. Even if there 
are no changes to the method or  
strategy being used, the instructional 
designers’ agreement on a specific 
strategy that matches the method is 
essential. 
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Continued 

Delivery 
Systems 
 
Selection(s) 
identify the 
most effective 
delivery 
system for 
instruction. 

These are examples of delivery systems correlated with specific domain hierarchy, learning outcomes, and LOI. 
 
Domain Hierarchy, Learning Outcome, and Delivery System 

Learning Level Learning Outcome LOI Delivery System 

K1 
S2 
A4 

Verbal 
Motor Skills 
Attitudes 

LOI 1 
LOI 2 
LOI 4 

IMI 1 (PC) 
Actual Equipment 
Virtual Reality (PC) 

 

Media selection is not a precise science 
(Anderson, 1983). The 
MIL-HDBK-29612-2A (DoD, 2001), for 
example, states that “various factors can 
affect the sequence or scope of the 
events” (p. i). It offers insights into 
various delivery formats, yet it stops 
short of providing a definitive media 
delivery matrix. Media also becomes 
obsolete (Sugrue & Clark, 2000), with 
much of the media in the MIL-HDBK, 
for instance, outdated. Consequently, 
instructional designers must balance 
task requirements with suitable  
instructional methods and strategies, 
considering technology. 

Appendix B. Knowledge Source 

Begin by inquiring about the user’s task to isolate the central verb. Use the verb to classify the task as either know-
ledge-, skill-, or attitude-based. Then, use the verb to determine the specific learning level category it represents (see 
Tables B1-B3 for examples). 
 
Table B1. Cognitive (Knowledge) Domain. 

Sample Verb Learning Level Learning Level Category 

Advise, define, list, recall, and reproduce… K1 Knowledge (Fact Learning) 

Estimate, measure, outline, paraphrase, route… K2 Comprehension (Rule Learning) 

Apply, computer, edit, delete, and resume… K3 Application (Procedural Learning) 

Analyze, compare, diagram, discriminate, separate… K4 Analysis (Discrimination Learning) 

Combine, create, determine, deduce, and plan… K5 Synthesis (Problem-solving) 

Compile, compose, assemble, interpret, summarize… K6 Evaluation 
 
Table B2. Psychomotor (Skill) Domain. 

Sample Verb Learning Level Learning Level Category 

Detect, choose, describe, isolate, select… S1 Perception (Encoding) 

Assault, carry, proceed, state, volunteer… S2 Set (Readiness) 

Advance, copy, follow, regulate, trace… S3 Guided Response (Gross Motor Skills) 

Delay, dismantle, inspect, prime, ready… S4 Mechanism (Continuous Movement) 

Construct, establish, input, submit, supervise… S5 Complex Overt Response (Mechanism) 

Adapt, change, direct, protect, revise… S6 Adaptation 

Contrive, create, correct, design, invent… S7 Origination 
 
Table B3. Affective (Attitude) Domain. 

Sample Verb Learning Level Learning Level Category 

Follow, listen, locate, monitor, select… A1 Receiving (Perception; Situation Awareness) 

Discuss, practice, recite, report, request… A2 Responding (Interpreting) 

Approve, form, invite, justify, work… A3 Valuing (Judgment) 

Adhere, allow, command, enforce, relate… A4 Organization (Competence & Innovation) 

Act, conceive, conjecture, imagine, innovate… A5 Internalizing values 
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Discern the most appropriate type of learning outcome that aligns with the nature of the task. For each learning 
level category, there is a corresponding learning outcome (see Table B4 for examples). 
 
Table B4. Category of learning level and learning outcomes. 

Learning Type Learning Level Category Learning Outcome 

Knowledge 

Analysis (Discrimination Learning) 

Application (Procedural Learning) 

Comprehension (Rule Learning) 

Evaluation 

Synthesis (Problem-solving) 

Intellectual Skills 

Analysis (Discrimination Learning) 

Comprehension (Rule Learning) 

Knowledge (Fact Learning) 

Verbal 

Skill 

Adaptation 

Complex Overt Response (Mechanism) 

Origination 

Perception (Encoding) 

Set (Readiness) 

Cognitive Strategies 

Adaptation 

Complex Overt Response (Mechanism) 

Guided Response (Gross Motor Skills) 

Mechanism (Continuous Movement) 

Origination 

Motor Skills 

Attitude 

Internalizing Values 

Organization (Competence & Innovation) 

Receiving (Perception; Situation Awareness) 

Responding (Interpreting) 

Valuing (Judgment) 

Attitudes 

 

The four levels of interactivity (LOI) reference the domain hierarchy and type of action (verb) being performed. A 
single domain can cross over to several LOIs (see Table B5 for examples). 
 
Table B5. Domain hierarchy and levels of interactivity. 

LOI 1 - Passive LOI 2 - Limited LOI 3 - Complex LOI 4 - Real-Time 

K1, K2 K1, K2, K3 K3, K4, K5 K4, K5, K6 

S1 S1, S2, S3, S4, S5 S2, S3, S4, S5, S6 S5, S6, S7 

 A1, A2 A1, A2, A3, A4, A5 A1, A2, A3, A4, A5 

 

Based on the learning outcome, determine the most effective instructional method(s), focusing on those that best 
suit the task (see Table B6 for examples). Then, choose a primary and secondary instructional method. Ensure that 
choices are made based on the task’s inherent requirements rather than conforming to existing or preconceived 
learning environments. 
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Table B6. Learning outcomes and instructional methods. 

  Instructional Method 

Learning 
Outcome 

 Lecture Tutorial 
Guided 
Discussion 

Small 
Group 

Demonstration/ 
Modeling 

Role 
Play 

Worked 
Examples 

Drill and 
Practice 

Case-based/ 
Scenario 

Games 
Job 
Aids 

Reference- 
based 

Verbal ● ●      ●  ●  ● 

Intellectual 
Skills 

  ● ●   ●   ● ●  

Cognitive  
Strategies 

  ● ●  ●   ● ●   

Motor Skills     ●   ●  ● ●  

Attitudes     ● ●   ●    

 

Multiple instructional strategies might be suitable for implementing a particular instructional method. If so, enu-
merate all viable instructional strategies but emphasize a single strategy as the most suitable (see Table B7 for exam-
ples). 
 
Table B7. Instructional methods and instructional strategies. 

 Instructional Strategy 

Instructional 
Method 

 Programmed Traditional 
Exercise,  
Experiential, or  
Experimental (E3) 

Small Group  
(facilitator-led) 

Peer/ 
Pressure 
Group 

Mentor or  
Apprenticeship 

Lecture  ●  ●  ● 

Tutorial ●      

Guided Discussion  ●  ● ● ● 

Small Group  ● ● ● ●  

Demonstration/Modeling ● ● ● ● ● ● 

Role Play  ● ●   ● 

Worked Examples ● ●  ● ● ● 

Drill and Practice ●   ● ● ● 

Case-based/Scenario ● ● ● ● ● ● 

Games ● ●     

Job Aids ● ● ●   ● 

 Reference-based ● ●  ● ● ● 
 

Finally, based on the selected instructional elements, the examples provided in Table B8, and searching the Inter-
net, recommend suitable delivery systems. 
 
Table B8. Domain hierarchy, learning outcome, and delivery system. 

Learning Level Learning Outcome LOI Delivery System 

K1 
S2 
A4 

Verbal 
Motor Skills 
Attitudes 

LOI 1 
LOI 2 
LOI 4 

Interactive Multimedia Instruction 1 (PC) 
Actual Equipment 
Virtual Reality (PC) 

 
Provide a summary of the selected instructional elements and the recommended delivery system(s). 
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