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Abstract 
The presence of bearing faults reduces the efficiency of rotating machines and 
thus increases energy consumption or even the total stoppage of the machine. 
It becomes essential to correctly diagnose the fault caused by the bearing. 
Hence the importance of determining an effective features extraction method 
that best describes the fault. The vision of this paper is to merge the features 
selection methods in order to define the most relevant featuresin the texture 
of the vibration signal images. In this study, the Gray Level Co-occurrence Ma-
trix (GLCM) in texture analysis is applied on the vibration signal represented 
in images. Features selection based on the merge of PCA (Principal compo-
nent Analysis) method and SFE (Sequential Features Extraction) method is 
done to obtain the most relevant features. The multiclass-Naïve Bayesclas-
sifier is used to test the proposed approach. The success rate of this classifica-
tion is 98.27%. The relevant features obtained give promising results and are 
more efficient than the methods observed in the literature. 
 

Keywords 
GLCM, PCA, SFE, Naïve Bayes, Relevant Features 

 

1. Introduction 

In industrial automation systems of recent years, machine movement is usually 
provided by rotational force. Bearings are a commonly used mechanical com-
ponent in motor systems that perform this rotational motion and are used to 
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reduce friction. Early detection and diagnosis of rotating machinery, deteriorat-
ing condition, low efficiency and prevention of unexpected failures are becom-
ing increasingly important in these systems. The main reasons for rotating ma-
chine failure are usually due to bearing faults. For example, metal bearing fail-
ures in asynchronous motors constitute 40% - 50% of system faults [1]. There-
fore, several techniques have been developed for monitoring the condition of 
bearings to avoid such failures at an early stage. Apart from these techniques, 
fault analysis based on vibration signals has proved to be more advantageous in 
revealing bearing failure. In addition, it is impossible to avoid wear due to con-
stant friction of mechanical components [2]. For this reason, condition moni-
toring based on bearing diagnostics should be applied to rotating machines in 
automation systems [3]. When the current literature is reviewed, methods based 
on vibration analysis and current analysis can be considered as the most applied 
fault monitoring methods. The data obtained in these studies are analyzed by 
methods such as time [4], frequency [5], and time-frequency [6] analysis and 
then supported by methods such as artificial intelligence techniques [7] [8]. 

Fault type identification and recognition uses the detection events as the start 
of the fault classification process in the monitored system. The vibration signal 
analysis method is widely used in the fault diagnosis of rotating machines, as an 
abnormal condition occurs when the vibration of the signal changes [9]. Vibra-
tion signal analysis requires attribute extraction to obtain an accurate diagnosis 
[10]. Several studies have been done on attribute extraction based on signal de-
composition [11]. The vibration signal of defective bearings is usually very ran-
dom, with strong interference and obvious irregularity. Thus, in practical engi-
neering applications, it is not easy to classify the time-frequency images using 
conventional image recognition methods, such as syntactic recognition, two- 
dimensional linear discrimination and geometric transformation method, etc. The 
feature extraction step is performed by a computer programmer. The features 
extraction step is the most crucial part of the bearing fault diagnosis. In order to 
correctly diagnose the defect caused by the bearing, it is necessary to determine 
an efficient features extraction method that best describes the defect. Several 
features extraction methods are used in the literature among which the scale in-
variant feature transform (SIFT) is mainly used for its good robustness and 
high accuracy [12]. On the other hand, it has high time complexity and com-
putation time requirements. Recently, features from gray level cooccurrence ma-
trix (GLCM) have proven to be effective in a wide range of applications such as 
tumor classification in medical image analysis [13], texture analysis of bearing 
defect images [14] [15]. However, the feature extraction and selection step are 
known to be the most critical and difficult.  

The originality of this work lies in the selection of the relevant features by 
merge of the PCA (Principal component Analysis) method and the SFE (Se-
quential Features Extraction) method to obtain the most relevant features. The 
most important advantages of the proposed methodology are: the application of 
GLCM on images representation obtained directly from the temporal vibration 
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signal, the selection of the relevant features by merge of the selection methods 
and finally the validation of the method by classification of the different classes 
of bearing faults. 

The sections are organized as follows: first, an introduction giving bibliographi-
cal information on the subject of the study and general information on the clas-
sification of bearing vibration signals is given. Secondly, a description of the da-
taset used and the attribute extraction and selection approach are presented. In 
the third section, the obtained results are detailed and discussed. Finally, the 
fourth section concludes the work. 

2. Tools Used  
2.1. GLCM 

The GLCM quantify the spatial relation of neighboring pixels in an image. It’s a 
comprehensive information of the image grayscale with regard to: the direction, 
the neighboring interval and the rangeability [16]. In simple terms, each element 

( ), ,dX i jθ  of the co-occurrence matrix represent the probability of occurrence 
to have the grayscale j and the grayscale i, at d-spatial distance and θ-orientation. 
Usually, orientation is chosen among four directions namely, horizontal, left di-
agonal, vertical, and right diagonal, respectively: 0˚, 45˚, 90˚ and 135˚. The spa-
tial distance d belongs to the set of positive number and is usually one. Thus, for 
(d, θ) fixed, GLCM is a matrix whose elements ( ),X i j  are obtained for  
( ) ( ), ,G Gi j N N∈ , where GN  is the number of grayscale of image [17]. Table 1 
present the 14 features of GLCM defined by Haralick in 1973, the 5 features of 
GLCM defined by Soh in 1999 and the feature of GLCM defined by Clausi in 
2002.  
 
Table 1. Features computed from GLCM. 

Haralick features [16] 

No. Feature name Notation used Formulation 

1 Contrast CONTRA ( ) ( )2

1 1

,
G GN N

i j

i j P i j
= =

− ⋅∑∑  

2 Correlation CORRE 
( )( ) ( )1 1

,G GN N
x yi j

x y

i j P i jµ µ

σ σ
= =

− − ⋅∑ ∑
 

3 Energy ENERG ( ) 2

1 1

,
G GN N

i j

P i j
= =

  ∑∑  

4 Homogeneity HOMOG 
( )
( )2

1 1

,
1

G GN N

i j

P i j
i j= = + −

∑∑  

5 Sum of square: variance SUMOF ( ) ( )2

1 1

,
G GN N

i j

i P i jµ
= =

− ⋅∑∑  

6 Entropy ENTRO ( ) ( )
1 1

, log ,
G GN N

i j

P i j P i j
= =

− ⋅   ∑∑  
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Continued 

7 Sum average SUMAV ( )
2

2

GN

x y
k

k P k+
=

⋅∑  

8 Sum entropy SUMEN ( ) ( )
2

2

log
GN

x y x y
k

P k P k+ +
=

 − ⋅  ∑  

9 Sum variance SUMVA ( ) ( )
2 2

2

GN

x y x y
k

k P kµ + +
=

− ⋅∑  

10 Difference variance DIFFVA ( ) ( )
1 2

0

GN

x y x y
k

k P kµ
−

− −
=

− ⋅∑  

11 Difference entropy DIFFEN ( ) ( )
1

0

log
GN

x y x y
k

P k P k
−

− −
=

 − ⋅  ∑  

12 
Information measure of 

correlation 1 
INFO1 ( )1 ,HXY HXY Max HX HY−  

13 
Information measure of 

correlation 2 
INFO2 ( ) 1 2

1 exp 2 2 2HXY HXY − − ⋅ + ⋅    

14 Maximum correlation MAXCOR [Second largest eigenvalue of Q]1/2 

Sohfeatures [18] 

15 Autocorrelation AUTO ( )
1 1

,
G GN N

i j

i j P i j
= =

⋅ ⋅∑∑  

16 Dissimilarity DISSI ( )
1 1

,
G GN N

i j

i j P i j
= =

− ⋅∑∑  

17 Maximum probability MAXIP ( )( ) ( ) ( ), , ,G GMax P i j i j N N∀ ∈  

18 Cluster shade CLUSHA ( ) ( )3

1 1

,
G GN N

x y
i j

i j P i jµ µ
= =

+ ⋅− −∑∑  

19 Cluster prominence CLUSPRO ( ) ( )4

1 1

,
G GN N

x y
i j

i j P i jµ µ
= =

+ ⋅− −∑∑  

Clausi features [19] 

20 Inverse difference INVDIF 
( )

1 1

,
1

G GN N

i j

P i j
i j= = + −∑∑  

2.2. PCA 

The PCA is used for the purpose of dimensionality reduction of the high-di- 
mensional feature vector including the extracted texture features, due to the fact 
that the high-dimensional feature vector can degrade classification performance 
[20]. PCA algorithm select only the relevant principal components (linear trans-
formation of the original features which are uncorrelated). Among these prin-
cipal components, only the most significant are used to find GLCM features 
which are more correlated. Those features are named, relevant GLCM features 
and utilized as inputs to the classifier.  
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2.3. SFE 

Sequential feature selection [21]. This method has two components. Firstly, an 
objective function, called the criterion, which the method seeks to minimize over 
all feasible feature subsets. The common criteria for classification models are 
misclassification rate. Secondly, a sequential search algorithm adds or removes 
features from a candidate subset while evaluating the criterion. Since an exhaus-
tive comparison of the criterion value at all 2n subsets of an n-features data set is 
typically infeasible (depending on the size of n and the cost of objective calls), 
sequential searches move only in one direction, always growing or always shrink-
ing the candidate set. During the process, SFE selects the best features among all 
features data which are able to discriminate each class from others. 

2.4. Classification Using Naïve Bayes 

Naive Bayesian is one of the classification methods using the similarity of the 
characteristics of an object. This method is classified as a fairly simple method, 
but is widely used in the fields of medicine, biometrics, text classification, and 
many more. Naive Bayesian uses the Gaussian distribution by considering (2) 
important parameters, namely the average µ and the variance σ [22]. In Naive 
Bayesian, Gaussian uses equation: 

( )
2

1 1/ exp
22

i ij
i i i

ijij

x
P X x Y y

µ
σσ

  −
 = = = −    π   

          (1) 

where: 
P = Probability of attribute xi.  
xi = Attribute sought. 
i= Index for the value of the attribute 
j = class index. 
Y = Represent the class sought 
µ = The average value represented. 
For variance (σ), find the Equation (2)  

( )22
1

1
1 ii

n x
n

σ µ
−

= −
− ∑                      (2) 

To classify using the Naive Bayesian method, it is necessary to calculate the 
average and standard deviation of each class for each characteristic. For the final 
stage, the test data is entered into each class to determine the opportunities that 
exist in each class so that it can be determined in which class the image has the 
greatest opportunity [22]. 

The diagnostic performance of the classifier can be evaluated by average clas-
sification accuracy (Acc1) which is calculated using (3). It’s the classifier success 
rate, where NTP is the number of images in class c that are correctly classified as 
class c; Nimages is the total number of images for all classes combined, and Nclasses is 
the number of fault types or classes, NC_images is the total number of images for 
class c [23]. For our study, we used two types of accuracy, namely: Acc1 and 
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Acc2. Where, Acc2 is classifier identification rate between normal and faults vi-
bration signal.  

classes TP TP

images C_images

Acc1 100; Acc2 100N
N N

N N
= ⋅ = ⋅
∑

          (3) 

The aim of recognition is first of all to know how to find the positive examples 
“true positives”; it is also necessary to try to limit the number of false alarms “false 
positives”; these are objects that the system takes for normal but which are not.  

TP TNAccurancy
TP TN FP FN

+
=

+ + +
                  (4) 

Table 2 helps to illustrate the confusion matrix and Equation (4) is the recog-
nition rate of all signals. 

3. Material and Method 
3.1. Material  
3.1.1. Data Description 
The proposed approach is tested on failure test data collected and made publicly 
available by Case Western Reserve University [24] Center. The data was col-
lected using a 2 HP motor with a torque transducer and dynamometer to apply 
different loads. The data of drives and tests, defects are diameter ranging from 
0.007 to 0.021 in were tested located, the different types of defects are defined on 
ball, inner race and outer race. In this study, the data collected on the driving 
end bearings were included in the analysis. The bearings are SKF rigid ball bear-
ings: 6205-2RS JEM and 6203-2RS JEM. Table 3 gives information on the selected 
experimental data. The vibrations were measured using accelerometers placed at 
orthogonal, centered and opposite on the bearing housing. The data was collected 
using a 16-channel encoder at a sampling rate of 12,000 Hz. It should be noted 
that there is a variation in shaft speed in these data sets, from 1722 to 1796 rpm.  
 
Table 2. Confusion matrix. 

  Realit 

  Normal signal Faulty signal 

Prediction 
Normal signal True positive (TP) False negative (FN) 

Faulty signal False positive (FP) True negative (TN) 

 
Table 3. Data description. 

Class Normal 0.014 ball 0.007 inner race  0.007 ball 
0.007 outer race 

opposite 
0.007 outer race 

centered 

Images number 60 60 60 60 60 60 

Class 
0.007 outer race 

orthogonal 
0.014 inner race 

0.021 outer race 
opposite 

0.021outer race 
centered 

0.021 outer race 
orthogonal 

Total images 

Images number 60 20 40 60 40 580 
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3.1.2. Converting the Signal into a Grayscale Image 
The process consists of converting the one-dimensional time signal into an im-
age. This method allows us to explore the features in the two-dimensional do-
main of a signal. It should be noted that this method of data preprocessing can 
be archived without any predetermined parameters. Figure 1 shows the process 
of converting the temporal signal into image. In this figure, the segmentation of 
the signal samples of size k2 is observed and arbitrarily extracted from the start-
ing signal, the image obtained is of size K K∗  by processing these samples. The 
intercepted signal segments are normalised from 0 to 255, which is the range of 
pixel intensity significant for a greyscale image. For this work, each data sample 
chosen for work has 25,600 points. The choice of 160 × 160 in this paper is de-
pendent on the volume of signal data. ( ) ( )21, 2, ,L i i K=   denotes the value 
of the segment signal. ( ) ( ), 1, 2, , ; 1, 2, ,P j k j K k K= =   denotes the pixel 
strength of the image [25]. The process is described as: 

( ) ( )  
, 255

  
L jK k Min L

P j k
Max L Min L

+ −
= ×

−
                (5) 

Figure 2 shows some images obtained after the conversion of 1D-vibration sig-
nal to grayscale image.  

 

 
Figure 1. Signal-to-image conversion process [25]. 
 

 
(a)                      (b)                     (c) 

Figure 2. Examples of 2D representation of vibration signals. (a) Normal; (b) 0.014 ball; 
(c) 0.021 outer race. 
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3.2. Proposed Method 

Since the literature proposes a wide range of features that can be computed on 
the co-occurrence matrix, and if they are all used at the same time for classifica-
tion, it is more likely that the recognition rates are not consistent due to the 
presence of some redundant features. Therefore, a selection step of the most re-
levant features is necessary. The PCA and the SFE are merged to define the most 
relevant features that will be used in the classification to improve the recognition 
rates. Figure 3 represents the flowchart of the proposed methodology and the 
different steps of our work are organized as follows: 

Step 1: Description of the vibration signal data of the bearings in normal and 
faulty conditions; 

Step 2: The vibration signal can be split into random sub-samples, normalised 
and arranged in rows and columns to form a matrix; each matrix obtained is as-
sociated with a greyscale image of the vibration signal;  

Step 3: The GLCM is calculated on each grey level image and its texture fea-
tures are extracted on each GLCM; 

Step 4: features selection is done first by the PCA method to define the va-
riables corresponding to the most significant features; then, by the SFE method; 
and finally, by the proposed PCA/SFE fusion method to obtain the most relevant 
features. 

Step 5: The multiclass-Naïves Bayesis used to validate the relevance of these 
features by an optimum recognition rate of the bearing defect classes. 

4. Experimental Results 
4.1. Bearing Fault Diagnosis with All Features 

Figure 4(a) shows the classification accuracy Acc2, which is the detection rate of 
the successful classifier between the normal signal and the faults. Figure 4(b) 
shows the classification accuracy Acc1, for several training sets, when we use the 
twenty GLCM attributes from Table 1 on the multiclass-Naïve Bayes. The training  
 

 
Figure 3. Flow chart of the different diagnostic steps based on the selection of features. 
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Figure 4. Accuracy rate of the classification with the twenty GLCM attributes. 

 
set is randomly selected between fifty and ninety percent of the database (580 
images from Table 1). For each training set, the model classification is obtained 
and tested on the remaining images in the dataset.  

Figure 4(a) shows that there is an accuracy rate on the detection of normal or 
faulty faults above 95% from 60% of the training set. Thus, with the set of twenty 
GLCM features, we have a good distinction between the normal and defect sig-
nal as shown in the confusion table, where we have only one case of false positive 
and four cases of false negative in the 116 test images. Figure 4(b) shows that 
there is an accuracy rate of over 88% from 60% of the training set in the case of 
identification.  

Table 4 shows the confusion matrix for the 20 attributes of the co-occurrence 
matrices in the case of defect detection for a training set greater than or equal to 
70%.  

4.2. Relevant Features According to the PCA 

The twenty GLCM attributes are realized on each of the five GLCMs obtained 
from five directions, namely 0˚, 45˚, 90˚, 135˚; and the average of these four di-
rections (Mo). Thus, with twenty GLCM features calculated on five GLCMs, a 
set of one hundred attributes is obtained. The first principal component ob-
tained from the set of features represents 99.77% of the data. Table 5 shows a  

50 60 70 80 90

Training set (%)

88

90

92

94

96

98

Ac
c2

(%
)

(a)

50 60 70 80 90

Training set (%)

82

84

86

88

90

Ac
c1

(%
)

(b)
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Table 4. Confusion matrix of the Naïve Bayes classifier. 

  Reality 

  Normal signal Faulty signal 

Prediction 
Normal signal 11 4 

Faulty signal 1 100 

Accurancy = 95.68%. 
 

Table 5. Correlation coefficient between the first principal component and the GLCM features. 

Features 
ENERG_0 

ENERG_135 
ENERG_Mo 

ENERG_90 
MAXIP_45 

ENERG_45 MAXIP_Mo MAXIP_90 
MAXIP_135 

MAXIP_0 
SUMEN_90 

Correlation 
Coefficient 

0.9996 0.9990 0.9989 0.9985 0.9984 0.9977 0.9857 

Features SUMEN_Mo 
SUMEN_135 

SUMEN_0 
ENTRO_90 

SUMEN_45 DIFFEN_Mo ENTRO_Mo ENTRO_45 
ENTRO_135 

ENTRO_0 

Correlation 
Coefficient 

0.9838 0.9832 0.9824 0.9820 0.9818 0.9813 0.9810 

Features DIFFEN_45 
DIFFEN_0 

DIFFEN_135 
DIFFEN_90 

INFO2_135 
INFO2_0 

INFO2_Mo INFO2_90 CORRE_Mo 

Correlation 
Coefficient 

0.9805 0.9791 0.9787 0.9630 0.9585 0.9427 0.9348 

Features CORRE_45 INFO2_45 
CORRE_135 

CORRE_0 
CORRE_90 

DIFFAV_90 
DISSI_90 

DIFFAV_Mo 
DISSI_Mo 

DIFFAV_135 
DIFFAV_0 

DISSI_0 
DISSI_135 

Correlation 
Coefficient 

0.9303 0.9293 0.8951 0.8951 0.8860 0.8747 0.8706 

 
higher correlation coefficient between the first principal component and the dif-
ferent features. Each feature is presented with the notation (see Table 1) fol-
lowed by the direction of the GLCM used. For example, “ENERG_0” means the 
energy feature extracted from the GLCM obtained for the 0˚ direction. From 
these correlations, seven features of the GLCM most correlated with the first 
principal component are listed and represent the relevant features according to 
the PCA analysis. 

Figure 5 shows the performance of the classifiers when we use the relevant 
PCA features. These relevant GLCM features are used on the classifiers and we 
observe a certain stability of the recognition rate from 89.65% for the training 
and test dataset greater than or equal to 60%. 

4.3. Relevant Features According to the SFE 

Table 6 shows the top seven features of each class according to the SFE. Since we  
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Table 6. The seven best features of the eleven classes. 

Order 

Classes 

Normal 0.014 ball 
0.021 outer race 

centered 
0.007 inner race 0.007 ball 

0.007 outer race 
opposite 

1 DIFFEN_90 MAXIP_0 ENERG_45 MAXIP_45 MAXIP_45 MAXIP_0 

2 CONTRA_0 ENERG_90 MAXIP_45 ENERG_0 MAXIP_90 MAXIP_90 

3 CORRE_0 ENTRO_45 INFO1_0 MAXIP_0 CONTRA_0 CONTRA_0 

4 HOMOG_0 CONTRA_0 CONTRA_0 CONTRA_0 CORRE_0 CORRE_0 

5 SUMOF_0 CORRE_0 HOMOG_0 CORRE_0 ENERG_0 HOMOG_0 

6 SUMAV_0 HOMOG_0 DIFFVA_0 HOMOG_0 ENTRO_45 SUMOF_0 

7 SUMVA_0 SUMOF_0 INFO2_0 SUMOF_0 HOMOG_0 ENTRO_0 

 

Order 

CLASSES 

0.007 outer  
race orthogonal 

0.007outer  
race centered 

0.014 inner race 
0.021outer  

race opposite 
0.021 outer  

race orthogonal 

1 ENERG_90 ENERG_0 CONTRA_0 MAXIP_0 ENERG_90 

2 ENERG_0 MAXIP_45 CORRE_0 MAXIP_90 ENERG_0 

3 MAXIP_90 ENERG_90 ENERG_0 ENERG_90 ENERG_45 

4 CONTRA_0 DIFFEN_0 HOMOG_0 MAXIP_135 MAXIP_0 

5 CORRE_0 CONTRA_0 SUMOF_0 CONTRA_0 CONTRA_0 

6 HOMOG_0 CORRE_0 ENTRO_0 CORRE_0 CORRE_0 

7 SUMOF_0 HOMOG_0 SUMAV_0 HOMOG_0 HOMOG_0 

 

 
Figure 5. Features performance order and classification accuracy for those relevant features of the PCA GLCM. 

 
are looking for the best features, we calculated the number of occurrences of 
each feature for all classes. Figure 6 shows the seven-high occurrence GLCM 
features that are the relevant features according to the SFE analysis. 

Figure 6 shows the performance of the classifiers when we use the relevant 
attributes of the SFE. These GLCM relevant features are used on the classifiers  
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Figure 6. Features performance order and classification accuracy for these relevant features of the SFE GLCM. 

 
and we observe a certain stability of the recognition rate from 89.65% for the 
training and test dataset greater than or equal to 60%.  

4.4. Relevant Features According to the PCA/SFE  

To take advantage of both feature selection methods (PCA and SFE), we can se-
lect the features that appear in the best selection features of the PCA and SFE 
presented in Figure 5 and Figure 6 shows the performance of the classifier when 
we use the relevant features of PCA and SFE respectively. Figure 7 show the 
performance of the classifiers when we use the relevant attributes of the fusion 
PCA/SFE. The relevant GLCM features of the fusion PCA/SFE show good classi-
fication performance with an accuracy above 99% for all training sets containing 
60% or more data. Thus, the relevant GLCM features for bearing fault diagnosis 
among the twenty are the following four features: Energy, Entropy, Correlation 
and Maximum Probability. 

The realisation of each classification system is based on the training and test-
ing parameters. The classification system defined in this study is based on sever-
al training (50%; 60%; 70%; 80% and 90%) and testing (50%; 40%; 30%; 20% and 
10%) samples. For each data item, an input vector is constructed by calculating 
the attributes of the GLCM. A study was first carried out on all 20 extracted fea-
tures, then on the features by PCA and SFE and finally by merge PCA/SFE. The 
success rate of 89.65% was obtained on all training and test data sets of the 20 
features (Figure 4(b)). This result already shows a feasibility in bearing diagno-
sis. Using the 04 relevant attributes obtained, the success rate is more than 98% 
on all data sets. We can observe the results of the classification of relevant fea-
tures obtained by Naïve Bayes. We can observe the results based on the classifi-
cation rate are listed here. It can be seen in Figure 7 that the recognition rate is 
equal to 98.27% for a set of 70% of the training data samples and 30% of the test 
samples. This result is more accurate than when we take into account all the 
features computed without selection and even without fusion.  
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Figure 7. Classification accuracy for the relevant features of the PCA/SFE GLCM. 

5. Conclusions  

Studies have been made in the literature on bearing diagnosis by image proces- 
sing. It should be noted that in none of the cases, texture analysis by GLCM was 
done on the images obtained by converting the temporal signal into a grayscale 
image. In this study, a new feature selection method based on the fusion of fea-
ture selection methods extracted from the GLCM of the vibration signal images 
was proposed. First, the vibration signals were converted into grayscale images 
and then the co-occurrence matrix was calculated on these images. Subsequent-
ly, PCA, SFE and PCA/SFE merge selection methods were applied to determine 
the most relevant features. The features of energy, entropy, correlation and maxi-
mum probability were obtained and used in the multiclass-Naïve Bayes classifier 
to validate the approach. The success rate of 89.65% was obtained for all training 
and test datasets on all 20 features of the GLCM. The classification of the rele-
vant features obtained gave success rates above 96%. The present work addressed 
the automatic diagnosis of rolling defects by image processing. The impact of 
GLCM feature selection on the signal conversion images was presented on the 
classification results of rolling defects. The results showed that GLCM feature 
selection significantly increased the separability of the diagnostic results com-
pared to those obtained without selection. 

It should be noted that the diagnosis performed in this paper did not take into 
account the computation time. Therefore, an evaluation of the computation time 
of the method would be interesting for future work. 
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