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Abstract 
The book chapter is an extended version of the research paper entitled “Use 
of Component Integration Services in Multidatabase Systems”, which is pre-
sented and published by the 13th ISITA, the National Conference of Recent 
Trends in Mathematical and Computer Sciences, T.M.B. University, Bhagal-
pur, India, January 3-4, 2015. Information is widely distributed across many 
remote, distributed, and autonomous databases (local component databases) 
in heterogeneous formats. The integration of heterogeneous remote databases 
is a difficult task, and it has already been addressed by several projects to cer-
tain extents. In this chapter, we have discussed how to integrate heterogene-
ous distributed local relational databases because of their simplicity, excellent 
security, performance, power, flexibility, data independence, support for new 
hardware technologies, and spread across the globe. We have also discussed 
how to constitute a global conceptual schema in the multidatabase system 
using Sybase Adaptive Server Enterprise’s Component Integration Services 
(CIS) and OmniConnect. This is feasible for higher education institutions 
and commercial industries as well. Considering the higher educational insti-
tutions, the CIS will improve IT integration for educational institutions with 
their subsidiaries or with other institutions within the country and abroad in 
terms of educational management, teaching, learning, and research, including 
promoting international students’ academic integration, collaboration, and 
governance. This will prove an innovative strategy to support the moderniza-
tion and large expansion of academic institutions. This will be considered 
IT-institutional alignment within a higher education context. This will also 
support achieving one of the sustainable development goals set by the United 
Nations: “Goal 4: ensure inclusive and quality education for all and promote 
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lifelong learning”. However, the process of IT integration into higher educa-
tional institutions must be thoroughly evaluated, identifying the vital data 
access points. In this chapter, Section 1 provides an introduction, including 
the evolution of various database systems, data models, and the emergence of 
multidatabase systems and their importance. Section 2 discusses component 
integration services (CIS), OmniConnect and considering heterogeneous re-
lational distributed local databases from the perspective of academics, Section 
3 discusses the Sybase Adaptive Server Enterprise (ASE), Section 4 discusses 
the role of component integration services and OmniConnect of Sybase ASE 
under the Multidatabase System, Section 5 shows the database architectural 
framework, Section 6 provides an implementation overview of the global 
conceptual schema in the multidatabase system, Section 7 discusses query 
processing in the CIS, and finally, Section 8 concludes the chapter. The chap-
ter will help our students a lot, as we have discussed well the evolution of da-
tabases and data models and the emergence of multidatabases. Since some 
additional useful information is cited, the source of information for each cita-
tion is properly mentioned in the references column. 
 

Keywords 
Relational Database, Component Integration Services, OmniConnect,  
Multidatabase, Global Conceptual Schema, Distributed Database, Local  
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Commercial Industries, HEIs 

 

1. Introduction 

In this section, we have discussed in detail the evolution of various database 
models, beginning with the flat file system, based on some published documents 
in a sequence manner. This will also help students in their academic learnings. 
We have also discussed well about the background and current situation of mul-
ti-database systems in Section 1.1.5 below. 

Database and Database Management Systems in Brief 
Database 
We explain the data hierarchy. A bit (Character)—a bit is the smallest unit of 

data representation (value of a bit may be a 0 or 1). Eight bits make a byte which 
can represent a character or a special symbol in a character code. Field—a field 
consists of a grouping of characters. A data field represents an attribute (a cha-
racteristic or quality) of some entity (object, person, place, or event). Record—a 
record represents a collection of attributes that describe a real-world entity. A 
record consists of fields, with each field describing an attribute of the entity. 
File—a group of related records. Files are frequently classified by the application 
for which they are primarily used (employee file). A primary key in a file is the 
field (or fields) whose value identifies a record among others in a data file Data-
base—is an integrated collection of logically related records or files. A database 
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consolidates records previously stored in separate files into a common pool of 
data records that provides data for many applications. The data is managed by 
systems software called database management systems (DBMS). The data stored 
in a database is independent of the application programs using it and of the 
types of secondary storage devices on which it is stored [1]. Please also see the 
details of Database Concepts in [2]. 

Alternatively, we can say, a database is a self-describing collection of inte-
grated records. A record is a representation of some physical or conceptual ob-
ject. A database is self-describing in that it contains a description of its own 
structure. This description is called metadata—data about the data. The database 
is integrated in that it includes the relationships among data items, as well as in-
cluding the data items themselves. 

Database Management Systems 
A database management system (DBMS) is a collection of software programs 

that gives a user the interaction ability to store, modify and extract data from a 
certain database. It enables the definition, creation, query, update and adminis-
tration of databases [3]. 

1.1. Evolution of Database 

Database management systems did not come into industries until 1960’s. The 
first commercial database system information management systems (IMS) ap-
peared right before 1970. These systems evolved from file systems [4]. 

Originally, databases were flat. This means that the information was stored in 
one long text file, called a tab-delimited file. Each entry in the tab-delimited file 
is separated by a special character, such as a vertical bar (|). Each entry contains 
multiple pieces of data in the form of information about a particular object or 
person, grouped together as a record [5].  

The text file makes it difficult to search for specific information or to create 
reports that include only certain fields from each record. File management sys-
tems, also called FMSs in short, are ones in which all data is stored on a single 
large file.  

Researchers in the database field, however, found the data has its value and 
models based only on data should be introduced to improve reliability, security, 
and efficiency of access and to overcome the drawbacks of file-based systems; 
this led to the introduction of the hierarchical data model and hierarchical data-
base management systems. Data models provide a way in which the stored data 
is organized according to a specified structure or relationship for quick access 
and efficient management. Data models formally define data elements and rela-
tionships among data elements for a particular domain of interest. 

A data model instance may be one of three kinds, according to ANSI/SPARC 
(the American National Standards Institute, Standards Planning and Require-
ments Committee) in 1975: 1) logical schema or conceptual schema (conceptual 
level); 2) physical schema (internal level); and 3) external schema (external level) 
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[6] [7] [8]. We have also discussed below in detail different generational data 
models, database management systems, and ANSI/SPARC schema layers.  

1.1.1. 1st Generation Data Model and Database Management Systems  
(DBMSs)  

Hierarchical and network data models are considered 1st generation data 
models. Hierarchical data models and hierarchical database management sys-
tems existed from mid-1960 to early 1980. The previous system drawback of ac-
cessing records and sorting records, which took a long time, was removed by the 
introduction of parent-child relationships between records in the database. Each 
parent item can have multiple children, but each child item can have one and 
only one parent. Thus, relationships in the hierarchical database are either 
one-to-one or one-to-many.  

Many-to-many relationships are not allowed.  
The origin of the data is called the root, from which several branches have da-

ta at different levels, and the last level is called the leaf. Hierarchical databases 
are generally large databases with large amounts of data [9].  

The hierarchical data model organizes data in a tree structure, or, as some call 
it, an “inverted” tree. There is a hierarchy of parent and child data segments. A 
prominent hierarchical database model was IBM’s first DBMS, called IMS. In the 
mid-1960s, Rockwell partnered with IBM to create the Information Manage-
ment System (IMS). IMS DB/DC led to the mainframe database market in the 
1970s and early 1980s.  

In order to avoid all the drawbacks of the hierarchical data model, a new data 
model and database management system took root, which is called the network 
model and network database management system. The Network Data Model 
and Network Database Management System were introduced in 1969, almost the 
exact opposite of the Hierarchical Data Model. In this model, the main concept 
of many-many relationships was introduced. The network data model eliminates 
redundancy at the expense of more complicated relationships. This model can be 
better than the hierarchical model for some kinds of data storage tasks, but 
worse for others. Neither one is consistently superior to the other. A network 
model is called CODASYL (Conference on Data System Language). 

1.1.2. 2nd Generation Data Model (Relational Model) and Relational  
Database Management Systems (RDBMs)—1970 

The Relational Data Model is classified as a 2nd Generation Data Model. In or-
der to overcome all the drawbacks of the previous data models and database 
management systems, the relational data model and the relational database 
management system were introduced in 1970, in which data gets organized as 
tables and each record forms a row with many fields or attributes in it. Rela-
tionships between the tables are also formed. A tuple or row contains all the data 
of a single instance of the table. In the relational data model, every tuple must 
have a unique identification or key based on the data that uniquely identifies 
each tuple in the relation. Often, keys are used to join data from two or more re-
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lations based on matching identification. The relational model also includes 
concepts such as foreign keys, which are primary keys in one relation that are 
kept in another relation to allow for the joining of data. In 1970, Dr. Edgar F. 
Codd at IBM published the Relational Data Model. A relational database is a 
collection of relations, or tables. By definition, a relation is a set of tuples having 
the same attributes. Operations that can be performed on relationships are se-
lect, project, and join. The join operation combines relations; the select queries 
are used for data retrieval; and the project operation identifies attributes. Similar 
to other database models, even relational databases support insert, delete, and 
update operations.  

Basically, relational databases are based on relational set theory. Normaliza-
tion is a vital component of the relational database model. Relational operations, 
which are supported by relational databases, work best with normalized tables. A 
relational database supports relational algebra and relational calculus, conse-
quently supporting the relational operations of set theory. Apart from mathe-
matical set operations, namely, union, intersection, difference, and Cartesian 
product, relational databases also support select, project, relational join, and di-
vision operations. These operations are unique to relational databases. Relational 
databases support the important concept of dynamic views. In a relational data-
base, a view is not part of the physical schema; it is dynamic. Hence, changing 
the data in a table alters the data depicted by the view. Views can subset data, 
join and simplify multiple relations, dynamically hide the complexity of the data, 
and reduce the data storage requirements [10].  

Two major relational database system prototypes were created, 1) INGRES 
was developed at the University of California-Berkeley and became commercial 
and followed up POSTGRES which was incorporated into Informix. This ulti-
mately led to Ingres Corp., Sybase, MS SQL Server, Britton-Lee, and Wang’s 
PACE. This system used QUEL as query language and 2) System R was devel-
oped at IBM in San Jose and led IBM’s SQL/DS & DB2, ORACLE, HP’s Allbase, 
and Tandem’s Non-Stop SQL. DB2 became one of the first DBMS (Database 
Management System) product based on the relational model [11]. 

Relational databases use Structured Query Language (SQL), which was in-
vented by IBM in 1970. SQL is a declarative language, which is an easy and hu-
man-readable language. SQL instructions are in the form of plain instructions, 
which can be put into the database for implementation. Most of the database 
vendors support the SQL standard. Relational databases have excellent security. 
A relational database supports access permissions, which allow the database ad-
ministrator to implement need-based permissions for the access of the data in 
database tables. Relational databases support the concept of users and user 
rights, thus meeting the security needs of databases. Relations are associated 
with privileges like create privilege, grant privilege, select privilege, insert privi-
lege, and delete privilege, which authorize different users for corresponding op-
erations on the database. The other important advantages of relational databases 
include their performance, power, and support for new hardware technologies, 
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as well as their flexibility and capacity to meet all types of data needs. Relational 
databases are scalable and provide support for the implementation of distributed 
systems. Owing to their advantages and applications in the operations of data 
storage and retrieval in modern times, relational databases have revolutionized 
database management systems [12].  

SYBASE is an example of a relational database as it is also mentioned above. 
However, SYBASE ASE also has object-oriented features. In the relational data 
model, values are atomic (a value is one that cannot be decomposed into smaller 
pieces by the DBMS, such as a bank account number, an employee code, etc.); 
columns in a relational table are not repeating groups or arrays; each row is 
unique; column values are of the same kind; the sequence of columns is insigni-
ficant as the ordering of the columns in the relational table has no meaning. 
Columns can be retrieved in any order and in various sequences. The benefit of 
this property is that it enables many users to share the same table without con-
cern for how the table is organized. It also permits the physical structure of the 
database to change without affecting the relational tables; the sequence of rows is 
insignificant. The main benefit is that the rows of a relational table can be re-
trieved in different orders and sequences. Adding information to a relational ta-
ble is simplified and does not affect existing queries. Each column has a unique 
name, and certain fields may be designed as keys, which mean that searches for 
specific values in those fields will use indexing to speed them up. The RDBMS 
allows for data independence, which helps to provide a sharp and clear boundary 
between the logical and physical aspects of database management. The RDBMS 
provides simplicity; this provides a more simple structure than those that were 
being used before it. A simple structure that is easy to communicate with users 
and programmers and that can be used by a wide variety of users in an enter-
prise can interact with a simple model. The RDBMS has a good theoretical 
background, which means that it provides a theoretical background for the da-
tabase management field.  

1.1.3. 3rd Generation Data Model and Database Management System  
(DBMS) 

The ER-Model and Semantic Data Model are considered part of the 3rd Gen-
eration Data Model. In 1976, six years after Dr. Codd published the relational 
model, Dr. Peter Chen published a paper in the ACM Transaction on Database 
Systems introducing the entity relationship model (ER Model). An ER model is 
intended as a description of real-world entities. The ER data model views the 
real world as a set of basic objects (entities) and relationships among these ob-
jects (entities, relationships, and attributes). 

It is intended primarily for the DB design process by allowing the specifica-
tion of an enterprise scheme. This represents the overall logical structure of the 
database. Although it is constructed in such a way as to allow easy translation to 
the relational model, the ER diagram represents the conceptual level of database 
design. A relational schema is at the logical level of database design. The ER 
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model is not supported directly by any DBMS. It needs to be translated into a 
model that is supported by DBMSs. The entity-relationship model (or ER mod-
el) is a way of graphically representing the logical relationships of entities (or 
objects) in order to create a database. Any ER diagram has an equivalent rela-
tional table, and any relational table has an equivalent ER diagram. The semantic 
data model was developed by M. Hammer and D. McLeod in 1981.  

The Semantic Data Model (SDM), like other data models, is a way of struc-
turing data to represent it in a logical way. SDM differs from other data models, 
however, in that it focuses on providing more meaning to the data itself rather 
than solely or primarily on the relationships and attributes of the data [13]. 

SDM provides a high-level understanding of the data by abstracting it further 
from the physical aspects of data storage. The semantic data model (SDM) has 
been designed as a natural application modeling mechanism that can capture 
and express the structure of an application environment. It can serve as a formal 
specification and documentation mechanism for a database, support a variety of 
powerful user interface facilities, and be used as a tool in the database design 
process. 

Object-Oriented Data Model (OODM) and Object Relational Data Model 
(ORDM) are considered under the semantic data model. Object-Oriented Data 
Model and Object-Oriented Database Management System (OODBMS) (intro-
duced in the early 1980s and 1990s): Research in the field of databases has re-
sulted in the emergence of new approaches such as the Object-Oriented Data 
Model and Object-Oriented Database Management Systems, which overcome 
the limitations of earlier models. The object-oriented model has adopted many 
features that were developed for object-oriented programming languages. These 
include objects and inheritance (the inheritance feature allows new classes to be 
derived from existing ones). The derived classes inherit the attributes and me-
thods of the parent class. They may also refine the methods of the parent class 
and add new methods. The parent class is a generalization of the child classes, 
and the child classes are specializations of the parent class. There is also poly-
morphism (a mechanism associating one interface with multiple code imple-
mentations) and encapsulation (the association of data with the code that ma-
nipulates that data by storing both components together in the database). Ob-
ject-oriented features are mainly complex objects, object identity, encapsulation, 
classes, inheritance, overriding, overloading, late binding, computational com-
pleteness, and extensibility. Object database features are mainly persistence, 
performance, concurrency, reliability, and declarative queries. We do not discuss 
OODM in detail here.  

Object-Relational Data Model and Object Relational Database Management 
Systems (ORDBMS): The object-relational model is designed to provide rela-
tional database management that allows developers to integrate databases with 
their data types and methods. It is essentially a relational model that allows users 
to integrate object-oriented features into it. The primary function of this new 
object-relational model is to provide more power, greater flexibility, better per-
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formance, and greater data integrity than those that came before it. The 
ORDBMS provides an addition of new and extensive object storage capabilities 
to the relational models at the center of the more modern information systems 
of today. These services assimilate the management of conventional fielded data, 
more complex objects such as a time series or more detailed geospatial data 
(such as imagery, maps, and vector data), and varied dualistic media (such as 
audio, video, images, and applets). This can be done due to the model’s ability to 
summarize methods with data structures. The ORDBMS server can implement 
complex analytical data and data management operations to explore and change 
multimedia and other more complex objects. It can be said that the object rela-
tional model is an evolutionary technology; this approach has taken on the ro-
bust transactional and performance management aspects of its predecessors and 
the flexibility of the object-oriented model. Database developers can now work 
with somewhat familiar tabular structures and data definition but with more 
power and capabilities. This also allows them to perform such task all the while 
assimilating new object management possibilities. Also the query and procedural 
languages and the call interfaces in the object relational database management 
systems are familiar. Object-relational models allow users to define data types, 
functions, and operators. As a direct result of this, the functionality and perfor-
mance of this data model are optimized. The massive scalability of the ob-
ject-relational data model is its most notable advantage, and it can be seen at 
work in many of today’s vendor programs [14]. 

In ORDBMS, SQL-3 is supported. SQL3 is a superset of SQL/92. SQL3 sup-
ports all of the constructs supported by that standard, as well as adding new ones 
of its own, such as Extended Base Types, Row Types, User-Defined Types, Us-
er-Defined Routines, Sub-Types and Super-Types, Sub-Tables and Super-Tables, 
Reference Types and Object Identity, and Collection Types.  

1.1.4. 4th Generation DBMS 
This is also based on an object-oriented data model, has come into existence. 
The Versant database is an example of a 4th generation database. Each of these 
models modeled the data and the relationship between the data in different ways. 
Each of the models encountered some limitations in being able to represent the 
data, which resulted in other models compensating for the limitations. 

1.1.5. The Emergence of Multidatabase Systems and Why Academic  
Institutions and Industries Demand Multidatabase Systems 

Keeping in mind the progress in communication and database technologies 
(concurrency, consistency, and reliability), this has increased the data processing 
potential. Various protocols are proposed and implemented for network reliabil-
ity, concurrency, atomicity, consistency, recovery, and replication [15] [16] [17] 
[18] [19].  

The current demand is now how to access data from various existing distri-
buted local databases, either heterogeneous or homogeneous, that are spread 
across the network over the globe and to maintain all those distributed databases 
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locally as and when required. Heterogeneous distributed local data sources mean 
there is no homogeneity among the databases at various sites, or at least the distri-
buted local component databases differ in some important respect (e.g., the DBMS 
they are running or perhaps the data model implemented by it—relational, ob-
ject-oriented, etc.). Efficiently retrieving information from heterogeneous and 
distributed local data sources has become one of the top priorities for academic 
institutions and commercial industries across the business and academic world. 
Information from these distributed local data sources needs to be integrated into 
one single system so that the user can retrieve the desired information through 
an integrated system with a single query. Therefore, the concept of a multidata-
base (an integration of distributed databases) system has emerged. 

A multidatabase system (MDBS) is a database system that resides on top of 
existing distributed local autonomous database systems and presents a single 
database to its users. MDBS usually maintains a single global database schema 
and a single global conceptual schema, which is an integration of all distributed 
local database schemas. The schema contains the format, structure, and organi-
sation of the data in a system. MDBS maintains only the global conceptual 
schema, and each distributed local database schema usually maintains all user 
data locally. Creating and maintaining the global schema, which requires the use 
of database integration techniques, is a critical issue in multidatabase systems. A 
variety of approaches to schema integration have been proposed. The main 
schema integration problem is associated with combining the diverse distributed 
local schemas of the different databases into a coherent global view by reconcil-
ing any structure or semantic conflicts between the local component databases 
[20]. 

Now, a crucial demand in the multidatabase system is how to maintain the 
schema structure of the multidatabase and all the remote distributed local data-
bases, as all remote distributed local databases are autonomous and evolve over 
time, so that the schema of the multidatabase and all the remote distributed da-
tabases remains consistent and coherent. The issue has been addressed to a cer-
tain extent under the project entitled “Method and System for Local and Distri-
buted Remote Schemas Structure Modifications, Propagation, and Maintenance 
of Metadata in Multidatabases and All Subsequent Locally Distributed Remote 
Databases” [21].  

There is still a challenge in the current situation of multi-database systems: 
how to maintain metadata seamlessly and without manual interventions of each 
remote participating database and the global database, as all remote participating 
databases are autonomous, evolve over time, and also of heterogeneous data 
models and the databases so that they form a coherent global view by reconciling 
any structure or semantic conflicts between the local component databases, also 
discussed above in a different way. We have initiated to work out practically this 
approach. 

It is also true, and we can again say that multidatabase systems have gained 
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the attention of many researchers. They attempt to logically integrate several 
different independent distributed DBMSs while allowing the local DBMSes to 
maintain complete control of their operations. It means all existing remote or 
distributed databases are autonomous and evolve over time. The multidatabase 
system will address data that resides in more than one distributed database with 
a single query. On the other hand, there is a possibility for different users to have 
different interpretations of the same data. Thus, the demand for a multidatabase 
system is to provide an interpretation of data with the same or similar meaning 
that has different representations [16]. 

Again, the multidatabase system is a database system that provides integrated, 
global access to autonomous, heterogeneous local distributed databases through 
a single request. It integrates the data from pre-existing, heterogeneous local da-
tabases in a distributed environment by presenting to global users a single global 
conceptual schema, a single data model, and a single query language [22]. 

Creating and maintaining the global schema, which requires the use of data-
base integration techniques (including schema mapping, correspondence inves-
tigation, and transformation of attributes in a similar format), is a critical issue 
in the multidatabase system. A variety of approaches to schema integration have 
been proposed, e.g., [16] [17] [19] [20] [23]-[29]. 

Application scenarios and challenges in educational institutions and commer-
cial industries from the perspective of distributed local relational databases are 
well justified through our practical approach by presenting a multidatabase sys-
tem in this article in Section 2 and 4 below. A detailed term of reference about 
academic or industry challenges for collating information resources at one point 
of access from distributed locations should be prepared by academic and busi-
ness leaders in their respective domains of interest. Then, accordingly, policy 
and procedure and their implementation for the construction of the global con-
ceptual schema will take effect. Connecting and accessing distributed local rela-
tional databases will not have any major technical issues for the same. 

2. Component Integration Services (CIS) and OmniConnect  
Consider the Integration of Heterogeneous Relational  
Distributed Local Databases from the Perspective of  
Academics (Digital and Literacy in Terms of Teaching and  
Learning, Research, Collaboration, and Information  
Sharing in Higher Education) 

Component Integration Services (CIS) and OmniConnect, considering hetero-
geneous relational distributed local databases, will provide an integration and 
technical level of interoperability of data from multiple sources in a central vir-
tual data store for higher education institutions across domestic and interna-
tional boundaries (a 360˚ view of data and real-time data access). 

If we consider the above-mentioned approach, especially for academic inte-
gration, this will give greater insights for students, staff, and faculty: up-to-date 
and readily available information. This will provide students with an authentic 
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and interactive learning opportunity platform (a cost-effective, digitally deli-
vered learning platform able to transfer knowledge and facilitate effective learn-
ing). 

This will consider negotiation for data ownership, data access in terms of 
consolidation of enrollment in various academic and research programs and 
human resources, with greater emphasis on foreign origin by birth, examining 
data quality, and data security. 

If any academic institution and its subsidiaries have their head office in any 
country and have many branch units across the globe, they want efficient and 
quick retrieval of information from all branch units for any kind of decision 
support for the academic leaders and students as well as their learning and out-
comes. Also, in the case of academic institutions, they want to integrate with 
other academic institutions within the country and abroad according to their 
policies, terms, and conditions; in the long term, they want collaboration and 
access to some other data points. The Component Integration Services (CIS) and 
OmniConnect of the Sybase Adaptive Server Enterprise (ASE) shall meet this 
very requirement by constituting a global conceptual schema in the multidata-
base system by integrating all heterogeneous relational remote or distributed lo-
cal schemas. 

For the above, CIS will provide location transparency and functional com-
pensation. It will provide a uniform view of enterprise data to academic users. 
Functional compensation allows Component Integration Services to emulate all 
features of Transact-SQL and interact with a data source only when actual data 
is needed. With this capability, the full range and power of Transact-SQL can be 
applied to any data source, whether or not the data source provides support for a 
particular feature of Transact-SQL. Component Integration Services, together 
with SQL Anywhere, SAP IQ, and various DirectConnect interfaces, extend the 
reach of SAP ASE by enabling transparent access to database management sys-
tems anywhere in the enterprise. This transparent, extended reach of SAP ASE 
makes it easy for Enterprise Portal components to: 1) access data from anywhere 
and present it as dynamic content on Web pages; 2) execute transactions that 
span heterogeneous boundaries; and 3) view an entire enterprise through a sin-
gle view provided by the global metadata stored in the SAP ASE/Component In-
tegration Services system catalogs. Component Integration Services allows users 
to access both SAP® and non-SAP databases on different servers. These external 
data sources include host data files, tables, views, and RPCs (remote procedure 
calls) in database systems such as SAP ASE and Oracle. Using Component Inte-
gration Services, we can: 1) access tables on remote servers as if the tables were 
local; 2) perform joins between tables on multiple remote, heterogeneous serv-
ers. For example, it is possible to join tables between an Oracle database man-
agement system (DBMS) and an SAP ASE and between tables on multiple serv-
ers; 3) transfer the contents of one table into a new table on any supported re-
mote server by means of a select into statement; 4) maintain referential integrity 
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across heterogeneous data sources; and 5) access native remote server capabili-
ties using the Component Integration Services passthrough mode. Component 
Integration Services can be used by anyone who needs to access multiple data 
sources or legacy data. It can also be used by anyone who needs to migrate data 
from one server to another. A single server is often used to access data on mul-
tiple external servers. Component Integration Services manages the data regard-
less of the location of the external servers. Data management is transparent to 
the client application. Component Integration Services, in combination with 
EnterpriseConnectTM and MainframeConnectTM, provide transparent access to 
a wide variety of data sources, including: 1) Oracle; 2) Informix; 3) Microsoft 
SQL Server; 4) SAP Adaptive Server Enterprise; 5) SQL Anywhere; and 6) SAP 
IQ. Mainframe data, including: 1) ADABAS; 2) IDMS; 3) IMS; and 4) VSAM 
[30]. 

3. About Sybase Adaptive Server Enterprise (ASE) 

Sybase Adaptive Server Enterprise (ASE) is high-performance relational data-
base management system software manufactured and sold by Sybase, Inc. ASE is 
a versatile, enterprise-class RDBMS that is especially good at handling OLTP 
workloads. ASE is used intensively in the financial world (banks, stock ex-
changes, and insurance companies), in e-commerce, as well as in virtually every 
other area, such as academic institutions. It has now come to be known as SAP 
Adaptive Server Enterprise (SAP ASE). Please also see the details about the SAP 
Adaptive Server Enterprise (SAP ASE) in [31]. 

The most recent ASE release is ASE version 15.7 (released in September 2011); 
the previous version is 15.5. ASE 15.7 is also known as “the SAP release” since 
this is the ASE version that SAP is using to support the Business Suite ERP 
package on top of Sybase ASE. 

The most recent version of Sybase is SAP Sybase Adaptive Server Enterprise 
(ASE), which is a high-performance relational database management system for 
mission-critical, data-intensive environments. It ensures the highest operational 
efficiency and throughput on a broad range of platforms [32]. 

ASE started its life in the mid-eighties as “Sybase SQL Server”. 

4. Role of Component Integration Services and OmniConnect  
of Sybase ASE under Multidatabase System 

Component Integration Services (CIS) is a feature of Adaptive Server Enterprise. 
CIS allows Adaptive Server to present a uniform view of enterprise data to client 
applications and provides location transparency to enterprise-wide data sources. 
The CIS allows users to access both Sybase and non-Sybase data servers. These 
external data sources include host data files and tables, views, and remote pro-
cedure calls (RPCs) in data servers such as Adaptive Server Enterprise, DB2, and 
Oracle [33]. 

The Component Integration Services (CIS) is the software layer that extends 
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the reach of the Adaptive Server to external data. The CIS layer is used by Om-
niConnect and ASE to provide access methods for proxy tables. The services of 
CIS are also used to provide a degree of SQL syntax transformation, so that in-
teraction with a remote data source can be done in its native language [34].  

In this chapter, in the Mulidatabse System, the CIS extends the reach of ASE 
to external data. 

OmniConnect [35] is one of several Adaptive Server Enterprises bundles, 
which uses the Component Integration Services (CIS) features to provide access 
to external data sources. OmniConnect allows users to access both Sybase and 
Non-Sybase database on different servers. These external data source include 
host data files and tables, views and RPCs (remote procedure calls) in database 
systems such as Adaptive Server, Oracle, and DB2 as shown in Figure 1 below 
and as it has already mentioned earlier too. 

As ASE and OmniConnect support access to a large number of external data 
sources. For access to other Sybase Adaptive Server databases (Enterprise, Any-
where, IQ), no gateway is required. For access to non-Sybase data sources, access 
is generally provided through a DirectConnectTM gateway. Gateways are pro-
vided for the following data sources; Oracle, DB2, AS/400, Informix, Microsoft 
SQL Server, Ingres, Rdb, SQL/DS, Datacom, Teradata, Model 204, RMS files 
(OpenVMS only), Non-relational data, such as ADABAS, IMS, IDMS, VSAM, 
and sequential files through InfoHub. In addition, new features of Adaptive 
Server Anywhere will provide access to a wide variety of desktop data sources, 
such as; Microsoft Access, Microsoft Excel spreadsheets, Microsoft SQL Server, 
Lotus Notes databases, Foxpro, Text files, Other ODBC and JDBC data sources 
[34]. 

As Adaptive Server presents a uniform view of enterprise data to client appli-
cation and provides location transparency to enterprise-wide data sources as I  
 

 
Figure 1. OmniConnect connects to multiple vendors database-resketch [35]. 
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have discussed earlier. The Location transparency insulates a client application 
from knowledge of the physical storage location of data. For objects whose sto-
rage location is actually external to the local database, access methods provide 
the means to issue queries over a network, resolving pathnames, network, and 
syntax issues in a manner transparent to the database application. All references 
to these externally located objects are made through proxy tables, which appear 
in system catalog as ordinary table objects. Access methods are associated with 
each proxy table when the proxy table is created, providing the ability to refer-
ence these objects through normal SQL statements such as select, insert, delete, 
and update. Also, these objects can be referenced from within stored procedures, 
views, and triggers [34]. 

We have discussed about the proxy table in detail in our recently published 
research paper [36]. 

In this chapter, Multidatabase System is termed a local database system; client 
application is an end-user application of the Multidatabase System; physical sto-
rage location of data refers to all remote/distributed and heterogeneous relation-
al databases; and the System Catalog, which is created in the Multidatabase Sys-
tem during the integration of all remote and heterogeneous relational databases 
and is also termed the Global System Catalog, is also described in this chapter. 

OmniConnect uses the CIS features of ASE to provide customers with en-
hanced interoperability. Unlike the ASE, it does not provide local data storage 
[35]. 

Using an OmniConnect, we can avail following features: 
Some of them have been discussed above. 
1) Access tables in the remote database servers as if they were local; 2) Per-

form joins between tables in multiple remote, heterogeneous database servers. 
For example, it is possible to join tables between an Oracle Database Manage-
ment System (DBMS) and Sybase ASE and between tables in multiple Sybase 
ASEs; 3) Transfer the contents of one table into a new table on any supported 
remote database server using a select into statement; 4) The Multidatabase Sys-
tem will allow transparent access to heterogeneous data sources through an ap-
plication that is developed using any front-end development tool such as Po-
werBuilder, Microsoft Access, or DataEase; 5) It will maintain referential integr-
ity across heterogeneous data sources; and 6) It will access native remote data-
base server capabilities using the CIS passthrough mode. 

We have used the Component Integration Services Technique (CIS) and Om-
niConnect of Sybase ASE to integrate multiple distributed local component he-
terogeneous relational databases to create a global conceptual schema in the 
multidatabase system, and a query that is submitted on the global conceptual 
schema will then be translated into a number of sub-queries on physically re-
mote distributed heterogeneous relational databases. 

The global conceptual schema in the multidatabase system contains a group of 
proxy tables that are used to access remote tables and views. Proxy tables are key 
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to location transparency. A proxy table is a local table in the multidatabase sys-
tem containing metadata that points to a remote table or view of the remote and 
local heterogeneous relational databases. The global conceptual schema in the 
multidatabase system contains metadata and some statistics about all remote 
database tables and views. 

When proxy tables are created within the local server (Multidatabase System), 
metadata from all the remotely located distributed databases is stored within the 
Local System Tables of the Multidatabase System. This metadata can be queried 
locally to quickly obtain information about proxy tables. This information in-
cludes column attributes and index definitions and is presented to local applica-
tions in Sybase terms. Obviously, the maintenance of this metadata can become 
an issue, as the enterprise or local remote database are generally a fairly dynamic 
entity and subject to change. For this reason, metadata management becomes an 
extremely important issue. To help with this task, the administration utility, Sy-
base CentralTM, has been enhanced to provide features that will import and syn-
chronise metadata for proxy tables [34].  

Here, metadata is called the global system catalog, and the local server is the 
Multidatabase System. Worked out the very critical issue “maintenance and 
synchronization of metadata of the multidatabase system and all subsequent dis-
tributed local database system up-to the certain extents”. Also obtained a copy-
right to this novel invention. Please see the details in [21]. 

Performance is the leading concern expressed by most users of distributed en-
vironments. Component Integration Services (CIS) addresses many of these 
concerns by focusing on two separate aspects of distributed query processing; 1) 
Query Optimization: Analyzing query syntax to establish optimal join strategy 
and join order and, 2) Query Decomposition: Analyzing query syntax and de-
termining the amount of work to be pushed to remote sites for processing. These 
aspects of query processing are addressed by the global optimization features of 
CIS, which extend the standard ASE query optimizer’s knowledge of tables to 
include consideration of external data sources. In a multidatabase system, query 
optimization plays an important role in query performance. The query optimi-
zation process attempts to minimize query response time and reduce query cost. 
Global queries are decomposed into multiple sub-queries that will be executed in 
different remote local database systems. When the results from each of the re-
mote local database systems are returned-back, the data must be manipulated 
and merged in such a way that is conforms according to the global schema and 
the canonical data format. The query optimizer within OmniConnect and ASE 
has been upgraded to evaluate this cost for proxy tables. This is done in two im-
portant ways; 1) Distribution Statistics: When the update statistics command is 
issued, distribution statistics for each index on the proxy table are obtained from 
the external object. These distribution statistics are then stored in new system 
catalogs, systabstats and sysstatistics, and are then used by the optimizer to es-
tablish relative access costs based on knowledge of index usage and 2) Network 
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Access Cost: The optimizer has also been enhanced to estimate the cost of net-
work access, when running a query that references a proxy table [22] [34]. 

However, effort in constructing the global schema using CIS may be expensive 
with respect to the frequency of usage. 

5. Database Architectural Framework 

The ANSI/X3/SPARC architecture [6] [7] [8] as shown in Figure 2 below is 
claimed to be based on the data organization in DBMS standardization. It re-
cognizes three views of data; 1) Local internal schema/view: Local (internal) 
schema/view shows how the data is stored on each site. The format of the inter-
nal schema is dependent on the LDBMS of each site; 2) A global conceptual 
schema/view: A global (conceptual) schema describes the data throughout a 
network and shows what data is at what site. The global schema usually stored in 
a global directory; 3) A user external schema/view: A user (external) sche-
ma/view shows how user will view and manipulate the data. 

6. Technical Implementation Overview for the Integration of  
Distributed Databases and Constitution of Global  
Conceptual Schema in the Multidatabase System in  
General, Either from an Academic or Commercial  
Perspective 

We illustrate above the concept of a proxy table and data mapping in Figures 
3-6 above. In the above Figure 3, table T1 is located at remote database server 1, 
and table T2 is located at remote database server 2. A proxy table P1 related to  
 

 
Figure 2. ANSI/SPARC architecture [18] [19]. 
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Figure 3. One-to-one mapping between a proxy table of the multidatabase and a table of 
the local remote database [19]. 
 

 
Figure 4. One-to-one mapping between a proxy table of the multidatabase and a table of 
the local remote database [17]. 
 
table T1 and a proxy table P2 related to table T2 are created on the main server 
or local server, i.e., in the multidatabase system. Then the client of the multida-
tabase system will access remote tables T1 and T2 using proxy tables P1 and P2. 
Similarly a case of Figure 4. If attributes in both tables T1 and T2 are the same, 
the client can join both proxy tables and get the results accordingly. There is a 
possibility that the proxy table is created using local views, and local views are 
created using the tables of the local or remote database server as it is shown in  
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Figure 5. One-to-one mapping between a proxy table of the multidatabase and a view of 
the local remote database, where the local view is created by two local tables [17]. 
 

 
Figure 6. Query execution using two proxy tables, where the first proxy table is directly 
mapped to a local remote view of the database server located in New York, where the re-
mote view is created by two tables. The second proxy table is directly mapped to the local 
remote table of a database server located in the UK [17]. 
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Figure 5 and Figure 6. The access mechanisms for all remote tables and views 
are based on the programming logic of the client software of the Multidatabase 
System and the Remote Server Definition. 

CIS has extended the definition of a remote database server within ASE to in-
clude the notion of a server class. Server classes establish the access paths to ex-
ternal or remote databases, and are included in the pathnames of proxy tables. 
The syntax used to define a server to ASE and OmniConnect is [34]: 

sp_addserver server_name, server_class, net_name. 
The parameters for this stored procedure are:  
server_name—the name of the external server, used within proxy table path-

names. 
server_class—the class name associated with this server. For e.g. ASEnterprise, 

ASAnywhere, ASIQ, sql_server, db2. 
net_name—the name of the server found in the interfaces file. 
When we issue a query on the global conceptual schema of the multidatabase 

system using proxy tables with join either with union or intersect, the multida-
tabase system will open connections to the remote database servers and will pass 
the part of the query (sub-queries) involved to the remote tables or views on the 
remote database servers, where sub-queries will be executed locally and results 
will be sent back to the multidatabase system. The result will be stored in the 
multidatabase system data cache or in the working storage area. 

If any time a proxy table is updated by the client, the update command will be 
sent to the remote database server, and the table will be updated there locally. 

We can define a practically unlimited number of remote database servers and 
proxy tables for the multidatabase system. Sybase ASE supports a very simple 
SQL command to create a proxy table. We can create proxy tables for the entire 
remote database server by using a single command-line proxy database. Howev-
er, it is not necessary in the case of building a global conceptual schema in the 
multidatabase system. 

Location transparency of the remote data is enabled by creating a local proxy 
table in the multidatabase system; once remote servers are defined, we can easily 
map to the remote table or view. 

If the table already exists on the remote database server, we use the create ex-
isting table statement. This statement defines the proxy table for the multidatabase 
system for an existing table on the remote database server. Metadata from the 
remote locations identified by pathname will then be imported into the CIS and 
also compared with the column list. The data type of the columns must be compat-
ible (convertible); otherwise, the command will be rejected. Pathname represents 
a four-part identifier value, consisting of server.dbname.owner.objectname. The 
server-name component must represent a server added via sp_addserver. 

If a table does not exist on the remote database server, we use the create table 
statement. This statement creates a new table on the remote database server and 
also defines the proxy table for that table in the multidatabase system. We illu-
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strate some examples here for creating a proxy table: 
Example 1 
To create a proxy table named PEmployee on the multidatabase system from a 

remote table named Employee of the database server named USAASEServer and 
database name USAHR, we use the following syntax: 

Create exixting table PEmployee at “USAASEServer.USAHR.dbo.Employee”. 
Example 2 
To create a new table called Employee on the remote database server USAA-

SEServer and the database USAHR and define the proxy table PEmployee for 
that table on the Multidatabase System, we use the following syntax: 

Create table Employee (Id integer not null, Name char (30) not null, Address 
char (45) null) at “USAASEServer.USAHR.dbo.PEmployee”. 

Example 3 
One-to-one mapping between a proxy table of the multidatabase and a view of 

the local remote database, where the local view is again created by two local 
tables: 

Create proxy_table P1 external tablenat “USAASEServer.USAHR.dbo.V1”. 
Where create poxy_table is a shorthand version of the create existing table. 
Example 4 
Query execution using two proxy tables: the first proxy table is directly 

mapped with a local remote database view that is created by two local tables, and 
the second proxy table is directly mapped with a local remote table of a database 
server located in the UK. 

Select Id, Name from P1 union select Id, Name from P2. 
Please also see the detailed work from [15]. 

7. Query Processing in CIS 

The query processing steps taken when component integration services are 
enabled are similar to the steps taken by SAP ASE. The exceptions are: 1) If a 
client connection is made in passthrough mode, the SAP ASE query processing 
is bypassed and the SQL text is forwarded to the remote database server for ex-
ecution; and 2) When select, insert, delete, or update statements are submitted 
on the database server for execution, additional steps may be taken by the com-
ponent integration services to improve the query’s performance if local proxy 
tables are referenced. The steps are: 1) Query Parsing; 2) Query Normalization; 
3) Query Preprocessing; 4) Decision Point; 5) SAP ASE Optimization and Plan 
Generation; 6) Component Integration Services Plan Generation; and 7) Com-
ponent Integration Services Remote Location Optimizer. Please see the details in 
[30]. 

We also discuss here about some common query optimization techniques and 
strategies. 

The performance of queries involving proxy tables that reference two or more 
remote servers is critical to the success of the CIS features incorporated into 
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Adaptive Server Enterprise. Several optimization strategies are provided to make 
distributed query processing as optimal as possible within the constraints of the 
current Adaptive Server Enterprise query processor. Using update statistics, 
Component Integration Services creates extremely accurate distribution statistics 
for remote tables. This information is used to determine the optimal join order, 
giving Component Integration Services the ability to generate optimal queries 
against remote databases which may not support cost-based query optimization. 
If quickpass mode can be used, Component Integration Services produces a 
simplified query plan. When statements contain proxy tables, they are executed 
more quickly when processed by the remote server than when processed through 
the Adaptive Server plan generation phase. Adaptive Server optimization and 
plan generation evaluates the optimal path for executing a query and produces a 
query plan that tells the Adaptive Server how to execute the query. Adaptive 
Server generates a query plan containing the optimal join order for a multitable 
query without regard to the storage location of each table. If remote tables are 
represented in the query, Component Integration Services, which takes the sto-
rage location into account, performs additional optimization for the following 
conditions: 1) Join processing. 2) Aggregate processing. In order to make intel-
ligent evaluations of a query to improve performance in the above areas, statis-
tics are required. These are obtained by executing the command update statistics 
for a specific table [36]. 

We may also implement the distribution of data using relation fragmentation 
to different sites, replication and allocation, and local optimization at each site. 
This may reduce the amount of irrelevant data accessed by the applications of 
the database, thus reducing the number of disk accesses. Fragmentation is a 
technique to split a single relationship in a database into two or more partitions. 
Also, the combination of the partitions supports the original database without 
any loss of information. Fragmentation is mainly considered horizontal frag-
mentation, vertical fragmentation, and mixed or hybrid fragmentation. The 
main advantage of fragmentation is that it improves the performance of distrib-
uted database design by increasing efficiency since data is stored only where it is 
needed. Fragments can be allocated at different network sites in a process called 
data allocation, but fragmentation also has some disadvantages, such as that 
managing fragmented data can lead to increased complexity, data integrity, and 
ensuring consistent data integrity across fragments and recovery. Additionally, 
the complexity of retrieving and reassembling fragmented data during recovery 
can be time-consuming. In our approach, we do not consider data fragmentation 
and replication. However, we may consider it if needed. There are other aspects 
in the multidatabase: the mediator performs the two first steps, query decompo-
sition and data localization, by rewriting queries using views and query optimi-
zation (in our approach, CIS OmniConnect may be considered as mediator), 
whereas the wrapper performs the last layer, query translation and execution, by 
returning to the mediator the results provided by the execution on each DBMS 
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of translated queries according to its language syntax (we do not involve the me-
diator in our approach since we are considering homogenous relation databases 
of different database vendors). Therefore, we have briefly discussed the query 
optimization above. 

8. Conclusion 

At present, in the fields of computer science, engineering, and information 
technology, the multidatabase system is a hot topic of research in parallel and 
distributed computing. In this chapter, we have discussed how to integrate hete-
rogeneous relational distributed local databases that are spread across the globe 
and how to create a global conceptual schema in the multidatabase system with a 
set of proxy tables using Component Integration Services (CIS) and OmniCon-
nect. Any academic institution can implement this technique for integrating 
with its’ subsidiaries and with other academic institutions of similar standards 
within the country and abroad. This is feasible for academic institutions and 
commercial industries as well. Considering the academic institutions, the CIS 
will improve IT integration for higher education institutional performance in 
terms of educational management, teaching, learning, research, and governance 
and will prove an innovative strategy to support the modernization and large 
expansion of higher education institutions, including to promote international 
students’ academic integration and institutional collaboration. The same tech-
nique can easily be applied in the commercial industry. Section 1 discussed well 
about the evolution databases and data models and emergence of multidatabase 
systems based on the published documents and our research outcomes. The 
chapter will help our students a lot, as we have discussed well the evolution of 
databases and data models and the emergence of multidatabases. The main sig-
nificance, contributions, and innovations of the article’s study are to implement 
existing software technologies pertaining to proxy tables and the proxy database 
in creating a global conceptual schema, a global database, and a global cata-
log/global data dictionary/global metadata and presenting them in the form of a 
multidatabase system in terms of academic and industrial demand in a consis-
tent and coherent view of information resources from all respective local com-
ponent distributed databases. Future research would be in the direction of local 
schema modification, propagation, and maintenance of metadata on the global 
conceptual schema, considering distributed heterogeneous database platforms 
practically. This is a very challenging issue. However, we have resolved the same 
issue in the homogenous distributed database platform of different vendor 
products practically and also obtained copyright of patent nature. 
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