
Journal of Software Engineering and Applications, 2023, 16, 193-210 
https://www.scirp.org/journal/jsea 

ISSN Online: 1945-3124 
ISSN Print: 1945-3116 

 

DOI: 10.4236/jsea.2023.166011  Jun. 30, 2023 193 Journal of Software Engineering and Applications  
 

 
 
 

Research and Implementation of Traffic Sign 
Recognition Algorithm Model Based on 
Machine Learning 

Yuanzhou Wei1, Meiyan Gao1*, Jun Xiao1*, Chixu Liu2*, Yuanhao Tian3*, Ya He4* 

1College of Engineering and Computing, Florida International University, Miami, USA 
2College of Intelligent Equipment, Shandong University of Science and Technology, Qingdao, China 
3Steven J. Green School of International & Public Affairs, Florida International University, Miami, USA 
4School of Economics, Capital University of Economics and Business, Beijing, China 

 
 
 

Abstract 
Traffic sign recognition is an important task in intelligent transportation sys-
tems, which can improve road safety and reduce accidents. Algorithms based 
on deep learning have achieved remarkable results in traffic sign recognition 
in recent years. In this paper, we build traffic sign recognition algorithms 
based on ResNet and CNN models, respectively. We evaluate the proposed 
algorithm on public datasets and compare. We first use the dataset of traffic 
sign images from Kaggle. And then designed ResNet-based and CNN-based 
architectures that can effectively capture the complex features of traffic signs. 
Our experiments show that our ResNet-based model achieves a recognition 
accuracy of 99% on the test set, and our CNN-based model achieves a recog-
nition accuracy of 98% on the test set. Our proposed approach has the poten-
tial to improve traffic safety and can be used in various intelligent transporta-
tion systems. 
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1. Introduction 

Traffic sign recognition, a pivotal aspect of intelligent transportation systems, 
seeks to bolster the safety and efficiency of road transportation. It plays a signif-
icant role by interpreting traffic signs captured in images or videos by cameras 
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stationed on vehicles or roadside. This information, which includes speed limits, 
warning signs, and directional signs, is then relayed to the driver, enhancing na-
vigational efficiency and safety [1]. 

In recent years, machine learning techniques, especially deep-learning algo-
rithms, have transformed the landscape of traffic sign recognition. Specific algo-
rithms, such as Convolutional Neural Networks (CNNs) and Residual Networks 
(ResNets), have been predominantly utilized due to their ability to autonomous-
ly learn features from input images, delivering high performance in various com-
puter vision tasks [2] [3]. 

The focus of this research is to construct and contrast CNN and ResNet mod-
els for traffic sign recognition, utilizing a comprehensive traffic sign dataset. We 
aim to assess the performance, strengths, and weaknesses of each model. The re-
levance of this study stems from its potential to enhance the precision and relia-
bility of traffic sign recognition systems, thereby contributing to the decrease in 
traffic accidents and fatalities [4]. 

2. Literature Review 
2.1. Convolutional Neural Network (CNN) 

CNN is a type of deep neural network that can automatically learn spatial hie-
rarchies of features from images. The architecture of a CNN is composed of 
convolutional layers, pooling layers, and fully connected layers. The convolu-
tional layers extract local features from the input images by performing convolu-
tions with a set of learned filters [5]. The pooling layers reduce the spatial di-
mensions of the feature maps, and the fully connected layers classify the features 
into different categories. It consists of multiple layers that perform convolution 
and pooling operations to extract and reduce features from the input image. The 
convolutional layers use filters to convolve over the image and produce feature 
maps, while the pooling layers downsample the feature maps to reduce the spa-
tial dimensions. The output of the convolutional and pooling layers is then fed 
into fully connected layers, which perform classification based on the extracted 
features. CNNs have proven to be highly effective in visual tasks and have been 
used in various applications, including self-driving cars, medical image analysis, 
and facial recognition [6] [7]. 

2.2. Residual Network (ResNet) 

ResNet is a deep neural network that was introduced to solve the problem of de-
gradation in deep neural networks. Degradation refers to the phenomenon that 
as the depth of a neural network increases, its performance on the training set 
starts to degrade [8] [9]. ResNet solves this problem by introducing skip connec-
tions that allow the network to bypass one or more layers. The skip connections 
help the network to learn residual functions that can be easily optimized. 

Residual Network, or ResNet for short, is a deep neural network architecture 
that has revolutionized the field of computer vision. Introduced in 2015 by re-
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searchers at Microsoft Research, ResNet made a breakthrough by allowing the 
training of extremely deep neural networks, up to hundreds of layers, which 
were previously impossible to train due to the vanishing gradient problem. The 
key innovation of ResNet is to use residual connections or skip connections, 
which allow the network to learn residual mappings instead of complete map-
pings. This helps to avoid the degradation problem, where adding more layers to 
a network result in a decrease in performance and enables the network to learn 
highly abstract and complex features from the input data. ResNet has achieved 
state-of-the-art performance in various computer vision tasks, including image 
classification, object detection, and semantic segmentation, and has become a 
fundamental building block of many deep-learning models in computer vision. 
In this article, we will explore the use of ResNet in the context of traffic sign 
recognition and demonstrate its effectiveness in achieving high accuracy and 
real-time performance [10]. 

One of the main advantages of the ResNet model over traditional deep neural 
networks is its ability to alleviate the vanishing gradient problem. As neural 
networks get deeper, it becomes increasingly difficult to train them due to the 
vanishing gradient problem, where the gradient of the loss function becomes 
exponentially small as it backpropagates through the layers. This can lead to very 
slow convergence or even no convergence at all. ResNets use a residual connec-
tion or a skip connection that bypasses one or more layers and directly connects 
the input to the output. This allows the gradient to flow directly through the re-
sidual connection, effectively skipping the troublesome layers and making it easier 
for the network to learn the underlying mapping. The residual connection also 
helps in preserving the identity of the input, reducing the risk of overfitting and 
improving the generalization ability of the model. 

In addition to the vanishing gradient problem, ResNets also offer several other 
advantages over traditional deep neural networks [11]. They are computationally 
efficient, requiring fewer parameters and operations, and are easier to optimize, 
leading to faster convergence and better results. Moreover, they have been shown 
to generalize well to new datasets and tasks, making them a versatile architecture 
for a wide range of computer vision problems. 

Overall, the ResNet model has proven to be a significant breakthrough in the 
field of deep learning, offering improved performance and efficiency over tradi-
tional deep neural networks. As a result, it has become a popular choice for re-
searchers and practitioners in computer vision and is expected to continue play-
ing a significant role in advancing the state-of-the-art in this field [12]. 

2.3. Comparison between CNN and ResNet 

CNN and ResNet have different strengths and weaknesses in traffic sign recogni-
tion. CNN has a simpler architecture and can achieve good performance with a 
small number of layers. However, CNN may suffer from the problem of degra-
dation as the depth of the network increases. On the other hand, ResNet can 
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solve the problem of degradation and can achieve better performance with a 
deeper architecture. However, ResNet has a more complex architecture and re-
quires more computational resources for training [13]. 

In conclusion, both CNN and ResNet have been shown to be effective in traf-
fic sign recognition. The choice of which algorithm to use depends on the spe-
cific requirements of the application, such as the available computational re-
sources and the desired level of accuracy. In this research, we aim to compare the 
performance of CNN and ResNet in traffic sign recognition using a large-scale 
traffic sign dataset. 

3. Methodology 

The proposed methodology for the paper includes data collection and prepro-
cessing, designing a ResNet-based architecture, and evaluation. The proposed 
approach leverages the power of deep learning to achieve state-of-the-art per-
formance in traffic sign recognition. The methodology is efficient, effective, and 
suitable for real-world applications. 

3.1. Data Collection and Preparation 

We collected a large-scale traffic sign dataset from Kaggle that contains more 
than 73,139 images of traffic signs (Figure 1) [14]. The dataset includes images 
of 41 types of traffic signs, such as stop signs, yield signs, speed limit signs, and 
warning signs. We divided the dataset into a training set and a validation set. 
The training set contains 80% of the images, and the validation set contains the 
remaining 20% (Table 1). 
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Figure 1. Traffic sign samples. 

 
Table 1. Traffic sign types. 

ClassId Name 

0 Speed limit (20 km/h) 

1 Speed limit (30 km/h) 

2 Speed limit (50 km/h) 

3 Speed limit (60 km/h) 

4 Speed limit (70 km/h) 

5 Speed limit (80 km/h) 

6 End of speed limit (80 km/h) 

7 Speed limit (100 km/h) 

8 Speed limit (120 km/h) 

9 No passing 

10 No passing for vechiles over 3.5 metric tons 

11 Right-of-way at the next intersection 

12 Priority road 

13 Yield 

14 Stop 

15 No vechiles 

16 Vechiles over 3.5 metric tons prohibited 

17 No entry 

18 General caution 

19 Dangerous curve to the left 

20 Dangerous curve to the right 

21 Double curve 

22 Bumpy road 

23 Slippery road 

24 Road narrows on the right 

25 Road work 

26 Traffic signals 
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Continued 

27 Pedestrians 

28 Children crossing 

29 Bicycles crossing 

30 Beware of ice/snow 

31 Wild animals crossing 

32 End of all speed and passing limits 

33 Turn right ahead 

34 Turn left ahead 

35 Ahead only 

36 Go straight or right 

37 Go straight or left 

38 Keep right 

39 Keep left 

40 Roundabout mandatory 

41 End of no passing 

42 End of no passing by vehicles over 3.5 metric tons 

3.2. Model Architecture CNN and ResNet 

We built two models based on CNN and ResNet, respectively. The CNN model 
consists of three convolutional layers with max-pooling and three fully connected 
layers. The ResNet model is a 50-layer residual network that was pre-trained on 
the ImageNet dataset. We replaced the last fully connected layer with a new layer 
that has the same number of output classes as the traffic sign dataset. 

The model consists of a sequence of convolutional layers, followed by max 
pooling, batch normalization, and dropout layers. The first layer has 32 filters of 
size (3, 3) and the input shape is (32, 32, 3). The activation function used is Re-
LU. The next layer is a max pooling layer that reduces the spatial dimensions of 
the output by a factor of 2. Batch normalization is then applied to normalize the 
activations of the previous layer. A dropout layer is added to reduce overfitting. 
The process is repeated with a larger convolutional layer that has 100 filters, fol-
lowed by another max pooling, batch normalization, and dropout layer. The 
same process is repeated one more time with a larger convolutional layer that 
has 200 filters. The output of the final convolutional layer is flattened and fed 
into two fully connected layers. The first fully connected layer has 400 units with 
a ReLU activation function and a dropout layer. The second fully connected layer 
has 100 units with a ReLU activation function. The final output layer has 43 
units with a softmax activation function for multiclass classification of 43 traffic 
sign categories. 

3.3. Training and Validation 

We used the Keras preprocessing module to load and preprocess the images 
in our dataset. Specifically, we imported the image module from tensor-
flow.keras.preprocessing. To load the images from our dataset, we used a nested 
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loop that iterated over the directories and files within the myData directory. For 
each image file, we used the load_img function from the image module to load 
the image and resize it to a target size of 32 × 32 pixels. We then converted the 
image to a NumPy array using the np.array function and appended it to a list x. 
Additionally, we extracted the class label of the image from its directory name 
and appended it to a list y. It helped us to prepare our dataset for training our 
ResNet-based traffic sign recognition model, by loading and preprocessing the 
input images and their corresponding class labels. We preprocess the data by re-
sizing images to a fixed size and normalizing pixel values to improve the per-
formance of our models (Figures 2-4). 

 

 
Figure 2. Resized traffic sign samples. 
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Figure 3. CNN-based model training. 

 

 
Figure 4. ResNet-based model training. 

3.4. Model Evaluation 

We evaluated the performance of the models on the validation set using accura-
cy and F1 score as the evaluation metrics. We also calculated the confusion ma-
trix to analyze the model’s performance on different types of traffic signs. We 
compared the performance of the CNN and ResNet models and analyzed the 
strengths and weaknesses of each model. To gauge the performance of the Con-
volutional Neural Networks (CNNs) and Residual Networks (ResNets) in our 
traffic sign recognition system, we employ two primary metrics: Accuracy and F1 
Score. 

Accuracy is one of the most common metrics for evaluating the performance 
of machine learning algorithms. It is calculated as the ratio of the correctly pre-
dicted instances to the total instances in the dataset. It can be represented ma-
thematically as follows: 

Accuracy = (TP + TN)/(TP + FP + FN + TN) 

TP: True Positives—the number of positive instances correctly predicted as 
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positive. 
TN: True Negatives—the number of negative instances correctly predicted as 

negative. 
FP: False Positives—the number of negative instances incorrectly predicted as 

positive. 
FN: False Negatives—the number of positive instances incorrectly predicted 

as negative (Figures 5-9). 
 

 
Figure 5. CNN-based model (model accuracy). 

 

 
Figure 6. CNN-based model (model loss). 
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Figure 7. ResNet-based model (model accuracy). 

 

 
Figure 8. ResNet-based model (model loss). 

 
The F1 score is another crucial evaluation metric, especially useful in situa-

tions where the data has imbalanced classes. The F1 score is the harmonic mean 
of Precision and Recall, providing a balance between these two metrics. It ranges 
from 0 (worst) to 1 (best), with 1 being the ideal score. The F1 score can be com-
puted as: 

F1 Score = 2 × (Precision × Recall)/(Precision + Recall) 

Precision (also known as Positive Predictive Value) is the ratio of TP to the 
sum of TP and FP. It represents the proportion of actual positive instances that 
were correctly identified. Recall (also known as Sensitivity or True Positive Rate) 
is the ratio of TP to the sum of TP and FN (Table 2). 
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Figure 9. ResNet-based model (accuracy & loss). 

 
Table 2. ResNet-based model classification report. 

Class Precision Recall F1 score Support 

Speed limit (20 km/h) 1 1 1 19 

Speed limit (30 km/h) 1 0.99 0.99 232 

Speed limit (50 km/h) 1 0.95 0.97 146 

Speed limit (60 km/h) 0.99 0.99 0.99 149 

Speed limit (70 km/h) 0.98 0.99 0.99 189 

Speed limit (80 km/h) 0.97 0.98 0.98 181 

End of speed limit (80 km/h) 0.97 1 0.99 38 

Speed limit (100 km/h) 0.99 0.98 0.98 129 

Speed limit (120 km/h) 0.98 0.98 0.98 126 

No passing 0.99 0.99 0.99 147 

No passing for vehicles over 3.5 metric tons 0.98 0.99 0.99 188 

Right-of-way at the next intersection 0.99 1 1 139 

Priority road 0.99 0.99 0.99 196 

Yield 1 1 1 203 

Stop 1 0.99 0.99 84 

No vehicles 0.97 1 0.98 60 

Vehicles over 3.5 metric tons prohibited 1 1 1 50 

No entry 0.98 1 0.99 100 

General caution 0.97 1 0.98 98 

Dangerous curve to the left 1 1 1 15 
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Continued 

Dangerous curve to the right 1 0.97 0.99 37 

Double curve 1 1 1 22 

Bumpy road 1 1 1 40 

Slippery road 1 0.95 0.98 44 

Road narrows on the right 1 0.94 0.97 18 

Road work 1 1 1 142 

Traffic signals 0.98 0.98 0.98 60 

Pedestrians 1 0.94 0.97 17 

Children crossing 1 1 1 55 

Bicycles crossing 1 1 1 35 

Beware of ice/snow 0.98 1 0.99 46 

Wild animals crossing 0.99 1 0.99 66 

End of all speed and passing limits 0.86 1 0.93 19 

Turn right ahead 1 1 1 63 

Turn left ahead 1 1 1 41 

Ahead only 1 1 1 94 

Go straight or right 1 1 1 40 

Go straight or left 1 1 1 16 

Keep right 1 0.98 0.99 205 

Keep left 0.93 1 0.96 40 

Roundabout mandatory 0.96 0.96 0.96 28 

End of no passing 0.89 1 0.94 17 

End of no passing by vehicles over 3.5 metric tons 0.95 0.91 0.93 23 

Accuracy    0.99 

Macro avg. 0.98 0.99 0.99 3657 

Weighted avg. 0.99 0.99 0.99 3657 

 
In conclusion, we implemented and compared two models based on CNN and 

ResNet for traffic sign recognition using a large-scale traffic sign dataset. We 
used standard deep-learning techniques for data preparation, model architec-
ture, training, and evaluation. The results of this research can provide insights 
into the performance of different models and can help improve the accuracy and 
reliability of traffic sign recognition systems (Figure 10). 

4. Results and Discussion 
4.1. Model Performance 

We trained and evaluated two models based on CNN and ResNet, respectively, for 
traffic sign recognition using a large-scale traffic sign dataset. Table 3 model per-
formance shows the accuracy and F1 score of each model on the validation set. 
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Figure 10. Model recognition results. 
 

Table 3. Model performance. 

Model Accuracy F1 score 

CNN 98.7% 0.98 

ResNet 99.2% 0.99 

 
The results show that both models achieved high accuracy and F1 score on the 

validation set. The ResNet model outperformed the CNN model in terms of ac-
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curacy and F1 score. The higher accuracy and F1 score of the ResNet model can 
be attributed to its deeper architecture and ability to solve the problem of de-
gradation in deep neural networks. 

4.2. Confusion Matrix 

We also calculated the confusion matrix for each model to analyze their perfor-
mance on different types of traffic signs. Figure 11 and Figure 12 show the confu-
sion matrix of the CNN model and ResNet model. 

The confusion matrices show that both models performed well on most types  
 

 
Figure 11. Confusion matrix of the CNN model. 
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Figure 12. Confusion matrix of the ResNet model. 
 

of traffic signs, especially on stop signs, yield signs, and speed limit signs. How-
ever, the CNN model had more difficulty recognizing warning signs and con-
struction signs, which are less frequent in the dataset. The ResNet model per-
formed better than the CNN model on all types of traffic signs, including less 
frequent signs. 

4.3. Strengths and Weaknesses 

The CNN model has a simpler architecture and requires fewer computational 
resources for training. It also achieved high accuracy and F1 score on most types 
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of traffic signs. However, its performance on less frequent signs was relatively 
lower than the ResNet model. 

The ResNet model has a more complex architecture and requires more com-
putational resources for training. It achieved higher accuracy and F1 score on all 
types of traffic signs, especially on less frequent signs. However, its deeper archi-
tecture may lead to overfitting on small datasets or require more time to train on 
large datasets [15]. 

4.4. Future Work 

Our future work can focus on exploring other deep-learning algorithms, such as 
YOLO (You Only Look Once), for traffic sign recognition. YOLO is a popular 
object detection algorithm that can detect multiple objects in real time with high 
accuracy. Another direction is to optimize the models for real-time traffic sign 
recognition applications, such as in autonomous vehicles, or use high dynamic 
range imaging with context-aware transformer in traffic control systems [16]. 

In conclusion, our research demonstrated that both CNN and ResNet models 
can achieve high performance in traffic sign recognition. The ResNet model 
outperformed the CNN model in terms of accuracy and F1 score, especially on 
less frequent signs. The choice of which model to use depends on the specific 
requirements of the application, such as the available computational resources 
and the desired level of accuracy. Our results can provide insights into the per-
formance of different models and can help improve the accuracy and reliability 
of traffic sign recognition systems. 

5. Conclusions 

In this research, we implemented and compared two models based on CNN and 
ResNet for traffic sign recognition using a large-scale traffic sign dataset. We used 
standard deep-learning techniques for data preparation, model architecture, train-
ing, and evaluation. 

Our results showed that both models achieved high accuracy and F1 score on 
the validation set. The CNN model achieved an accuracy of 98.7%, and the Res-
Net model achieved an accuracy of 99.2%. The ResNet model also outperformed 
the CNN model in terms of F1 score, especially for less frequent traffic signs. 

We also analyzed the strengths and weaknesses of each model. The CNN 
model has a simpler architecture and requires fewer computational resources for 
training. The ResNet model has a more complex architecture and requires more 
computational resources for training, but it can solve the problem of degrada-
tion in deep neural networks. 

In conclusion, our research demonstrated that deep-learning algorithms, such 
as CNN and ResNet, can achieve high performance in traffic sign recognition. 
The choice of which algorithm to use depends on the specific requirements of 
the application, such as the available computational resources and the desired 
level of accuracy. Our results can provide insights into the performance of dif-
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ferent models and can help improve the accuracy and reliability of traffic sign 
recognition systems. Future work can focus on exploring other deep-learning 
algorithms and optimizing the models for real-time traffic sign recognition ap-
plications. However, there are also some limitations to this study. The dataset 
used for evaluation is relatively small, and it would be interesting to see how the 
proposed models perform on larger and more diverse datasets. 
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