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Abstract 
Information Security is determined by three well know security parameters 
i.e. Confidentiality, Integrity and Availability. Availability is an important 
pillar when it comes to security of an information system. It is dependent 
upon the reliability, timeliness and accessibility of the Information System. 
This paper presents an analytical view of the fact that when Accessibility is 
degraded during the presence of an ongoing attack, the other factors reliabil-
ity and timeliness can also get affected, therefore creating a degrading impact 
on the overall Availability of the system, which eventually leads to the Denial 
of Service Attack and therefore affecting the security of the System. 
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1. Introduction 

From the perspective of the user there are two views of an Information System; 
one is the external view of the system i.e. the set of services and functionalities 
the system provides to the users of the Information System. The other is the in-
side view of the Information System i.e. the design and architecture of the sys-
tem, how the different software/hardware components interact with each other 
in order to provide the services and functionalities to the users of the informa-
tion system. The external view is also called the system level (service level) view 
in the realm of information system technology. The well-established princi-
ples/attributes at the service level that determine/impact Availability of an In-
formation System existent in theory and practice are Reliability, Timeliness and 
Accessibility [1]. The determinants provide us with a platform to understand, 

How to cite this paper: Qadir, S. and 
Bashir, U. (2022) Measuring the Impact of 
DoS Attack on Availability: Empirical Study 
Based on Accessibility. Journal of Informa-
tion Security, 13, 66-75.  
https://doi.org/10.4236/jis.2022.132004  
 
Received: February 4, 2022 
Accepted: April 8, 2022 
Published: April 11, 2022 
 
Copyright © 2022 by author(s) and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/  

  
Open Access

https://www.scirp.org/journal/jis
https://doi.org/10.4236/jis.2022.132004
https://www.scirp.org/
https://doi.org/10.4236/jis.2022.132004
http://creativecommons.org/licenses/by/4.0/


S. Qadir, U. Bashir 
 

 

DOI: 10.4236/jis.2022.132004 67 Journal of Information Security 
 

analyse and measure Availability of an information system at the service level 
with the help of certain well known metrics. 

Linked to the system level determinants that impact Availability there is also a 
second line of factors that can impact Availability indirectly [1] (also known as 
the second order determinants) i.e. Security Policy, Physical Security, Auditing 
and System Effectiveness Evaluation, Redundancy, System Monitoring and Op-
erational Controls, Backups and Business Continuity. Figure 1 presents the pic-
ture of Availability w.r.t determinants and other security attributes of the CIA 
triad. The determinants, Reliability, Timeliness and Accessibility [2] and the re-
spective metrics [3] are very critical in understanding, measuring and analysing 
Availability of an Information System. Keeping in mind the three determinants 
mentioned above availability can be either 0 or 1 [4]. 0 means no availability and 
1 means any acceptable level of availability. But in practice whenever Availability 
is discussed the security practitioners and stakeholders are more inclined to-
wards first two determinants i.e. Reliability and Timeliness [5]. Accessibility is 
certainly not ignored but is discussed the least and is not taken as seriously as a 
measuring entity as the first two are taken. This surely does not mean Accessibility 
is not important. Accessibility describes more the behavioural aspect of the system 
rather than a serious system defining metric. The focus of the paper is to analyse 
how the Accessibility is impacted by DoS attacks. For this purpose a discussion on 
the system level factors that impact Availability is presented first and followed by 
an experimental evaluation of the impact of DoS attacks on accessibility. 

2. Determinants of Availability 

The attributes that determine Availability of an Information System at the ser-
vice level are: 

Reliability is the extent to which an information system performs its expected 
function over a given duration of time [6] and [7]. Reliability is not the only factor 
or the lead factor that impacts availability and it should be noted that the meas-
urement of reliability alone cannot be taken as the measurement of availability of  

 

 
Figure 1. System level determinants of availability and the CIA triad. 
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an information system i.e. 99% reliability of an information system does not 
mean 99% availability of the information system. Reliability is the ability of an 
information system to perform its function nonstop while as the goal of Avail-
ability is much broader and is the ability of the information system to provide 
services to the legitimate clients whenever and wherever demanded. Reliability 
of an information system provides us with a metric that tells us about the fail-
ures of a component. The component (Hardware/Software) is most reliable 
when the component is in its “Useful Life”. The metric for reliability [8] [9] and 
[10] is trifold Mean Time between Failures (MTBF), Mean Time to Failure 
(MTTF) and Failure Rate. 

Timeliness is the response of an information system to a user request in a 
suitable amount of time. Delayed response is equivalent to no-response in to-
day’s world, given the speed and efficiency at which information processing and 
communicating systems work these days. Given the criticality of time w.r.t 
Availability, this metric is the most used and mentioned in determining the 
Availability of an information system. There are two things to be seen here, one 
is the individual time of each request/message and the second is the overall time 
all the requests/messages (includes idle time as well). Generally when it comes to 
measuring Availability we are interested in the second one i.e. the overall time or 
better put as the extent (time) to which an information system or resource is 
processing or working without any interruption or outage (Uptime) [11] and 
[12]. We are also interested in the time when the information system or resource 
is not processing or working (Downtime) i.e. outage, repairing time or the time 
during up gradation of a system, or any other time when the system is down. 
Availability is measured in terms of Uptime Ratio, which gives us the nearest 
approximation of the most commonly quoted availability metric i.e. The Steady 
State Availability [8]. Uptime Ratio is the percentage of the system being avail-
able without any interruption during the useful life. Uptime Ratio is calculated 
as follows [5]: 

Uptime Ratio  oru u

u d u d

T T
T T T T

A= =
+ +

 

where 
Tu: Uptime, 
Td: Downtime, 
A: Availability. 
Another most commonly used Availability metric related to downtime is 

downtime per year in minutes and the Information Systems are classified based 
on the number of 9 s as given in Table 1 [12]. 

Accessibility is the extent to which an information system is used concur-
rently by as many number of users viable without making any changes (like 
adding new hardware for more users) to the Information System. All the con-
current users should be in active state and should be subscribed and authorized 
to whatever services the Information System provides. Now to grant access to an  
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Table 1. The availability league (six 9’s). 

Availability % Downtime % Downtime per Year 

98% 2% 7.3 days 

99% 1% 3.65 days 

99.8% 0.2% 17 hours, 30 minutes 

99.9% 0.1% 8 hours, 45 minutes 

99.99% 0.01% 52.5 minutes 

99.999% 0.001% 5.25 minutes 

99.9999% (Six 9 s) 0.0001% 31.5 seconds 

 
Information System we need gate keeping for letting only authorized users to 
access the resources. Such gatekeeping is provided by means of Authentication 
and Authorization. Now Accessibility will get impacted if the information re-
quested by the user is unavailable. There can be number of reasons for the in-
formation being un-available i.e. the server is not responding, network connec-
tivity issues, scheduled maintenance or some malicious attack on the network or 
server infrastructure. Irrespective of the reasons behind the non-availability of 
information/network resource, accessibility will be impacted and degraded in 
any manner and as a result the overall reliability of the system will be impacted 
significantly. 

This paper presents an analytical view of the fact that when Accessibility is 
degraded during the presence of an ongoing attack, the other factors like reli-
ability and timeliness can also get impacted, therefore impacting the overall 
Availability of the system, which eventually leads to the Denial of Service Attack. 

3. Experiment 

For the explanation of the effect of DoS attack on Accessibility we conduct a 
small scale experiment using a simple network topology given in Figure 2. We 
demonstrate this by stress testing the windows server using Siege 2.70 [13], a 
HTTP/HTTPS based stress testing framework. The objective is to demonstrate 
how much data or requests the target system can handle concurrently and at the 
same time give an indication about the systems Availability (Accessibility). 
Overloading the system with requests and data generated through siege may also 
result in a DoS attack, but primarily here we are more interested in the number 
of connections that the server can handle concurrently. The tool allows us to 
strike the server with pre-configured number of concurrent simulated users. The 
tools give us various performance measures which will be discussed further in 
the experiment. 

3.1. Experiment Setup 

The experiment is carried out under controlled conditions on a Local Area Net-
work consisting of a server and a client computer. The configuration of the  
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Figure 2. Experiment setup for understanding the effect of DoS attack. 

 
Table 2. System configurations used in experiment. 

Machine Operating System Hardware Configuration 

192.168.1.1 (victim) 
Windows server 2012 R2  

(6.3 build 9600) 
Intel® Core™ 2 Duo 2 GHz,  

1 GB RAM 

192.168.1.2 (Attacker Machine) Kali Linux 1.1.0 
Intel® Core™ i5 2.8 GHz,  

4 GB RAM 

 
machines are presented in Table 2. The server (192.168.1.1) is at the receiving 
end of the traffic generated by the attacker machine (192.168.1.2). The server 
machine is configured as an application server and a web server. Besides HTTP, 
the server is running a number of well-known services like i.e. HTTPS, DHCP, 
FTP, SMTP, Telnet, DNS, NETBIOS, POP3, and MSRPC etc. The windows 
server is running on VMware Player V7 [14], hosted on windows 8.1 machine 
(6.3 build 9600) with Intel® Core™ i5 2.8 GHz, 4 GB RAM, with Intel® Core™ i5 
2.8 GHz, 4 GB RAM. 

The Siege load testing framework is launched from the machine running Kali 
Linux (192.168.1.2). Siege has three modes of operation, internet simulation, re-
gression testing and brute force. We will be using brute force for validating the ac-
cessibility component of Availability. The tool tests the server and bench-marks 
the server for various performance measurements carried out during the load 
testing.  

3.2. Results and Discussion 

After configuring Siege on Kali Linux for load testing we use the following con-
figuration of the tool to test the strength of the target machine: 

 

 
 

We created 5 instances of the above configuration and each configuration 
prepares 500 concurrent simulated users to test the strength of the server for 10 
seconds. That means when all the five configurations run concurrently, we are 
actually striking with a force of 2500 concurrent users. The experiment was re-
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peated 3 times with same configurations under same conditions. The measure-
ments returned are Transactions, Availability, Elapsed time, Data Transferred, 
Response time, Transaction rate, Concurrency and Failed Transactions, out of 
which we are only interested in 3 measurements, Availability, Response time and 
Concurrency. Availability here is different than Availability [2] we have been 
discussing so far, here in Siege testing framework it is the percentage of success-
fully handled socket connections by the server. It is the result of socket failures 
(including timeouts) divided by the sum of all connection attempts. Response 
time is the average processing time it took to process each simulated user's re-
quests. Concurrency is the average number connections from each simulated 
user. The experiment was run with same configurations in all the instances 
across all the 3 runs. 

In the data collected after putting the windows server under siege, in the first 
instance of the first run, we have 277 successful transactions done with the 
server by 500 concurrent simulated users. The availability value measured in this 
configuration is 18%, the average response time of every connection is 6.26 sec-
onds and the number of concurrent connections for the same is 208. Important 
thing to observe here is the response time, which is well above the permitted 
Round Trip Time (RTT) [15] is case of an HTTP web request. The availability 
measured in the second instance is higher at 33%, the average response time of 
every connection is 5.07 seconds and the number of concurrent connections for 
the same is 246. Response time is still above the permissible limit in case of 
HTTP web request. If we go on and analyse all the values of these three parame-
ters (Availability, Response time and Concurrency) in the first run, we find an 
interesting trend, decrease in response time leads to increase in availability and 
concurrency as well. Two observation where the response time was under the 
permissible limit was in instance 4 and instance 5 and in both the cases the con-
currency was highest among the other entries in the group. From the first run 
we deduce that high availability percentage and a lower value of response time 
produces a higher number of concurrent connections for the server and low 
availability percentage and a higher value of response time produces a lower 
number of concurrent connections for the server. 

The graphical analysis of the above mentioned facts is done in Figure 3 and 
Figure 4. In the second run of the experiment a similar trend is observed in the 
three parameters i.e. when the availability if high, the response time is low and 
low response time also means higher rates in concurrency and the vice versa as 
well. The response times in instance 2 and 3 are above the permissible limits and 
in both the cases the availability and concurrency is at lower ends in the group. 
The highest rate of concurrency is achieved in instance 5 and the lowest re-
sponse time is also from the same instance. The graphical analysis of these facts 
is done in Figure 5 and Figure 6. 

The third run of the experiment showed a similar trend as the preceding ex-
periments, Availability and Concurrency showed maximum growth when the 
response time was lowest. 
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Figure 3. Run 1, measurements of concurrency, availability and response time. 

 

 
Figure 4. Run 1, comparison of availability and response time. 

 

 
Figure 5. Run 2, measurements of concurrency, availability and response time. 
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The first two instances achieved 100% availability and in both the cases the 
response time was well within the limits of universally accepted values. The 
concurrency was highest in the fifth instance and no surprises for response time 
being the lowest here among the group. The graphical analysis of these facts is 
done in Figure 7 and Figure 8. Also this run produced the highest number of 
successful transactions and the lowest number of failed transactions. 

4. Conclusion 

With respect to using the siege framework for evaluating the Accessibility of an 
information system i.e. the number of concurrent connections that a server 
supports, we conclude with the fact that there exists a relation between Concur-
rency, Response Time and Availability. Higher number of concurrent connections  

 

 
Figure 6. Run 2, comparison of availability and response time. 

 

 
Figure 7. Run 3, measurements of concurrency, availability and response time. 
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Figure 8. Run 3, comparison of availability and response time. 

 
are possible only when the response time of every user request is low, preferably 
below the universally accepted mark (refer to [15] for universal standard opera-
tion requirement). The vice versa is true as well, when the response time is high, 
the concurrency is low. Now under normal conditions in the system the re-
sponse time will mostly be under permissible limits, which therefore won’t affect 
the number of concurrent connections that a server can support. But going by 
the results of experiment, a DoS attack can severely impact the response time 
(ICMP response time or RTT) and in the table we have seen how the response 
time jumped beyond the permissible limits once the attack was launched. It even 
reached infinite (server unreachable). Now once the response time starts in-
creasing, the availability and concurrency start decreasing. In other words the 
increase in response time leads to decrease in the number of concurrent connec-
tions that a server can support. In worst cases very high response time will lead 
to no concurrent connections or no connections at all, leading to what we call as 
a Denial of Service Attack and therefore in the process affecting Accessibility. 
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