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Abstract 
Livestock is a critical socioeconomic asset in developing countries such as 
Ethiopia, where the economy is significantly based on agriculture and animal 
husbandry. However, there is an enormous loss of livestock population, which 
undermines efforts to achieve food security and poverty reduction in the coun-
try. The primary reason for this challenge is the lack of a reliable and prompt 
diagnosis system that identifies livestock diseases in a timely manner. To ad-
dress some of these issues, the integration of an expert system with deep learn-
ing image processing was proposed in this study. Due to the economic signi-
ficance of cattle in Ethiopia, this study was only focused on cattle disease di-
agnosis. The cattle disease symptoms that were visible to the naked eye were 
collected by a cell phone camera. Symptoms that were identified by palpation 
were collected by text dialogue. The identification of the symptoms category 
was performed by the image analysis component using a convolutional neural 
network (CNN) algorithm. The algorithm classified the input symptoms with 
95% accuracy. The final diagnosis conclusion was drawn by the reasoner com-
ponent of the expert system by integrating image classification results, loca-
tion, and text information obtained from the users. We developed a prototype 
system that incorporates the image classification algorithms and the reasoner 
component. The evaluation result of the developed system showed that the 
new diagnosis system could provide a rapid and effective diagnosis of cattle 
diseases. 
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1. Introduction 

Livestock is an important component of socio-economic development in Ethi-
opia. In terms of livestock population, the country ranks first in Africa and tenth 
in the world. Livestock contributes approximately 40% of the country’s total agri-
cultural output and 15% of the total gross domestic product [1]. However, vari-
ous factors limit the potential economic benefits that could be obtained from li-
vestock farming. One of the factors is the scarcity of veterinary practitioners that 
provide timely and accurate diagnoses and treatment. In Ethiopia, the veterina-
rian-to-animal ratio is 1:500,000 [2]. Another reason is the presence of endemic 
and transboundary diseases, which reduce the productivity of the cattle popula-
tion [3]. Some of the factors that contribute to the spread of cattle diseases in the 
country include a lack of sufficient medical infrastructures, a lack of endemic 
and transboundary disease controlling protocol, a lack of local and central gov-
ernment attention, and the remoteness of livestock owners. A lack of priorly es-
tablished endemic and transboundary disease controlling protocol could expose 
countries to a severe spread of animal diseases [4]. Disease outbreaks reduce the 
quality and productivity of animal products such as milk, skin, and hides, and 
this in turn results in trade restrictions on these products [5]. Cattle skin diseases 
are conditions that cause inflamed, irritated, or scaly skin, hair loss, changes in 
skin pigmentation, and visible growth [6]. Cattles suffer from a variety of skin 
problems, some of which are simple to treat while others are more difficult. Lumpy 
skin disease (LSD), bovine papillomatosis (warts), and dermatophytosis (ring-
worm) are common skin diseases in Ethiopia. Approximately 65% of skin and 
hide products are rejected due to poor quality caused by these diseases [7]. The 
prevalence of these diseases should be taken seriously to prevent them from ne-
gatively impacting the quality of finished products. As a result, quick detection 
and diagnosis of livestock diseases are critical for preventing the spread of out-
breaks of livestock diseases. Currently, most medical diagnostic systems use ei-
ther a text or image-based approach for acquiring symptoms. [3] developed a 
text-based expert system with hybrid reasoning consisting of the case and rule- 
based reasoning for the diagnosis of cattle diseases. The system accepts text- 
based symptoms from a user and then searches for a solution from a similar case 
in the case base. However, the accuracy of a symptom description of the condi-
tions that were encountered using a text-based approach depends on the under-
standing of the person who describes the symptoms. Having a system that does 
not require the assistance of an expert to describe the symptoms will allow people 
without medical backgrounds to easily diagnose and treat the diseases. [8] devel-
oped a web-based expert system to diagnose infectious and non-infectious cattle 
diseases using rule-based reasoning. [9] developed an android application expert 
system to simplify disease detection and show brief information about cattle’s 
using a rule-based forward reasoning engine. [10] developed a mobile-based diag-
nosis of skin diseases using case-based reasoning with image processing to detect 
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diseases. They reported the system showed an encouraging performance with an 
accuracy of 83%. [11] developed a mobile application for the diagnosis of skin 
diseases using case-based reasoning with image processing to detect diseases by 
applying similar past problems. Thus, we need a system that can easily describe 
the symptoms of a disease in a way that is satisfactory for the correctness of the 
diagnosis. A hybrid diagnosis system has the advantage of representing symptoms 
more conveniently and easily compared to image or text-based systems. Howev-
er, a hybrid diagnosis system is not sufficiently studied for cattle disease diagno-
sis. Therefore, the main objective of this project was to integrate artificial intelli-
gence models such as convolutional neural networks and expert systems to de-
velop a system that can diagnose cattle diseases easily and efficiently. 

2. Materials and Methods 

In this study, the integration of an expert system with deep learning image 
processing was proposed to develop a system that could quickly detect and di-
agnose cattle disease. The design of the cattle disease diagnosis system includes 
two modules i.e., the expert system and image analysis modules.      

Artificial intelligence (AI) techniques are known for their success in human 
and animal health studies [10]. An expert system (ES) is a computer program 
that can act as an expert in a specific field by analyzing and making decisions 
based on the knowledge base [12]. Digital image processing (DIP) is a technique 
that uses a computer system to manipulate images [13]. 

2.1. Hybrid Cattle Disease Diagnosis System 

The design and development of a hybrid cattle disease diagnosis (HCDD) system 
consider the basic procedure used by veterinaries as well as three other consid-
erations. The symptoms that were identified by visual inspection were brought 
to the system as an image. The images that were brought to the system were 
classified by the image analysis module to identify the symptoms category. In 
addition, the symptoms that were noted by palpation were brought to the system 
as text dialogue. The text interface was in form of a checkbox, where the user can 
select the appropriate symptoms. The location (GPS), where the image was cap-
tured, was extracted from the image to guide the diagnosis procedure. Smart-
phones tag all kinds of metadata to images. This metadata is known as exchan-
geable image file format (EXIF). Depending on the camera, EXIF data will store 
the current state of the camera when the photo was taken including date and 
time, shutter speeds, focal lengths, lens type, and location. The reasoning com-
ponent reaches a final diagnosis result by integrating image classification results, 
location, and text information obtained from the users. The system architecture 
for the system is illustrated in Figure 1. The components of each module are 
described along with relevant techniques, algorithms, and considerations as the 
following. 

The user interface (UI) module was responsible for communication between  
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Figure 1. System architecture [RBR is rule-based reasoning and CBR is case-based rea-
soning]. 
 
the system and the user. It was used to collect important signs that occurred in 
symptomatic cattle. The UI has text and image-based information feeding com-
ponents that allow users to feed critical information to the system.  

The knowledge engineering module was responsible to build the required 
knowledge base for the proposed approach. It includes knowledge acquisition, 
knowledge modeling, and knowledge representation. 

Knowledge acquisition was used to acquire knowledge and fact required for 
the diagnosis. The rules were extracted from the standard veterinary treatment 
guidelines such as Drug Administration and Control Authority (DACA) [14], 
black’s veterinary dictionary [15] and Merck’s veterinary manual [16]. The cases 
were collected from different case studies, and veterinary experts, and other lite-
rature were used as the main source of domain knowledge. 

Knowledge modeling was responsible to model the acquired knowledge to 
understand the whole diagnosis and treatment techniques. It demonstrates the 
diagnosis procedures for skin diseases. The proposed disease diagnosis model 
considered all these features as shown in Figure 2. 

Knowledge representation was a modeled knowledge that was represented in a 
way that was suitable for operation in a system. The case was represented using  
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Figure 2. Disease diagnosis conceptual model.  
 
cause-effect pairs and stored in the database. We used problem-solution case re-
presentation for location and their associated disease in that area. Data in the 
form of problem-solution pair was extracted for each case location and was 
stored in the database.  

The design of the databases is shown in Figure 3. Table “CaseList” contained 
data about location information. The “LocationCaseDisease” table contained 
data about the diseases that occurred in each location. The “RuleMapping” table 
contained data about each rule and for what disease they were formulated. The 
rules acquired were represented using if … then representation, if a part con-
tains the symptoms encountered and then part contains the consequence of the 
symptom. The treatment rules were represented using if … then representation 
if a part contains the disease and then part contains the treatment of the disease. 

2.2. Image Analysis  

The image analysis module was responsible for classifying the input image into 
different classes. In this study, a convolutional neural network classification al-
gorithm was used to classify the images. A convolutional neural network (CNN) 
is a widely used image classification algorithm [17] [18] [19]. CNN automatically  
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Figure 3. Database design [ID is identity document]. 

 
learns a hierarchy of features used for classification purposes. This is accom-
plished by successively convolving the input image with learned filters to build 
up a hierarchy of feature maps. Also, it is computationally efficient. The analysis 
starts with pre-processing the input images and stops when the classification re-
sult is found. Figure 4 shows the architecture of the image analysis module. 

2.2.1. Pre-Processing  
The pre-processing component was responsible to make the images suitable for 
the overall image analysis activity. The main tasks were resizing and normaliz-
ing. Resizing is one of the pre-processing techniques which brings the whole 
image to the same size. Since the images were collected from different sources 
and had different sizes, we decided on a new image size that best reflects the 
contents of the image with less processing time. All images in our dataset were 
resized into 200 × 200 pixels. Normalizing was another pre-processing technique 
we used before further processing. We normalized our data values down to a de-
cimal between 0 and 1 by dividing the pixel values by 255. 

2.2.2. Classification Model  
The architecture of the model composes layers that were responsible for feature 
extraction and classifying the input image into one of the categories. In our 
model 200 × 200 RGB (red, green, and blue) image was passed through a stack of 
convolutional (Conv) layers, where we used filters with 3 × 3 (which is the smal-
lest size to skim pattern). The convolution stride was fixed to 1 pixel. The spatial 
resolution was preserved after convolution. Spatial pooling was carried out by 
three max-pooling layers, which follow the conv layers. Max pooling was per-
formed over a 2 × 2-pixel window, with stride 2. Figure 5 shows the proposed 
architecture of the CNN classification model. 

In a convolutional network, the neurons are arranged in 3 dimensions width, 
height, and depth. The conv layers consist of a set of learnable filters. Every filter 
is arranged with width and height and extends through the full depth of the input  
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Figure 4. The architecture of the image analysis module.  

 

 
Figure 5. Classification model architecture [LSD is a Lumpy skin disease]. 
 
volume. The first conv layer accepted a 200 × 200 × 3 image and had a filter with 
3 × 3 × 3 where the last 3 represented the depth of the filter which was like the 
input image. As we slide the filter over the width and height of the input volume, 
we produced a 2-dimensional activation map that gives the responses of that fil-
ter at every spatial position. Then we stacked these activation maps along the 
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depth dimension and produced the output volume. In the first conv layer, 32 fil-
ters were applied which resulted in a 200 × 200 × 32 activation map. The max- 
pooling layer was performed a downsampling operation along the spatial di-
mensions (width, height), resulting in a volume of 100 × 100 × 32.  

The second conv layer accepted the result of the first conv layer 100 × 100 × 
32 and applied its 64 filters to the input which resulted in a 100 × 100 × 64 acti-
vation map. Max poling followed to perform downsampling and resulted in 50 × 
50 × 64 volume. Its function is to progressively reduce the spatial size of the re-
presentation to reduce the number of parameters and computation in the net-
work, and control overfitting. The third conv layer applied 128 filters. The final 
fully connected layer computed the class scores, resulting in a volume of size 1 × 
1 × 3, where the 3 numbers correspond to a class score, among the 3 categories 
of our dataset. We observed that adding more layers did not improve the per-
formance of our dataset. It leads to overfitting, increased memory consumption, 
and computation time. The removal of one layer from the model resulted in 
poor performance because the model had not generalized enough with a smaller 
number of layers in the model.  

2.2.3. Training Classification Model  
This component is where the model is trained for the task of image classifica-
tion. The training starts by defining the optimizer, cost function, and metric. 
The workflow of the training is shown in Figure 6. The goal of a convolutional 
layer is feature extraction. When filter weights move over an image it checks for 
patterns in that section of the image. Filter weights change when the model is 
trained. In evaluation, these weights return high values if it thinks it is seeing a 
pattern it has seen before. The combinations of high weights from various filters 
let the network predict the content of an image.  

The training was done using stochastic gradient descent with momentum 
(SGDM) optimizer, with a learning rate of 0.001, and a mini-batch size of 64 for 
50 epochs. The training takes nine hours with HP Intel core i5-6200u CPU. The 
weight initialization was done using HE_UNIFORM initialization because it was 
compatible with the activation function, we use RELU for its less training time. 
The training (learning) in the model was presented as the function with the fol-
lowing form:  

( ) ( )5 4 3 2 1F x f f f f f x=  

where, f1(x): Function learned on first conv layer, f2(x): Function learned on 
second conv layer, f3(x): Function learned on third conv layer, f4(x): Function 
learned on fourth hidden layer, and f5(x): Function learned on output layer. 

The function value was computed by an iterative process of going and return-
ing through layers of the model. The going was a forward propagation of the in-
formation, and the return was a backpropagation of the information. The first 
phase of forwarding propagation occurs when the network is exposed to the 
training data. Passing the input data through the network cause the neurons to 
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Figure 6. Workflow of the training algorithm [N is the number of iterations]. 

 
apply their transformation to the information they receive from the neurons of 
the previous layer and send it to the neurons of the next layer. When the data 
has crossed all the layers, the final layer was reaching a result of label prediction 
for those input data. After forward propagation loss function was calculated to 
estimate the error. The loss function was used to compare and measure how well 
or badly our prediction results compared to the correct result. Since our model 
task was the classification of the loss, we used Cross-Entropy Loss which can be 
defined by the following equation.  

( ) ( ) ( )CrossEntropyLoss log 1  log 1y y y yT P T P= − + − −          (1) 

where Ty is the ground truth label for y and Py is the predicted label for y.  
The loss of information was calculated by propagating backward starting from 

the output layer to all neurons in the hidden layer. The neurons of the hidden 
layer only receive a fraction of the total loss, based on the contribution each 
neuron has contributed to the original output. This process was repeated, layer 
by layer, until all the neurons in the network have received a loss signal that de-
scribes their relative contribution to the total loss. This was done by calculating 
the partial derivate of the cost function relative to the weight of each neuron. 

2.3. Reasoning Module 

The reasoning module was responsible to seek information and relationship 
from the knowledge base to reach conclusion for the problem at hand. This 
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component started with case-based reasoning (CBR) to acquire a disease that 
occurred in the input location case and rule-based reasoning (RBR) follows to 
reach a conclusion. The general high-level architecture of the reasoning module 
is shown in Figure 7. 

The case which was like the input case was retrieved. Since the case base was a 
location case base, we needed an exact match when cases were retrieved. The al-
gorithm used to retrieve cases was described in Algorithm 1.  

 
Algorithm 1. Case retrieval from case base algorithm. 

Input: input Case Cn, case stored in case base Cm = [Cm1, Cm2, Cmk] 

Output: Similarity level 

Begin: 

For each case in the input case 
Find the corresponding case in the stored case base 
Compare the two values to each other 
if Cn = Cmi 
 Si = 1 
else Si = 0 
 END 

Return Si 

END 

 
Adapt solution: the solution for the user query is decided if the retrieval stage 

identifies diseases, then the solution of the retrieved cases will be used. But if 
CBR retrieves no case, then the query is forwarded to the RBR component so 
that the final decision will be inferred from the rules. The workflow of the rea-
soning component was described in Algorithm 2. 

 
Algorithm 2. Working algorithm of reasoning module. 

Input: input Location case, classified image, text information 

Output: Possible disease 

Begin: 
For input Location case 
Location disease = result from CBR//list of diseases 
If (Location disease = NULL)//Location case not found in KB 
   Location = input Location case 
   Possible disease = fire rules without mapping//no disease is stored on that location 
   Store possible disease, Location in case base KB//as new case for the location 
Else Fire rules with context//Location case found in KB 
  Compute Mapping for Location disease with rule base 
  Possible disease = fire rules with mapping 
If (Possible disease = NULL)//no solution means it is new or epidemic disease for that 
Location 
  Possible disease = fire rules without mapping 
  Store possible disease, location in case base KB//as new case for the location 

END 
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Figure 7. The architecture of the reasoner components. 

2.4. Dataset Preparation  

The process used for getting data ready for the classification model can be sum-
marized in three steps: collect data, pre-process data and transform data. We 
followed this process iterative with many loops to prepare the dataset required. 

Step 1. Collect data  
This step involves collecting the available data needed to solve the problem. 

Image data were collected from Debre Markos University, Addis Ababa Univer-
sity-School of Veterinary Medicine, the Internet, and other secondary sources. 

Step 2. Pre-process data  
The pre-processing step was about getting the collected data into a form that 

can be easy to work. This step includes formatting and cleaning. The collected 
images were converted into JPEG format. JPEG format was selected because 
most of the collected images were in JPEG format and extraction of location in-
formation was possible with this format. We removed image data with unidenti-
fied labels so that we cannot get the proper label for them. 

Step 3. Transform data  
In the diagnosis system, we only needed the part of the cattle which was 

symptomatic. Therefore, we transformed the collected image by cropping the 
area where symptoms were presented. The original images are cropped into im-
ages containing symptoms regions. The cropping follows the following rules, in-
cluding healthy and symptom parts, isolated symptoms taken individually, and 
widespread symptoms taken both as a whole and divided into regions. After 
transformation based on the specified rules, we transformed the input images 
into several images. The data we collected before and after transformation is 
shown in Table 1.  
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Table 1. Collected data before and after transformation. 

No Disease 
Number of images collected 

Before transformation After transformation 

1 Lumpy skin disease (LSD) 84 146 

2 Ringworm 57 100 

3 Wart 64 124 

 
Our model required a large amount of labeled data. But getting enough data 

was a major problem in our cases which leads to the use of other techniques to 
expand our dataset. Data augmentation provides a means for increasing the 
quantity of training data available for machine learning and is particularly rele-
vant when training deep learning systems from scratch [20]. Image augmenta-
tion is the process of taking images that are in a training dataset and manipulat-
ing them to create many altered versions of the image. It provides more images 
to train and expose our classifier to a wider variety of transformed images to 
make the classifier more robust. It has been widely used on small datasets for 
combatting over-fitting [19] [21]. Techniques of augmentation used in our da-
taset include horizontal and vertical flipping, zoom, shear, and rotation. Figure 
8 shows lumpy skin disease (LSD) infected cattle images after applying augmen-
tation. After applying augmentation our dataset expands to 3990. Then we split 
into 90% training and 10% testing. 

2.5. System Evaluation 

The accuracy of the system is affected by the performance of the classification 
model, so evaluation was done on the model first. We evaluated the performance 
of the classification model using deep learning evaluation techniques accuracy 
and confusion matrix. Then, the accuracy of the entire system was evaluated 
with user evaluation. The performance of the model could be poor either due to 
overfitting or underfitting the data. The training of the model was plotted to see 
the possibility of overfitting and underfitting in the model.  

The entire proposed system was evaluated by four people we selected ran-
domly from different professions. Two of them were veterinarians, and the rest 
were individuals who have cattle. The selection assumed that those with a vete-
rinary background can see and evaluate technical details while others may eva-
luate the applicability, accuracy, and importance of the system. Before starting 
the evaluation process, the system was explained in detail to the evaluators. The 
questionnaire we use for system evaluation is shown in Table 2 where the user 
puts the weight for each evaluation. Weight values show the value of the evalua-
tion, where 3 indicates the highest, 2 indicates the medium, and 1 indicates the 
lowest.  

In addition, we constructed an evaluation matrix to evaluate the system. The 
evaluation matrix was a table with one row for each evaluator and columns that 
address evaluation questions shown in Table 2. 
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Figure 8. Images after augmentation techniques.  

 
Table 2. System evaluation form. 

No Questions 1 2 3 

1 Is the prototype system a user-friendly interface?    

2 How is the response time of the prototype system?    

3 Is the description of the symptom valid?    

4 Is the diagnosis result, correct?    

5 Is the treatment and recommendation, correct?    

6 How is the applicability of the prototype system?    

7 How is the performance of the prototype system?    

3. Results and Discussion 
3.1. System Prototype 

To demonstrate the validity of the proposed system, we developed a porotype 
system. The prototype shows the user interface and output of the system (Figure 
9). The user interface allows the user to upload a photo and fill in the text in-
formation to the system. After the inputs are fed into the system, location ex-
traction was done. Then, the image was passed to the processing components 
and the diagnosis result was given to the user.  

3.2. System Evaluation  

Overfitting happens when a model learns the detail and noise in the training da-
ta to the extent that it negatively impacts the performance of the model on new 
data. When the training accuracy is above the test accuracy it means the model is 
overfitting. Our model was not overfitting as shown in Figure 10. There was no 
significant difference between the value of training and test accuracy. 
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Figure 9. Prototype user interface. 

 

 
Figure 10. The plot of training and testing accuracy [X-axis is accuracy and Y-axis is 
number of epochs]. 
 

Underfitting refers to a model that can neither model the training data nor 
generalizes to new data. When validation loss is below the training loss the mod-
el is underfitting. As shown in Figure 11, our model was not underfitting. The 
model achieves 95% accuracy in 50 epochs.  

To summarize the performance of the model we used a confusion matrix. In 
the confusion matrix, the number of correct and incorrect predictions was 
summarized with count values and broken down by each class. Figure 12 shows  
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Figure 11. A plot of training and testing loss (X-axis is loss and Y-axis is number of 
epochs). 
 

 
Figure 12. Confusion matrix of the model (LSD is a Lumpy skin disease). 
 
how many of the images were misclassified and classified correctly. The ring-
worm classification was high compared to others because it has an easily distinc-
tive feature from the other two classes. The misclassification of LSD as Wart and  
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Table 3. System evaluator’s response. 

No Q1 Q2 Q3 Q4 Q5 Q6 Q7 

1 3 3 3 3 3 2 3 

2 3 3 3 3 3 2 2 

3 3 2 3 3 2 3 3 

4 3 3 3 3 2 3 3 

 
Wart as LSD was noticed. Because LSD and Wart have more similar symptoms it 
is sometimes difficult to distinguish distinctive features among them. 

The evaluator’s response is recorded in Table 3. In Q1, the evaluation result 
shows that the prototype was user-friendly. It is easy for anyone to use because 
the interaction does not need any background knowledge. The evaluation result 
of Q2 shows that the response time for user queries was good. The response time 
is constrained by the storage and processing capability of the user’s phone. For 
all users, the response time will be different. In Q3, the evaluation result shows a 
high value for the validity of symptom descriptions. So, representing symptoms 
using the image was a valid diagnosis method for cattle disease. In Q4, the diag-
nosis result shows a high value, which validates our diagnosis approach. In Q5, 
the correctness of treatment shows a lower result. The veterinarian recommends 
considering body mass index when a drug is prescribed, which our system did 
not include. In Q6 and Q7, the diagnosis result shows the performance and ap-
plicability of the proposed system were high. We can conclude that the integra-
tion of expert systems and image processing using deep learning gives an effi-
cient and timely diagnosis of cattle diseases.  

4. Conclusion 

The potential economic benefit of livestock farming is impacted by numerous 
factors. One of these factors is the prevalence of livestock disease. This condition 
has been a significant factor that has affected the economic benefit of livestock 
farming. Quick detection and diagnosis of livestock disease are critical to pre-
vent any outbreak of livestock disease from further spreading, as well as to im-
prove the economic benefits that could be obtained from livestock production. 
In this study, the cattle disease diagnosis approach was developed by integrating 
an expert system and image processing using a deep learning algorithm. Diagno-
sis starts by acquiring information on the occurred disease through imageries 
and texts. Symptoms identified by inspection were acquired by capturing the 
image through mobile phones. Symptoms identified by palpation were presented 
to the system using text. To know the epidemic capability, location information 
was presented to the diagnosis system. Then, the image was pre-processed, and 
the class of the images was identified by the trained CNN model. The final di-
agnosis conclusion is drawn by the reasoner component of the expert system. 
The evaluation result shows that the developed approach effectively diagnoses 
cattle disease.  
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