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Abstract 
Many business applications rely on their historical data to predict their busi-
ness future. The marketing products process is one of the core processes for 
the business. Customer needs give a useful piece of information that helps to 
market the appropriate products at the appropriate time. Moreover, services 
are considered recently as products. The development of education and 
health services is depending on historical data. For the more, reducing online 
social media networks problems and crimes need a significant source of in-
formation. Data analysts need to use an efficient classification algorithm to 
predict the future of such businesses. However, dealing with a huge quantity 
of data requires great time to process. Data mining involves many useful 
techniques that are used to predict statistical data in a variety of business ap-
plications. The classification technique is one of the most widely used with a 
variety of algorithms. In this paper, various classification algorithms are re-
vised in terms of accuracy in different areas of data mining applications. A 
comprehensive analysis is made after delegated reading of 20 papers in the li-
terature. This paper aims to help data analysts to choose the most suitable 
classification algorithm for different business applications including business 
in general, online social media networks, agriculture, health, and education. 
Results show FFBPN is the most accurate algorithm in the business domain. 
The Random Forest algorithm is the most accurate in classifying online social 
networks (OSN) activities. Naïve Bayes algorithm is the most accurate to 
classify agriculture datasets. OneR is the most accurate algorithm to classify 
instances within the health domain. The C4.5 Decision Tree algorithm is the 
most accurate to classify students’ records to predict degree completion time. 
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1. Introduction 

Decision-makers in the business sector are always concerning about their busi-
ness future. Since data collections form the core resource of information, digita-
lizing business activities help to collect business operational data in enormous 
storages named as a data warehouse. These historical data can be used by data 
analysts to predict the future behavior of the business. However, dealing with a 
huge quantity of data requires great time to process. 

Data mining (DM) is a technique that uses information technology and statis-
tical methods to search for potential worthy information from a large database 
that can be used to support administrative decisions. The reason behind the im-
portance of DM is that data can be converted into useful information and know-
ledge automatically and intelligently. In addition, enterprises use data mining to 
know companies that work status and analyze potential information values. In-
formation mined should be protected from the disclosure of company secrets. 

Different data mining concepts were described by Kaur [1] functionalities, 
material, and mechanisms. Data mining involves the use of sophisticated data 
analysis tools and techniques to find advanced ambiguity, patterns, and relation-
ships that are valid in large data sets. The best-known data mining technique is 
Association. In association, a pattern is discovered based on a relationship between 
items in the same transaction. Clustering is a data mining technology that creates a 
useful group of objects that have comparative features using the programmed 
strategy. Decision Tree is one of the most common data mining techniques. One 
of the most difficult things to do is when choosing to implement a data mining 
framework is to know and decide which method to use and when. 

However, one of the most implemented data mining techniques in a variety of 
applications is the classification technique. The classification process needs two 
types of data: training data and testing data. Training data are the data used by a 
data mining algorithm to learn the classification metrics to classify the other da-
ta i.e. testing data. Many business applications rely on their historical data to 
predict their business future. 

The literature presents various problems that were solved by predicting 
through data mining techniques. In business, DM techniques are used to predict 
the export abilities of companies [2]. In social media applications, missing link 
problems between online social networks (OSN) nodes are a frequent problem 
in which a link is supposed to be between two nodes, but it becomes a missing 
link for some reasons [3]. In the agriculture sector, analyzing soil nutrients will 
prove to be a large profit to the growers through automation and data mining 
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[4]. 
Data mining technique is used to enhance the building energy performance 

through determining the target multi-family housing complex (MFHC) for 
green remodeling [5]. In crime, preventing offense and force against the human 
female is one of the important goals. Different data mining techniques were used 
to analyze the causes of offense [6]. In the healthcare sector, various data mining 
tools have been applied to a range of diseases for detecting the infection in these 
diseases such as breast cancer diagnosis, skin diseases, and blood diseases [7]. 

For the more, data analysts in the education field used data mining techniques 
to develop learning strategies at schools and universities [8]. Another goal is to 
detect several styles of learner behavior and forecast his performance [9]. One 
more goal is to forecast the student’s salary after graduation based on the stu-
dent’s previous record and behavior during the study [10]. In general, services 
are considered products. 

In this paper, various classification algorithms are revised in terms of accuracy 
in different areas of data mining applications. This paper aims to help data ana-
lysts to choose the most suitable classification algorithm for different business 
applications including business, in general, reducing online social media net-
works problems, developing education, health and agriculture sector services. 

The present paper consists of the following sections: Section 2 presents a me-
thodology for several data mining techniques in the literature. Section 3 summa-
rizes the results obtained from the related literature and further discussion. Fi-
nally, section 4 presents our conclusions and recommendations for future work. 

2. Methods in Literature 

The classification technique is one of the most implemented data mining tech-
niques in a variety of applications. The classification process needs two types of 
data: training data and testing data. Training data are the data used by a data 
mining algorithm to learn the classification metrics to classify the other data i.e. 
testing data. Two data sets of text articles are used and classified into training 
data and testing data. Three traditional classification algorithms are compared in 
terms of accuracy and execution time by Besimi et al. [11]. K-nearest neighbor 
classifier (K-NN), Naïve Bayes classifier (NB), and Centroid classifier are consi-
dered. K-NN classifier is the slowest classifier since it uses the whole training 
data as a reference to classify testing data. On the other hand, the Centroid clas-
sifier uses the average vector for each class as a model to classify new data. Hence, 
the Centroid classifier is much faster than the K-NN classifier. In terms of accura-
cy, the Centroid classifier has the highest accuracy rate among the others. 

Several data mining techniques were used to predict the export abilities of a 
sample of 272 companies by Silva et al. [2]. Synthetic Minority Oversampling 
Technique (SMOTE) is used to oversample unbalanced data. The K-means me-
thod is used to group the sample into three different clusters. The generalized 
Regression Neural Network (GRNN) technique is used to minimize the error 
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between the actual input data points in the network and the regression predict-
ing vector in the model. Feed Forward Back Propagation Neural Network 
(FFBPN) is a technique used in machine learning to learn the pattern of specific 
input/output behavior for a set of data in a structure known as Artificial Neural 
Networks (ANN). Support Vector Machine (SVM) is a classification technique 
used to classify a set of data according to similarities between them. A Decision 
Tree (DT) is a classification method in which classes are represented in a series 
of yes/no questions in a tree view. Naive Bayes is a classification technique used 
to classify one data set in several data sets according to the Bayes theorem proba-
bility concept. As a result, after applying those techniques GRNN and FFBPN were 
the most accurate techniques used to predict the export abilities of companies. 

Social media applications are developed based on Online Social Network 
(OSN) concept. Missing link problems between OSN nodes are a frequent prob-
lem in which a link is supposed to be between two nodes, but it becomes missing 
link regard to some reasons. Support Vector Machine (SVM), k-Nearest Neigh-
bor (KNN), Decision Tree (DT), Neural Network, Naive Bayes (NB), Logistic 
Regression, and Random Forest are prediction techniques used to predict the 
missing link of two Facebook data sets by Sirisup and Songmuang [3]. One da-
taset (DS1) with high density and the other dataset (DS2) with low density. High 
density reflects that there is a huge number of links between nodes. For 
high-density data set, Random Forest gives the best performance among the 
others in terms of accuracy, precision, F-measure, and area under the receiver 
operating characteristic curve (AUC). On the other hand, the low-density data 
set can be predicted perfectly with either Random Forest or Decision Tree. In 
the end, it can be said that Random Forest is the best prediction technique used 
to predict data in the OSN concept. 

Analyzing soil nutrients will be evidence to be a large profit to the growers. An 
agricultural survey has been capitalizing on technical advances such as automa-
tion, and data mining. Chiranjeevi and Ranjana [4] carried out a comparative 
analysis of two algorithms i.e. Naive Bayes and J48. J48 is the improvement of 
the C4.5 classifier. A choice tree is a flowchart like a tree development, where 
each inner hub explains a test on a characteristic. Naive Bayes is a modest prob-
abilistic classifier based on the Bayesian theorem with tough naive individuality 
anticipation. Naive Bayes Algorithm can be bespoke to prophesy harvest grow-
ing in a soil specimen. 

A decision support model was developed for determining the target mul-
ti-family housing complex (MFHC) for green remodeling using a data mining 
technique. Jeong et al. [5] locate the goal of MFHC for green remodel that is ne-
cessary to establish a careful and sensible evaluation method of the building 
energy performance. The energy benchmark for MFHC in South Korea, but 
there was a limitation that the study was conducted on the MFHC used district 
heating system. To locate the green remodel goal of the MFHC, it is necessary to 
regard different heating systems that are used in MFHC e.g. individual heating 
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systems, district heating systems, and central heating systems. However, there 
were two issues regarding this study. First, the operational rating and energy 
benchmark system were proposed regarding the different variables of the heat-
ing system. Second, the model to locate the goal of MFHC for green remodel was 
developed regarding the different characteristics. The developed decision sup-
port model can serve as a sensible standard to locate the goal of MFHC for green 
remodeling. 

Preventing offense and force against the human female is one of the important 
goals for police. Different data mining techniques were used to analyze the caus-
es of offense and the relationships between multiple offenses. These techniques 
play important roles in offense analysis and forecasting. Kaur et al. [6] reviews 
the data mining techniques used in offense forecasting and analysis. It was con-
cluded from this discussion that most researchers used classification and clus-
tering techniques for offense manner and disclosure. In the classification, the 
following techniques were used: Naïve Bayes, decision tree Bayesnet, J48, JRip, 
and OneR. 

For the more, Kumar et al. [12] proposed a data mining technique for cy-
ber-attack issues. Many applications are included in the cybersecurity concept. 
However, these applications need to be analyzed by data mining techniques to 
audit as a computer application. Deception of secret information can happen 
through security crack access by an unauthorized user. Malicious software and 
viruses such as a trojan horse that is the reason for the infringement insecurity 
that leads to antisocial activities in the world of cyber-crime. Data mining tech-
niques that can be restricting either secret information or data to legitimate users 
and unauthorized access could be blocked. 

However, Thongsatapornwatana [13] provides a survey of techniques used to 
analyze crime modalities in previous research. The survey focuses on various 
types of crimes e.g. violent crime, drugs, border control, and cyber criminality. 
Survey results show that most of the techniques used contain research gaps. 
These techniques failed to accurately detect crime prediction, which increases 
the challenges of overcoming this failure. Hence, these techniques need crime 
models, analysis, and prepare data to find appropriate algorithms. 

Data mining in the healthcare sector is just as important as exploring various 
areas. The mission of understanding removal in health care records is an exact-
ing task and complex. Mia et al. [7] review the different academic literature 
based on health care data to find the existing data mining methods and tech-
niques described. Many data mining tools have been applied to a range of dis-
eases for detecting the infection in these diseases such as breast cancer diagnosis, 
skin diseases, and blood diseases. Data mining execution has high effectiveness 
in this domain due to express amplification in the size of remedial data. 

Moreover, Kaur and Bawa [14] present to the medical healthcare sector a de-
tailed view of popular data mining techniques to the researchers so that they can 
work more exploratory. Knowledge discovery in databases (KDD) analyzes large 
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volumes of data and turns it into meaningful information. There is a boon to 
data mining techniques because it helps in the early diagnosis of medical diseas-
es with high accuracy in which saves more time and money in any effort related 
to computers, robots, and parallel processing. Among all the medical diseases, 
cardiovascular is the most critical disease. Data mining is proved efficacious as 
accuracy is a major concern. Data mining techniques are proved to be success-
fully used in the treatment of various other serious diseases which have a threat 
to lives. 

As another attempt, a comparative analysis is conducted by Parsania et al. [15] 
to find the best data mining classification techniques based on healthcare data in 
terms of accuracy, sensitivity, precision, false-positive rate, and f-measure. Naïve 
Bayes, Bayesian Network, J RIPPER (JRip), OneRule (OneR), and PART tech-
niques are selected to be applied over a dataset from a health database. Results 
show that the PART technique is the best in terms of precision, false-positive 
rate, and f-measure metrics. In terms of accuracy, the OneR technique is the best 
while Bayesian Network is the best technique in terms of sensitivity. 

Data mining techniques are used widely in several fields. Data analysts in the 
education field used data mining techniques to develop learning strategies at 
schools and universities since it serves a big chunk of society. A corporative learn-
ing model to group learners into active learning groups via the web was introduced 
by Amornsinlaphachai [8]. Artificial Neural Network (ANN), K-Nearest Neighbor 
(KNN), Naive Bayes (NB), Bayesian Belief Network (BN), RIPPER (called JRIP), 
ID3, and C4.5 (called J48) classification data mining algorithms are used to pre-
dict the performance of 474 students who study computer programming subject 
at Nakhon Ratchasima Rajabhat University in Thailand. A comparison between 
those algorithms is made to select the most efficient algorithm among them. 

As a result, C4.5 was the most efficient algorithm in predicting students’ aca-
demic performance levels in terms of different measures such as correctness of 
the predicated data, data precision, recall, f-measure, mean absolute error, and 
processing time. Although C4.5 does not have the lowest processing time, it gets 
the highest percentage of correctness i.e. 74.89 percent since it is a simple and 
reliable algorithm. ID3 algorithm gets the lowest percentage of correctness since 
its irrationality. Selecting learners to form active learning groups by the intro-
duced model using the C4.5 algorithm shows a better learning level against tra-
ditional selecting by instructors. 

To obtain a successful decision that improves learner rendering and helps him 
to proceed in education. Jalota and Agrawal [16] used five classification tech-
niques on the education dataset collected through the Learning Management 
System (LMS). Techniques that have been used are the J48 algorithm, Support 
Vector Machine algorithm, Naïve Bayes algorithm, Random Forest algorithm, 
and Multilayer Perceptron algorithm. All these technologies are beneath the 
Waikato Environment for Knowledge Analysis (WEKA). After comparisons, the 
results showed that Multilayer Perceptron outperformed other techniques since 
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it got the highest results in performance accuracy and performance metrics. 
Roy and Garg [9] present a literature survey of data mining techniques used in 

Educational Data Mining (EDM). Data mining techniques are used in the EDM 
domain to detect several styles of learner behavior and forecast his performance. 
It was concluded that most of the previous research collected data on predicting 
student performance by a set of questionnaires. The Cross-Industry Standard 
Process for Data Mining (CRISP-DM) model was used. WEKA and (R tool) are 
data mining tools based on open-source language applied for statistical and data 
analysis. 

As an application of data mining techniques in the education field, Khongchai 
and Songmuang [10] created an incentive for students by predicting the learner’s 
future salary. Learners are often bored with academic studies. This can cause 
making their grades poor or even they leave college. It is due to the loss of moti-
vation that encourages them to continue their studies. To provide a good incen-
tive for learners to make sure to continue their studies and develop their aca-
demic level. This can be achieved by suggesting a model that forecasts the stu-
dent’s salary after graduation based on the student’s previous record and beha-
vior during the study. 

In the meantime, the data mining techniques used in this model are K-Nearest 
Neighbors (K-NN), Naive Bayes (NB), Decision trees J48, Multilayer Perceptron 
(MLP), and Support Vector Machines (SVM). To determine the preferable tech-
nique for predicting future salary, a test was conducted by entering data of stu-
dents graduating from the same university during the years 2006 to 2015. A 
WEKA (Waikato Environment for Knowledge Analysis) tool was used to com-
pare the outputs of data mining techniques. The results showed that after com-
parisons work outperformed (KNN) technique in predicting 84.69 percent for 
Recall, Precision, and F-measure. The other techniques were as follows: (J48) get 
a percentage of 73.96 percent, (SVM) (43.71 percent), Naive Bayes (NB) (43.63 
percent), and Multilayer perceptron (MLP) (38.8 percent). A questionnaire was 
then distributed to 50 current students at the university to see if the model works 
to achieve its objectives. The results of the questionnaire indicate that the pro-
posed model increased the motivation of the students and helped them to focus 
on continuing the study. 

Sulieman and Jayakumari [17] proposed the importance of using technology 
data mining 11th grade in Oman, which contains a lot of units that provide the 
school in Oman administration inclusive student data. The goal is to decrease 
the dropout rate of students and improve school performance. Using data min-
ing techniques helps students to choose the appropriate mathematics for 11th 
grade in Oman. It is an opportunity to develop and give appropriate analysis 
through such a method that extracts student information from the end-of-term 
grades to improve student performance. Knowledge derives from data mining 
helps decision-makers in the field of education make the perfect decision that 
will help in the development of educational processing. The math subject uses 
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data mining techniques. The results of the various algorithms acquired from the 
various data using in a study that confirm the fact the prediction of student 
choice and performance can be obtained using data mining techniques. 

Academic databases used to be analyzed through a data mining approach to 
earn new helpful knowledge. Wati et al. [18] prophesy the degree-accomplishment 
time of bachelor’s degree students by using data mining algorithms such as C4.5, 
and naive Bayes classifier algorithms. They concentrate on the achievement of 
ranking data mining algorithms especially the C4.5 algorithm with its decision 
tree-based and naive Bayes classifier algorithm based on a gain ratio to find the 
nodes. it shows in the result of the foresee degree accomplishment time of ba-
chelor’s degree the C4.5 algorithm is preferable in rendering gauge with (78 per-
cent) precision, (85 percent) measured mean class precision, and (65 percent) 
measured mean class recall. 

Anoop Kumar and Rahman [19] used data mining techniques in inculcating a 
setting is called educational data mining (EDM). The possibilities for data min-
ing in education and the data to be reaped are illimitable. Erudition discovering 
by data mining techniques can be used not only to utility the teachers to manage 
their classes and understand their students learning processes. As a result, all of 
these helps ensure the advancement of students in their academics and enforce 
few treatments if the progress is infeasible to the programming and institutional 
anticipation. The basic advantage is that kind of analysis avails to establish a so-
lution for slow learners. Useful for achieving educational data mining methods 
which are using presently to improvements in teaching and predict the perfor-
mance of students to predict academic performance in the learning process. 

To conclude, techniques are used in data mining to modify raw data to helpful 
reference in the education environment. Data mining in educational environ-
ments has widespread implementation. Educational environments result in a 
large amount of student data, that is can be used for different purposes like pre-
dicting the needs of students. Rambola et al. [20] compare the techniques and 
algorithms for data mining that are used in a different implementation, thus as-
sessing their efficiency. Categorized objectives of educational data mining can be 
achieved in three types: prediction, clustering, and relationship mining. Some of 
the most common connotations, which are considerably used in educational da-
ta mining, are mentioned such as association rule mining, classification, cluster-
ing, and outlier detection rule. Association rule mining is applied for unsuccess-
ful type extraction and to recommend the best course for the student. 

3. Results and Discussion 

In this section, we summarize the comparison results that were obtained from 
the literature in different business applications. Table 1 shows the comparison 
of classification algorithms that are used to predict data in business, online social 
media networks, agriculture, health, and education applications domains. 

As mentioned in [11], k-nearest neighbors (k-NN) classifier, Naïve Bayes  
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Table 1. Comparison of classification algorithms in multiple applications. 

Application 
Domain 

Subdomain Algorithms Used 
Accuracy 
(percent) 

Best Algorithm Ref. 

General 
(Text documents) 

k-NN 92.8 Centroid 
Classifier 

[11] 

NB 91.5 

Centroid Classifier 95.3 

Business GRNN 83.3 Feed Forward 
Back Propagation 
Neural Network 

(FFBPN) 

[2] 

FFBPN 85.2 

SVM 77.8 

DT 70.8 

NB 72.2 

Online Social Media 
Networks 

 DS1 DS2 Random Forest [3] 

SVM 96 97 

k-NN 92 91 

DT 95 96 

Neural Network 96 97 

NB 86 87 

Logistic Regression 96 97 

Random Forest 97 97 

Agriculture J48 DT 68 Naïve Bayes (NB) [4] 

NB 98 

Health NB 97.9 One Rule 
(OneR) 

[15] 

BayesNet 98.5 

JRip 97.5 

OneR 99.2 

PART 95.2 

Education Students’ 
Performance 

Random Forest 67.4 Multilayer 
Perceptron 

(MLP) 

[16] 

NB 64.4 

MLP 76.1 

SVM 75.4 

J48 DT 73.6 

Students’ 
Motivation 

k-NN 84.7 k-Nearest 
Neighbors 

(k-NN) 

[10] 

NB 43.6 

J48 DT 73.9 

MLP 38.1 

SVM 43.7 

Students’ 
Degree 

Completion 
Time 

C4.5 DT 78 C4.5 Decision 
Tree (C4.5 DT) 

[18] 
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(NB) classifier, and Centroid classifier as classification algorithms are compared. 
Politics, technology, and sports news articles are used with a total of 237 news 
articles. Experiments show that the Centroid classifier is the most accurate algo-
rithm in classifying text documents since it classifies 226 news articles correctly. 
Centroid classifier calculates the average vector for each class and uses them as a 
reference to classify each new test instance. However, k-NN needs to compare 
the test instance distance with all training instances distances for each time. 

In [2], 272 companies are taken as a study sample to be classified. Five classi-
fication algorithms are used to classify companies into three classes: Generalized 
Regression Neural Network (GRNN), Feed Forward Back Propagation Neural 
Network (FFBPN), Support Vector Machine (SVM), Decision Tree (DT), and 
Naïve Bayes (NB). Results show that FFBPN is the most accurate algorithm to 
classify instances in the business domain with an accuracy of 85.2 percent. 

Two Online Social Networks (OSN) datasets are used to compare the perfor-
mance of seven classification algorithms. The first dataset (DS1) with High den-
sity (0.05) and the other dataset (DS2) with low-density (0.03). The two datasets 
were obtained using the Facebook API tool. Each dataset contains public infor-
mation about the users such as interests, friends, and demographics data. Classi-
fication algorithms include; Support Vector Machine (SVM), k-Nearest Neigh-
bors (k-NN), Decision Tree (DT), Neural Networks, Naïve Bayes (NB), Logistic 
Regression, and Random Forest. As results show in [3], the Random Forest algo-
rithm is the most accurate in classifying OSN activities even with a high-density 
OSN dataset. 

A dataset of 1676 soil samples has 12 attributes that need to be classified. J48 
Decision Tree (J48 DT) and Naïve Bayes (NB) classification algorithms are used. 
Results in [4] tells that the NB algorithm is more accurate than J48 DT to classify 
agriculture datasets since it classifies 98 percent of instances correctly. 

An experiment is conducted in the health domain to classify 3163 patients’ 
data as mentioned in [15]. Naïve Bayes (NB), Bayesian Network (BayesNet), J 
Ripper (JRip), One Rule (OneR), and PART classification algorithms are used. 
Results show that OneR is the most accurate algorithm to classify instances in 
the health domain with an accuracy of 99.2 percent. 

Random Forest, Naïve Bayes (NB), Multilayer Perceptron (MLP), Support 
Vector Machine (SVM), and J48 Decision Tree (J48 DT) classification algo-
rithms are used. 163 instances are used as an experimental dataset of students’ 
performance. Results in [16] tell that the MLP algorithm is the most accurate 
algorithm to classify students’ performance datasets since it classifies 76.1 per-
cent of instances correctly. 13,541 students’ profiles are used as a dataset to ex-
amine five classification algorithms. k-Nearest Neighbors (k-NN), Naïve Bayes 
(NB), J48 Decision Tree (J48 DT), Multilayer Perceptron (MLP), and Support 
Vector Machine (SVM) were compared in terms of accuracy. As results show in 
[10], the k-NN algorithm is the most accurate algorithm with an 84.7 percent 
accuracy level. 297 students’ records were used as a dataset in [18]. Two classifi-
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cation algorithms are applied: C4.5 Decision Tree (C4.5 DT), and Naïve Bayes 
(NB). Results tell that the C4.5 DT algorithm is more accurate than NB to classi-
fy Students’ records since it classifies 78 percent of instances correctly. 

4. Conclusions and Future Work 

Data mining involves many useful techniques that are used to predict statistical 
data in a variety of business applications. The classification technique is one of 
the most widely used with a variety of algorithms. In this paper, various classifi-
cation algorithms were revised in terms of accuracy in different areas of data 
mining applications including business in general, online social media networks, 
agriculture, health, and education to help data analysts to choose the most suita-
ble classification algorithm for each business application. Experiments in the re-
viewed literature show that the Centroid classifier is the most accurate algorithm 
in classifying text documents. FFBPN is the most accurate algorithm to classify 
instances in the business domain. The Random Forest algorithm is the most ac-
curate in classifying OSN activities. Naïve Bayes algorithm is more accurate than 
J48 DT to classify agriculture datasets. OneR is the most accurate algorithm to 
classify instances in the health domain. Multilayer Perceptron algorithm is the 
most accurate algorithm to classify students’ performance datasets. K-Nearest 
Neighbors algorithm is the most accurate algorithm in classifying students’ pro-
files to increase their motivation. C4.5 Decision Tree algorithm is more accurate 
than Naïve Bayes to classify students’ records. 

As future work, consideration to review more related papers in mentioned 
domains as well as discover new domains will significantly add to the work. 
Hence, the paper will be used as a reference by business data analysts. 
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