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Abstract 
Analyzing big data, especially medical data, helps to provide good health care 
to patients and face the risks of death. The COVID-19 pandemic has had a 
significant impact on public health worldwide, emphasizing the need for ef-
fective risk prediction models. Machine learning (ML) techniques have 
shown promise in analyzing complex data patterns and predicting disease 
outcomes. The accuracy of these techniques is greatly affected by changing 
their parameters. Hyperparameter optimization plays a crucial role in im-
proving model performance. In this work, the Particle Swarm Optimization 
(PSO) algorithm was used to effectively search the hyperparameter space and 
improve the predictive power of the machine learning models by identifying 
the optimal hyperparameters that can provide the highest accuracy. A dataset 
with a variety of clinical and epidemiological characteristics linked to COVID-19 
cases was used in this study. Various machine learning models, including 
Random Forests, Decision Trees, Support Vector Machines, and Neural 
Networks, were utilized to capture the complex relationships present in the 
data. To evaluate the predictive performance of the models, the accuracy me-
tric was employed. The experimental findings showed that the suggested me-
thod of estimating COVID-19 risk is effective. When compared to baseline 
models, the optimized machine learning models performed better and pro-
duced better results. 
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1. Introduction 

Big data analysis, especially in the medical field, helps manage mortality risks 
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and give patients the right care. The COVID-19 pandemic has highlighted the 
critical need for effective risk prediction models to enhance public health strate-
gies worldwide. As a respiratory infection caused by the SARS-CoV-2 virus, 
COVID-19 has significantly impacted global health systems, necessitating ad-
vanced approaches for risk assessment and management [1]. In response to this 
challenge, machine learning (ML) techniques have emerged as valuable tools for 
analyzing complex medical data and predicting disease outcomes with a high 
degree of accuracy. 

This study focuses on addressing this challenge by leveraging the Particle 
Swarm Optimization (PSO) algorithm to effectively search the hyperparameter 
space and enhance the predictive performance of ML models. The main objec-
tive of this research is to develop and evaluate optimized ML models for pre-
dicting COVID-19 risk by identifying the optimal hyperparameters that maxim-
ize accuracy. 

To achieve this objective, a diverse dataset encompassing clinical and epide-
miological characteristics linked to COVID-19 cases serves as the foundation for 
model development and evaluation. Various ML algorithms, including Random 
Forests, Decision Trees, Support Vector Machines, and Neural Networks, are 
employed to capture the intricate relationships within the data and facilitate ac-
curate risk prediction. 

The significance of this research lies in its potential to advance the field of 
COVID-19 risk prediction through the application of state-of-the-art ML tech-
niques. By optimizing hyperparameters using the PSO algorithm, this study aims 
to enhance the accuracy and reliability of ML models for predicting COVID-19 
risk, ultimately contributing to more effective public health interventions and 
patient care strategies. 

ML is a branch of artificial intelligence (AI) with an emphasis on developing 
systems that can learn and improve on their own without being explicitly pro-
grammed [2]. 

Some uses of AI and machine learning technologies to battle the COVID-19 
pandemic are:  

• Early detection: AI and machine learning algorithms have been used to de-
velop tools for early detection of COVID-19, based on symptoms, medical his-
tory, and other factors [3]. 

• Diagnosis: Machine and deep learning algorithms have been used to analyze 
chest CT scans and X-ray images to accurately diagnose COVID-19 with a high 
degree of sensitivity and specificity [4]. 

• Epidemiological modeling: Machine learning algorithms have been used to 
develop epidemiological models to predict the infection and spread of COVID-19 
[5]. 

• Contact tracing: AI and machine learning algorithms have been used to de-
velop contact tracing tools that can quickly identify and isolate people who have 
been in close contact with COVID-19 patients [6].  
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The effectiveness of a model can be significantly impacted by choosing the 
right hyperparameters. Underfitting can occur when a hyperparameter is set too 
low, and overfitting can occur when a hyperparameter is set too high. Finding 
the ideal hyperparameter values that strike a balance between model complexity 
and performance is crucial. 

Amidst the vast array of ML methodologies, the selection and optimization of 
hyperparameters play a pivotal role in enhancing model performance. Hyperpa-
rameter optimization, the process of fine-tuning configuration settings that are 
not learned during training, significantly impacts the predictive power and ge-
neralization ability of ML models [7]. 

However, achieving optimal hyperparameter settings presents a formidable 
challenge, particularly in the context of COVID-19 risk prediction. This study 
focuses on addressing this challenge by leveraging the Particle Swarm Optimiza-
tion (PSO) algorithm to effectively search the hyperparameter space and enhance 
the predictive performance of ML models. The main objective of this research is 
to develop and evaluate optimized ML models for predicting COVID-19 risk by 
identifying the optimal hyperparameters that maximize accuracy. 

To achieve this objective, a diverse dataset encompassing clinical and epide-
miological characteristics linked to COVID-19 cases serves as the foundation for 
model development and evaluation. Various ML algorithms, including Random 
Forests, Decision Trees, Support Vector Machines, and Neural Networks, are 
employed to capture the intricate relationships within the data and facilitate ac-
curate risk prediction. 

Numerous benefits come with the hyperparameters optimization process [8], 
such as improved model generalization, faster convergence, increased robustness, 
reproducibility, and cost-cutting. Various methods are employed for optimising 
hyperparameters, including Grid Search [9], Random Search [10], Bayesian Op-
timization [11], Genetic Algorithm [9], Gradient-Based Optimization [12], Swarm 
intelligence [13] [14], and Ensemble-based Methods [15]. 

The significance of this research lies in its potential to advance the field of 
COVID-19 risk prediction through the application of state-of-the-art ML tech-
niques. By optimizing hyperparameters using the PSO algorithm, this study aims 
to enhance the accuracy and reliability of ML models for predicting COVID-19 
risk, ultimately contributing to more effective public health interventions and 
patient care strategies. 

In general, the dataset and particular problem being used determine which 
hyperparameter optimization method is best. In order to increase the likelihood 
of finding the optimal hyperparameters, it is frequently advised to utilize a va-
riety of approaches. In addition, it is imperative to employ sufficient validation 
procedures to guarantee that the model does not overfit to the validation data 
while optimizing hyperparameters. 

The remainder of this paper is organized as follows. Section 0 provides an 
overview of related work on machine and deep learning models applied to 
COVID-19 prediction. Section 0 presents the materials and methods, providing 
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a detailed description of the research approach and the dataset. Section 0.0.7 de-
scribes the experimental setup and evaluation method as well as presents the 
findings obtained from the study and offers an in-depth analysis and interpreta-
tion of the results. Finally, section 14 concludes the paper with a summary of our 
findings and directions for future research. 

2. Literature Review 

Research on machine and deep learning for COVID-19 has rapidly expanded 
since the pandemic began, covering diagnosis, prognosis, and treatment plan-
ning. These methods have been used to differentiate COVID-19 from other res-
piratory diseases using clinical data and imaging. 

The study in [16] employed a deep learning algorithm to analyze chest CT 
scans for precise COVID-19 diagnosis and forecast patient outcomes with ma-
chine learning. Authors in [17] used machine learning to develop a predictive 
model for COVID-19 mortality based on patient demographic data, medical 
history, and symptoms. The research in [18] utilized a deep learning model to 
automatically detect abnormalities in chest CT scans of COVID-19 patients and 
evaluated its performance against radiology residents. In [4], a deep learning 
approach using X-ray images to detect COVID-19 achieved notable accuracy 
and sensitivity. The paper [19] introduced a model for predicting drug-target 
interactions (DTIs) using the structural properties of proteins and drugs. In [20], 
a diverse set of machine learning algorithms was used to assess a combined da-
taset for predicting COVID-19 based on symptoms. Authors in [21] introduced 
DeepCOVID-XR, an AI algorithm for detecting COVID-19 on chest radio-
graphs with high accuracy. The study in [22] proposed COVID-Net CT, a deep 
convolutional neural network for detecting COVID-19 cases from chest CT im-
ages, achieving remarkable accuracy. In [5], authors developed supervised ma-
chine learning models to forecast COVID-19 infection cases in Mexico, achiev-
ing high accuracy without optimization. The study represented in [23] a deep 
learning method for predicting epidemic risk using recurrent neural networks 
and deep reinforcement learning was proposed. In [24] presented a method for 
forecasting COVID-19 cases, deaths, and recoveries using LR, SVM, ES, and 
LASSO, with ES showing the most accurate performance. The paper [25] inte-
grated PSO with various machine learning techniques for predicting landslide 
susceptibility, achieving high accuracy. The study in [26] focused on predicting 
heart disease using machine learning techniques, employing PSO for optimizing 
model parameters. The paper [27] explored using PSO to optimize parameters of 
deep learning models, highlighting its effectiveness over grid search. The study 
in [28] addressed the challenge of setting hyperparameters for CNNs by propos-
ing a DPSO approach, achieving significant speedup. The research [29] pre-
sented a framework for optimizing SVM hyperparameters using PSO, with re-
sults indicating improved effectiveness and efficiency. The research in [30] in-
troduced SAFE-PSO for automatically optimizing hyperparameters and archi-
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tecture of NNs, demonstrating high effectiveness and efficiency. 
In summary, Research on machine and deep learning for COVID-19 man-

agement has surged, showing potential in diagnosis, prognosis, and treatment 
planning by accurately identifying cases and predicting outcomes. Deep learning 
excels in analyzing medical imaging like chest CT scans, while machine learning 
forecasts disease progression using demographic and clinical data. Despite the 
advancements in utilizing these techniques, there is a notable absence of optimi-
zation approaches in many studies, which could potentially enhance the accura-
cy and efficiency of predictive models. Furthermore, beyond COVID-19 re-
search, machine learning and optimization techniques have been applied in var-
ious domains. 

However, the optimization of hyperparameters and model architectures re-
mains a challenging and computationally expensive task in many deep learning 
applications. Addressing this challenge in the proposed study could significantly 
improve the performance and efficiency of machine learning models across di-
verse domains, leading to more accurate predictions and better-informed deci-
sion-making processes. 

3. Materials and Methods  

The overall prediction framework is depicted in Figure 1. The prediction pro-
cedure is divided into five stages: Covid-19 data collecting, preprocessing, pre-
diction, performance evaluation, and visualisation of outcomes. The data collec-
tion phase involves gathering the Novel COVID-2019 dataset, which is then uti-
lized to assess the machine learning models. Preprocessing phase involves chang-
ing, purifying, updating, and preparing the dataset for machine learning model 
training. Prediction phase includes the prediction of the COVID-19 risk, mul-
tiple PSO-based refined machine learning models were used on the training da-
taset. During the performance evaluation phase, the results are scrutinized and 
assessed to ascertain their effectiveness. Result visualisation phase entails con-
verting the prediction outcomes into a graphical representation. Figure 2 shows 
the detailed steps of the prediction process. 

3.1. Dataset  

In this study, the “COVID-19 Dataset” is obtained from Kaggle [31]. This data-
set includes 21 distinct features and 1,048,576 distinct cases. The dataset’s fea-
tures columns are described in Table 1. The features’ data types include date and 
numeric. 

3.2. Data Preprocessing  

Three tasks had been performed to preprocess the COVID-19 Dataset:  
• Label-encoding: One Hot Encoding was used to encode each column with 

a numeric value (0 or 1) except columns “MEDICAL_UNIT”, “AGE”, and 
“CLASIFFICATION_FINAL”.  
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Figure 1. Schematic architectural diagram of the proposed COVID-19 risk prediction 
framework. 

 

 

Figure 2. Block diagram of COVID-19 prediction process. 
 

Table 1. COVID-19 dataset description.  

Feature Type Description 

USMER Numerical 
the patient treated medical units of 1st, 2nd 
or 3rd level 

MEDICAL_UNIT Numerical type of institution that provided the care 

SEX Numerical 1 - female. 2 - male 

PATIENT_TYPE Numerical type of care the patient received 

DATE_DIED Date The date of death, or 9999-99-99 otherwise 

INTUBED Numerical 
whether the patient was connected to the 
ventilator 

PNEUMONIA Numerical 
whether the patient already have air sacs  
inflammation or not 

AGE Numerical Age of the patient. 
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Continued 

PREGNANT Numerical whether the patient is pregnant or not 

DIABETES Numerical whether the patient has diabetes or not 

COPD Numerical 
has Chronic obstructive pulmonary disease or 
not 

ASTHMA Numerical whether the patient has asthma or not 

INMSUPR Numerical 
whether the patient is immunosuppressed or 
not 

HIPERTENSION Numerical whether the patient has hypertension or not 

OTHER_DISEASE Numerical whether the patient has other disease or not 

CARDIOVASCULAR Numerical 
whether the patient has heart or blood vessels 
related disease 

OBESITY Numerical whether the patient is obese or not 

RENAL_CHRONIC Numerical 
whether the patient has chronic renal disease 
or not 

TOBACCO Numerical whether the patient is a tobacco user 

CLASIFFICATION_FINAL Numerical Covid test results. 

ICU Numerical 
whether the patient had been intensive care 
unit 

 
• Cleaning the missing values: the rows containing values 97 and 99 were 

missing, so the data was cleaned to preserve rows that contain 1 and 2 values 
only.  

• Feature engineering: columns “DATE_DIED”, “INTUBED”, and “ICU” 
were summed together resulting a label column “AT_RISK” that expresses 
whether the patient is at risk from COVID-19 or not.  

• Handling imbalancing classes by using Synthetic Minority Over-sampling 
Technique (SMOTE): SMOTE is a statistical technique used to increase the 
number of cases in a dataset in a balanced way [32]. It works by creating syn-
thetic samples from the minority class instead of creating copies. This is achieved 
by randomly selecting a point from the minority class and computing the 
k-nearest neighbors for this point. The synthetic points are then created by 
choosing one of the k-nearest neighbors and forming a linear combination with 
the original point. This method helps in balancing the dataset by augmenting the 
minority class, which improves the performance of the classification algorithms. 
Unlike simple oversampling techniques that replicate existing samples, SMOTE 
generates new instances that are plausible and within the feature space of the 
minority class. This leads to a more diverse and representative sample of the 
minority class, reducing the likelihood of overfitting that is common with simple 
oversampling. By synthesizing new examples, SMOTE can improve the decision 
boundary derived by the classifier, making it more robust and accurate in dis-
tinguishing between the classes. Figure 3 portraits the affect of SMOTE on the 
imbalancing dataset. In the “Original Dataset” chart in Figure 3(a), we see a sig-
nificant imbalance between the two classes, with the majority class (label 0) 
having 937,891 instances compared to 87,261 instances in the minority class (la-
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bel 1). This kind of imbalance can skew the performance of machine learning 
models, often leading to a bias towards the majority class. The balanced dataset 
with SMOTE chart in Figure 3(b) shows the class distribution after applying 
SMOTE. Both classes are now equal with 937,891 instances each. By synthesizing 
new samples in the minority class, SMOTE has created a balanced dataset, which 
can potentially improve the performance of a classifier. With this balance, a 
model can better learn the characteristics of both classes, leading to improved 
generalization and a more accurate prediction on unseen data.  

3.3. Hyperparameters of Machine Learning Models  

Selecting and configuring the machine and deep learning algorithms is a chal-
lenging task in the prediction process. The performance of numerous models is 
dependent on picking the appropriate model configurations [33]. Consequently,  

 

 
(a) 

 
(b) 

Figure 3. Balancing the COVID-19 dataset by SMOTE. 

https://doi.org/10.4236/jcc.2024.123010


H. S. Salem et al. 
 

 

DOI: 10.4236/jcc.2024.123010 168 Journal of Computer and Communications 
 

it is critical to successfully define the model’s ideal hyperparameters prior to 
model learning. Hyperparameters are the parameters of the machine learning 
algorithms that shape the structure of the machine learning models and they are 
set by the user before the learning phase [34]. Certain hyperparameters, like the 
learning rate for neural network training or the SVM model’s penalty parameter, 
are used to configure the model, while others, like the neural network’s activa-
tion function and the SVM model’s kernel type, are used to choose the algorithm 
that minimizes the cost function. The hyperparameters can be categorized as 
discrete, continuous, or categorical hyperparameters [35]. Table 2 provides a list 
of general hyperparameters that are used to build machine learning models. The 
process of determining the ideal combination of hyperparameter settings that 
maximises the overall model’s performance and accuracy is known as hyperpa-
rameter tuning [36]. Because of its direct influence on the accuracy of the analy-
sis and prediction tasks, the hyperparameter tuning process is regarded as a 
game changer for any machine learning system. 

 
Table 2. Hyperparameters for machine learning models. 

Machine Learning Models Hyperparameter 

Boosted Random Forest 

n estimators 

max depth 

criterion 

min samples split 

min samples leaf 

max features 

Decision Tree 

criterion 

max depth 

min samples split 

min samples leaf 

max features 

SVM 
C 

kernel 

KNN N neighbors 

MLP 
ANN 

number of hidden 

layers, 

loss, 

optimizer, 

activation, 

learning rate, 

dropout rate, 

epochs, 

batch size, 

early stop patience 
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3.3.1. Particle Swarm Optimization (PSO) 
The PSO algorithm is a kind of evolutionary algorithm (EA) that uses natural 
phenomena as inspiration to find optimal solutions to optimization problems. 
The PSO works by dispersing a large number of interactive particles, or agents, 
throughout the search space of the problem. Each particle expresses a candidate 
solution for the problem. Each particle moves in the search space by tracking its 
position and velocity, which are updated for each state to keep track of the op-
timal particles [37]. The main steps of the PSO algorithm are explained in Algo-
rithm 1. 
 

 
 

The algorithm takes several inputs, including the number of particles, maxi-
mum iterations, inertia weight, learning factors, and hyperparameter boundaries. 
Each particle in the PSO algorithm represents a potential solution, with its posi-
tion corresponding to a set of hyperparameters for a specific machine learning 
model. The algorithm initializes each particle with a random position within the 
specified hyperparameter boundaries and assigns a random initial velocity. It 
then evaluates the performance of each particle’s hyperparameters using a pre-
defined evaluation function. Throughout the optimization process, particles up-
date their positions based on their velocities, personal best positions, and global 
best position found by the entire swarm. The velocity update equation includes 
terms representing the particle’s personal best position, the global best position, 
and the inertia weight, which controls the impact of the particle’s previous ve-
locity on its movement. The PSO algorithm iteratively updates the positions of 
particles over a specified number of iterations. At each iteration, particles com-
pare their current performance with their personal best performance and update 
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their personal best positions accordingly. Additionally, the algorithm tracks the 
global best position found by any particle in the swarm and updates it whenever 
a particle discovers a better solution. After the specified number of iterations, the 
algorithm returns the global best set of hyperparameters, which represents the 
optimized configuration for the machine learning model. 

3.3.2. Hyperparameters Optimization of Machine Learning Models Using  
PSO  

In this study, the PSO algorithm is utilized to optimize the hyperparameters of 
the machine learning models. Recent studies have demonstrated that swarm in-
telligence, particularly PSO, is capable of achieving highly effective results in 
hyperparameter optimization tasks, particularly when dealing with large-scale 
datasets. The findings of this study also provide evidence of the efficacy of PSO 
in optimizing hyperparameters for improved performance. The procedure of 
hyperparameter optimization process by using the PSO is mentioned in Algo-
rithm 2. 

 

 
 

When it comes to machine learning, the selection and optimization of objec-
tive functions are pivotal in enhancing the accuracy and efficiency of the models. 
These functions act as critical navigators for the algorithm, steering it towards 
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minimizing or maximizing a designated metric, thus ensuring an optimal fit of 
the model. The significance of choosing an appropriate objective function 
cannot be overstated, as it fundamentally influences the learning trajectory and 
the eventual performance of the machine learning models. This research em-
ploys supervised learning techniques, wherein models are meticulously trained 
on a dataset annotated with correct answers. Predominantly, the loss function 
emerges as the paramount objective function in this context. It measures the va-
riance between the model’s predictions and the actual observations, with the 
primary aim being the reduction of this variance. This objective is pursued 
through the implementation of the Particle Swarm Optimization (PSO) algo-
rithm. Detailed in the subsequent sections are the explorations of objective func-
tions and the critical tuning of hyperparameters across six distinct machine 
learning models. 

3.4. COVID-19 Risk Prediction 

For figuring out COVID-19 risk, six distinct machine learning models were em-
ployed: Boosted Random Forest, Decision Tree, Support Vector Machine (SVM), 
K-Nearest Neighbors (KNN), Multilayer Perceptron (MLP), and Artificial Neur-
al Networks. These models were optimized using PSO and trained using a 
COVID-19 dataset containing various attributes and clinical factors. 

3.4.1. K-Nearest Neighbor (KNN) 
For each test sample in KNN, the predicted class is determined by identifying 
the majority class among its k-nearest neighbors within the training set. A class y 
is denoted by:  

( )
( )arg max ,

j i k
i jc x N x

y I y c
∈

= =∑                    (1) 

1,2, , ; 1,2, ,i n j m= =   

where 1I =  when i jy c= , otherwise 0I = ; ( )kN x  is the field involving the 
k-nearest neighbors of x. The hyperparameters for K-nearest neighbors (KNN) 
algorithm are n neighbors which determines the value of k, the weights as-
signed to each neighbor; weights can be “uniform” or “distance”, and the metric 
that specifies the distance metric used to calculate the distances between data 
points; commonly used distance are “euclidean”, “manhattan”, and “chebyshev”. 

3.4.2. Support Vector Machine (SVM) 
The objective function of SVM classifier can be expressed as 

( ){ } T

1

1arg max max 0,1
n

i i
i

y f x C
n =

 − + 
 
∑

w
w w              (2) 

where w  is a normalization vector, C is penalty parameter, the kernel function 
( )f x . C one of the hyperparameters that need to be tuned which plays a pivotal 

role by setting the penalty for incorrect classification of data points. Equally im-
portant is the kernel hyperparameter, which specifies the kernel function to be 
used, options including “linear”, “polynomial”, “sigmoid”, or “radial basis func-

https://doi.org/10.4236/jcc.2024.123010


H. S. Salem et al. 
 

 

DOI: 10.4236/jcc.2024.123010 172 Journal of Computer and Communications 
 

tion (RBF)”. Furthermore, gamma is relevant for specific kernel functions (RBF, 
polynomial, and sigmoid), influencing the decision boundary’s curvature. Lastly, 
degree is a parameter exclusive to the polynomial kernel, dictating the complex-
ity of the model. Each of these hyperparameters directly affects the model’s abil-
ity to learn and generalize from the data, underscoring the necessity of their 
careful adjustment. 

3.4.3. Boosted Random Forest  
Random Forest is an ensemble learning method that combines several decision 
trees to make predictions. Unlike certain other algorithms, Random Forest’s 
training process does not directly optimize a specific objective function. Rather, 
it builds a variety of decision trees and aggregates their predictions using a mix 
of methods, such as bootstrapping and random feature selection. 

The following are the RF hyperparameters that require tuning: criterion, 
which defines the function used to assess the quality of a split in each decision 
tree, gini impurity, which quantifies the likelihood of incorrectly classifying a 
randomly selected element, entropy, which quantifies the expected amount of 
information gained by splitting on a feature, n estimators, which establish how 
many decision trees to include in the RF, max depth, which determines the 
maximum depth allowed for each decision tree in the RF, min samples split, 
which sets the minimum number of samples required to split an internal node, 
min samples leaf, which sets the minimum number of samples required to be at 
a leaf node, max features, that controls the number of features randomly se-
lected for each decision tree. 

3.4.4. Artificial Neural Network (ANN) 
The kind of objective functions being used determines the performance of the 
ANN classifier. For various ANN classifier types, there are a number of shared 
objective functions.  

• Cross-Entropy Loss: 
Let iy  be the true class label for the i-th sample (binary or one-hot encoded) 

ip  be the predicted class probability for the i-th sample, then the cross-entropy 
loss is given by:  

( )CE logi i
i

L y p= −∑                        (3) 

• Mean Squared Error (MSE) Loss: 
Let iy  be the true class label (0 or 1) for the i-th sample ip  be the predicted 

class probability (between 0 and 1) for the i-th sample, then the mean squared 
error loss is given by:  

( )2
MSE

1
i i

i
L y p

N
= −∑                      (4) 

• Hinge Loss: 
Let iy  be the true class label (−1 or 1) for the i-th sample if  be the pre-

dicted output (before applying the sign function) for the i-th sample, then the 
hinge loss is given by:  
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( )hinge
1 max 0,1 i i

i
L y f

N
= − ⋅∑                   (5) 

3.4.5. Multilayer Perceptron Neural Network (MLP) 
The objective function of an MLP classifier using cross-entropy loss is given by:  

( )CE
1 logij ij

i j
L y p

N
= − ∑∑                    (6) 

where iy  is the true class label (binary or one-hot encoded) for the i-th sample 
and ip  be the predicted class probabilities (output) for the i-th sample. The 
hyperparamters that need to be tune in MLP are: hidden_layer_sizes that de-
termines the quantity of neurons present in each hidden layer of the MLP, acti-
vation which decides the activation function applied in the hidden layers, solver 
that designates the optimization algorithm utilized for training the MLP, alpha 
that commonly referred to as weight decay, which serves the purpose of miti-
gating overfitting, learning_rate establishes the learning rate employed for 
weight updates during training, batch_size determines the quantity of samples 
utilized in each training batch, and max_iter that sets the maximum number of 
iterations (epochs) for training the MLP. 

3.5. Performance Evaluation  

The following evaluation metrics were employed in the assessment procedure to 
ascertain the machine learning models’ level of effectiveness. 

• Accuracy: is the ratio of the total correct predictions (TP + TN + FP + FN) 
by the predictor or classifier to the total data points (TP + TN) of a dataset. Equ-
ation 7 is used to calculate the accuracy metric.  

TP TNAccuracy
TP TN FP FN

+
=

+ + +
                  (7) 

• Recall (sensitivity): evaluates the model’s capability to accurately recognize 
positive instances among all the actual positive instances, providing a measure of 
the correctly predicted true positives. 

The recall metric is calculated by using Equation (8) as follows:  
TPRecall

TP FN
=

+
                        (8) 

• Precision (positive predictive value): measures the proportion of true positives 
out of all instances predicted as positive by the model, emphasizing the accuracy of 
positive predictions. The precision metric is calculated by using Equation (9):  

TPPrecision
TP FP

=
+

                       (9) 

• F1 score: is a composite metric that integrates precision and recall into a 
unified value, offering a balanced evaluation of a model’s performance by consi-
dering both false positives and false negatives. The F1 score is calculated by us-
ing Equation (10): 

precision recallF1 2
precision recall

⋅
= ⋅

+
                    (10) 
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4. Results and Discussion 

The proposed methodology was validated using Boosted Random Forest, Deci-
sion Tree, SVM, MLP, KNN, and ANN. The hyperparameters of each classifier 
were adjusted using the PSO method. In the experimental configuration, a lap-
top running Ubuntu 20.04.1 LTS, equipped with an Intel® CoreTM i5-8250U 
CPU running at 1.60 GHz and 8 GB of RAM, was used to run the classifiers code 
by Python 3. Numerous packages and libraries, such as Numpy, Pandas, SciPy, 
Datetime, Scikit Learn, sklearn, Pyswarm, and Matplotlib, were required by the 
code. In these implementations, the dataset was split into 80% training and 20% 
testing and validation. For figuring out COVID-19 risk, the PSO algorithm was 
used to optimise the parameters of these machine learning models. The models 
were trained on a COVID-19 dataset. Table 3 summarizes the hyperparameters 
that were tuned using PSO in this study. Regarding the choice of hyperparame-
ters and their ranges, these are typically determined based on domain knowledge, 
previous research findings, and experimentation. For example, the maximum 
depth, maximum features, and number of estimators for Boosted Random For-
est are chosen to balance model complexity and performance. Similarly, the 
choice of hyperparameters for other models such as Decision Tree, SVM, KNN, 
MLP, and ANN is guided by their respective characteristics and requirements. 
The ranges for these hyperparameters are selected to cover a wide range of po-
tential values while ensuring that they are meaningful and relevant for the spe-
cific machine learning model being optimized. 
 
Table 3. A summary of the machine learning models’ hyperparameter values used in the 
experimental work. 

Model Hyperparameter Value 

 max depth 9 

Boosted Random Forest max features 7 

 n estimator 67 

Decision Tree max depth 7 

 min samples split 7 

SVM C 79.61 

 gamma 0.155 

KNN K 32 

 P 1 

 hidden layers 2 

MLP number of neurons 2 

 tanh 1 

 learning rate 0.0776 

ANN hidden layer sizes (10, 25) 

 alpha 0.00029 

 learning rate 0.00226 
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Figures 4-6 demonstrate confusion matrices of optimized models for KNN, 
SVM, and MLP classifiers, respectively. 

To evaluate the performance of the PSO-optimized models, they were compared 
to baseline models that were trained without optimization. The criterion for this 
comparison was accuracy. Findings from this evaluation illuminated a notable en-
hancement in performance, with the PSO-optimized models surpassing their base-
line counterparts in terms of accuracy. This outcome underscores the value of PSO 
in refining machine learning models to achieve superior accuracy. 

 

 

Figure 4. Confusion matrix of optimized KNN. 
 

 

Figure 5. Confusion matrix of optimized SVM. 
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Figure 6. Confusion matrix of optimized MLP. 
 

The optimized models’ accuracy varied between 88.26% and 92.20%, whereas 
the baseline models’ accuracy was between 86% and 89.52%. The accuracy of the 
PSO-optimized models compared to the baseline models was plotted in bar 
charts to illustrate these findings. According to the charts, the optimized ver-
sions of all the models were more accurate than the baseline versions (Figure 7, 
Figure 8). 

As an illustration, in Figure 9, the comparison chart of Decision Tree models 
demonstrated that the PSO-optimized model attained an accuracy level of 92.20%, 
whereas the baseline model reached an accuracy of 89.52%. 

Together, these results suggest that the PSO algorithm effectively adjusts para-
meters of machine learning models to improve their ability to predict COVID-19 
risk. These findings hold important implications for shaping accurate and effec-
tive public health interventions and policies amidst the global endeavor to com-
bat the COVID-19 pandemic (Figures 10-12). 

An additional metric, the Area Under Curve (AUC), was calculated to provide 
further validation of the model’s performance beyond the measured accuracy 
score. The AUC serves as a complementary measure, affirming the model’s 
high-quality classification capabilities, particularly following the optimization of 
hyperparameters. Figures 13-15 shows Receiver Operating Characteristic (ROC) 
Curve and the AUC metric value for KNN, SVM and MLP optimized models 
respectively, reinforcing robust classification performance. 

These findings collectively imply that the PSO algorithm is capable of effi-
ciently fine-tuning machine learning model parameters to enhance the models’ 
performance to forecast COVID-19 risk. These findings have significant ramifi-
cations for formulating precise and successful public health interventions and 
policies in the course of the ongoing international effort to combat the COVID- 
19 pandemic. 
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Figure 7. Accuracy of optimized KNN and its baseline counterpart. 
 

 

Figure 8. Accuracy of optimized SVM and its baseline counterpart. 
 

 

Figure 9. Accuracy of optimized Decision Tree and its baseline counterpart. 
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Figure 10. Accuracy of optimized Random Forest and its baseline counterpart. 
 

 

Figure 11. Accuracy of optimized ANN and its baseline counterpart. 
 

 

Figure 12. Accuracy of optimized MLP and its baseline counterpart. 
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Figure 13. Area Under Curve optimized KNN and its baseline counterpart. 
 

 

Figure 14. Accuracy of optimized SVM and its baseline counterpart. 
 

 

Figure 15. Accuracy of optimized MLP and its baseline counterpart. 
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5. Conclusion and Future Work  

In conclusion, the application of the PSO algorithm for optimizing the hyperpa-
rameters of six machine learning models-Random Forest, Decision Tree, SVM, 
KNN, MLP, and Artificial Neural Networks-demonstrated enhanced accuracy in 
analyzing and predicting COVID-19 risk, surpassing that of baseline models. 
This underscores the effectiveness of the PSO algorithm in refining machine 
learning models for the prognostication of COVID-19 risk, offering potential 
utility in shaping public health policies and interventions. The study’s findings 
illuminate the promise of leveraging optimized machine learning models for 
precise COVID-19 risk prediction, contributing valuable perspectives to the 
global efforts aimed at mitigating the pandemic. However, it is imperative to 
acknowledge a limitation stemming from the constrained computational re-
sources, which restricted the number of trials for the PSO algorithm. This limi-
tation highlights the need for further investigation with expanded computational 
capacity to explore the full spectrum of PSO outcomes and potentially unveil 
more profound insights. Future endeavors in this domain may include extending 
the scope of variables, such as incorporating healthcare system capacity, to aug-
ment model accuracy. This expansion necessitates comprehensive data collec-
tion and preprocessing, along with the meticulous selection of pertinent va-
riables. Additionally, validating the models with independent datasets across di-
verse geographic regions and populations will be crucial to affirm their generali-
zability and robustness. 
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