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Abstract 
In this paper, an improved Fast-R-CNN nuclear power cold source disaster 
biological image recognition algorithm is proposed to improve the safety op-
eration of nuclear power plants. Firstly, the image data sets of the disas-
ter-causing creatures hairy shrimp and jellyfish were established. Then, in 
order to solve the problems of low recognition accuracy and unrecognizable 
small entities in disaster biometrics, Gamma correction algorithm was used to 
optimize the image of the data set, improve the image quality and reduce the 
noise interference. Transposed convolution is introduced into the convolu-
tion layer to increase the recognition accuracy of small targets. The experi-
mental results show that the recognition rate of this algorithm is 6.75%, 7.5%, 
9.8% and 9.03% higher than that of ResNet-50, MobileNetv1, GoogleNet and 
VGG16, respectively. The actual test results show that the accuracy of this al-
gorithm is obviously better than other algorithms, and the recognition effi-
ciency is higher, which basically meets the preset requirements of this paper. 
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1. Introduction 

With the rapid development of science and technology, the current nuclear power 
cold source disaster biometric monitoring methods are various; the three exist-
ing detection and recognition means are acoustic detection [1], video detection 
[2] and remote sensing monitoring [3]. The acoustic detection method is mainly 
sonar, which acquires underwater acoustic signal, extracts the feature of under-
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water acoustic signal, and then classifies the target, so as to achieve the purpose 
of target recognition. Sonar is an important underwater detection equipment, 
which can be divided into single-beam sonar and multi-beam sonar. In 2011, 
Doehring K et al. [4] [5] used dual-frequency sonar to identify and detect fish 
migration activities, record fish quantity, and solve the problem of quantity de-
tection during fish movement. Zhang J et al. [6] used the underwater acoustic 
high-resolution multi-beam detection method to detect and identify the disaster 
causing organisms such as jellyfish and shrimp in the waters near the nuclear 
power cold source, obtained their echo characteristics, analyzed their distribu-
tion density in the sensitive sea area, and provided effective identification infor-
mation. 

However, the underwater recognition and detection system composed of so-
nar also has some defects, such as low resolution, less target information, sensi-
tive to noise, and so on. Remote sensing technology is a detection technology 
that uses sensors to perceive the electromagnetic wave information reflected and 
radiated by the target. Yu X et al. used near infrared remote sensing technology 
to identify the types of shrimp, the method adds a new tool to the multivariate 
analysis of hyperspectral images for shrimp quality detection and demonstrates 
the rapid and nondestructive detection of shrimp through the combination of 
hyperspectral imaging technology and deep learning [7]. 

At present, optical remote sensing mainly uses electromagnetic waves such as 
visible light, near infrared, short-wave infrared and thermal infrared [8] [9] [10] 
[11] for imaging recognition and detection, although remote sensing data with 
high spatial, hyperspectral and high temporal resolution can be obtained. How-
ever, optical remote sensing has some limitations. For one thing, it relies on so-
lar radiation and can’t work around the clock. Secondly, it is greatly affected by 
the weather, and it is difficult to meet the needs of real-time monitoring and 
identification. The existing video surveillance mainly relies on the camera for 
target monitoring and recognition, compared with sonar and radar, the image 
information obtained by the camera is more abundant. Video surveillance [12] 
[13] [14] [15] uses technologies such as signal transmission, data storage and 
target detection to detect, locate and classify targets all day long. However, the 
monitoring range of video surveillance is limited by the shooting distance, and 
can only be monitored and identified in a small range. In addition, the current 
classification recognition technology also has some limitations. 

Currently, recognition technologies are mainly divided into two categories. 
One is the traditional recognition method [16], which needs to segment the tar-
get and design a separate algorithm according to its features, such as the Haar 
feature plus cascade classifier [17]: The target object in the image is detected by 
Haar feature, and the target is classified by the subsequent classifier, SIFT feature 
and Bag of Words model [18] [19]: The local features of the image are extracted 
by SIFT algorithm, and then the Bag of Words model is used to classify the im-
age. But traditional recognition algorithms only use a single object and cannot 
transfer learning. Another category is deep learning [20] [21] [22] [23], which 
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uses artificial neural networks to learn and recognize patterns in images. Deep 
learning models can be trained on large data sets to accurately identify objects in 
images, such as convolutional neural networks [24] [25] [26]: Through mul-
ti-layer convolution and pooling operations, image features are extracted, and 
then fully connected layers are used for classification. Recurrent neural network 
[27] [28] [29] [30]: recognition of images by sequential modeling of images. And 
object detection algorithms [31] [32] such as YOLO: by positioning the target in 
the image to achieve the recognition of jellyfish and shrimp. However, the above 
neural network algorithm has some disadvantages in practice, such as long 
training time and gradient explosion caused by deep network layers. Therefore, 
Adding transposition and dilatation convolution to Fast-R-CNN Dilatation con-
volution is a convolution operation that can increase the receptive field. By in-
troducing void parameters into the convolution kernel, the receptive field can be 
expanded without increasing the parameters and the amount of computation. 
For objects such as jellyfish and shrimp, which may have large size and detail 
information, the use of dilation convolution can better capture the context in-
formation of these objects and improve the accuracy of detection. Transposed 
convolution is an operation used for upsampling. In Fast R-CNN, transposed 
convolution can be used to upsample a low-resolution feature map to the same 
size as the input image for more fine-grained target positioning and detection. 
For small targets such as jellyfish and shrimp, transposed convolution can in-
crease the resolution of feature maps and improve the accuracy of target detec-
tion. By adding dilatation convolution and transposition convolution, the sens-
ing ability and positioning accuracy of the Fast R-CNN model can be enhanced 
for objects such as jellyfish and shrimp, and the accuracy and effect of target de-
tection can be improved. 

2. Data Set Construction and Image Enhancement 
2.1. Establishment of Dataset 

At present, there are few public data sets of nuclear cold-source disaster-causing 
organisms, and the number of species of disaster-causing organisms is small. 
Therefore, this paper established its own data set of nuclear cold-source disas-
ter-causing organisms, shrimp and jellyfish. Some of the images in the dataset 
were obtained through the open data website of the Third Ocean Institute, and 
some images were collected by oneself. Among them, there are 2301 public data 
sets and 4205 self-collected images, totaling 6205 images (2304 for shrimp and 
4202 jellyfish). Figure 1 shows a sample of a disaster organism; Table 1 shows 
the quantity of each disaster-causing organism in the cold source of nuclear power: 

In Figure 1, the left is a jellyfish sample and there is a shrimp sample. Here’s 
the part. 

In order to make the experimental effect effective, this paper divides the 
training set and test set according to the ratio of 8:2, including 5205 training sets 
and 1301 test sets. 
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Figure 1. Nuclear power cold source disaster biological samples. 

 
Table 1. Nuclear power cold source disaster biological data set. 

Species of disaster causing organisms Quantity 

shrimp 2304 

Jellyfish 4202 

2.2. Image Enhancement of Disaster-Causing Organisms 

Disaster causing organisms live near the inlet of the nuclear power plant, over-
lapping with the scope of human activities, so there are a lot of human house-
hold garbage in the water, coupled with the sewage discharged by the nearby 
factory, so the image of shrimp and jellyfish will be disturbed by noise. Because 
they are small and gather in large groups, they are difficult to distinguish. The 
color of jellyfish body in seawater is affected by seawater, and the body characte-
ristics are not obvious. When jellyfish moves, the umbrella will change its shape, 
which brings challenges to feature extraction in the recognition process. There-
fore, this paper needs to enhance the image processing to improve the image 
quality and reduce the image noise. This paper attempts to process images using 
three methods: Gamma correction, unsharping shielding and dark shadow re-
moval [33] [34] [35]. After comparing the processing effects of several algo-
rithms, the one with better processing effect is selected as the image enhance-
ment method in this paper. The result of image enhancement processing is 
shown in Figure 2. 

In order to evaluate the processing results of image enhancement, the defini-
tion of image is introduced as an evaluation index. In this paper, jellyfish image 
is mainly taken as the evaluation index value. Table 2 shows the evaluation in-
dex value of image quality after various processing methods. 

Table 2 shows the clarity data of the quality index of the image evaluated by 
Gamma. From the data, the clarity corrected by Gamma is  
6.7740697857211885px. Therefore, the data set constructed in this paper was 
corrected by Gamma as an enhancement method for biological images caused by 
nuclear cold source disaster. 

3. The Principle and Improvement of Fast-R-CNN 

In convolutional neural networks, Fast-R-CNN is a deep learning model for im-
age processing and recognition. The number of layers and iteration times of the  
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Figure 2. Image enhancement contrast. 

 
Table 2. Image quality evaluation index. 

 Articulation (px) 

Origin Image 8.554388196960076 

Gamma Adjust 6.7740697857211885 

Unsharpened Mask 1.2324185590527955 

Dark Shadow 8.800953006414 

 
model will affect the feature extraction and recognition rate. In general, increas-
ing the number of layers and iterations can improve the recognition rate, but it 
also increases the training time and the consumption of computing resources. 
Convolutional networks have the largest receptive field when processing images, 
that is, they can capture a larger range of feature information. However, when 
multiple pooled iterations are included in the convolution structure, detailed 
features below a certain pixel may not be accurately extracted. This can lead to 
small creatures not being correctly identified in the image, such as the disas-
ter-causing shrimp and jellyfish. Therefore, when designing convolutional neur-
al networks, it is necessary to weigh the number of layers and the number of ite-
rations according to actual requirements, and pay attention to the influence of 
the number and step size of pooled iterations on feature extraction. 
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Figure 3. Fast-R-CNN small target recognition error. 

 
As shown in Figure 3, failure to recognize small targets is a common problem 

in image recognition. To solve this problem, there are usually two ways. One 
method is to adjust the size of the convolution kernel and enlarge the size of the 
receptive field on the premise that the number of layers in the network is un-
changed. This can increase the perceptual range of detail features in the convo-
lution check image, so as to improve the recognition rate of small targets. Another 
approach is to use multiple small convolution nuclei instead of a single large 
convolution kernel layer. This method can increase the nonlinear expression 
ability of the network, improve the extraction and recognition ability of complex 
features, and further improve the recognition rate of small targets. In practical 
application, the suitable method can be selected according to the specific situa-
tion or the combination of two methods for design. 

3.1. Improved Fast-R-CNN Algorithm Principle 

In this paper, an algorithm introducing transposition convolution is introduced, 
which can enlarge the feature points by transposition without changing the ac-
tual size of the convolution kernel. Specifically, transposed convolution is a spe-
cial kind of forward convolution, which is implemented by up-sampling (i.e. en-
larging pixels), then convolution operations, and finally forward convolution. 
Compared with interpolation method, transposed convolution achieves better 
UPsample effect through parameter learning. Transposed convolution is mainly 
used to restore the size of feature map, and is used to restore the image size in 
segmentation and other fields. In particular, transposed convolution does not 
increase the amount of computation in the convolution computation (Figure 4). 

Transposed convolution can be simply understood as three steps: filling, ro-
tating and convolution. 

Take a two-dimensional image as an example, where s represents step size, p 
represents fill, and k is the formula for calculating the transposed convolution of 
the convolution kernel: 

0 0
, 0 0 , (i +p S-p),(j q S)

k k
i j p q p qY k X= =

= = × + ×= ⋅∑ ∑                 (1) 

Let the input feature graph be X, the convolution kernel be K, the step size be 
S, and the fill be P, and the output feature graph Y, i, and j represent the coordi-
nates of the rows and columns of the output feature graph Y, respectively. At 
each output pixel position (i, j), the output value of that position is obtained by 
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weighted summing a certain region in the input feature map X. 
The improved algorithm proposed in this paper is shown in Figure 5. 
This paper presents an improved method to improve the recognition rate of 

small targets. In this method, the subsampling operation in the convolutional 
module is replaced by a transposed convolution with step 1 and fill amount $k - 
1$, and the semantic information in the deep feature is used to improve the rec-
ognition rate of small targets. The improved algorithm introduces transposed 
convolution in the shared convolution layer to generate the feature map of the 
image, and then transmits the feature map to the candidate region generation 
network and ROI pooling layer. The candidate region generation network is 
used to generate the candidate region and the region score, while the ROI pool-
ing layer extracts the candidate region feature map after synthesizing the feature 
map information and the candidate region information. Finally, the feature map 
of the candidate region is sent to the full connection layer and classification layer 
to calculate the category of each candidate region and output the classification 
accuracy rate. At the same time, candidate box regression will adjust the candi-
date box position precisely. The advantage of this method is to improve the rec-
ognition rate of small targets without changing the network structure or adding 
extra computing burden. 

 

 
Figure 4. Transposed convolution diagram. 

 

 
Figure 5. Improved algorithm diagram. 

https://doi.org/10.4236/jcc.2024.121012


K. Liu et al. 
 

 

DOI: 10.4236/jcc.2024.121012 169 Journal of Computer and Communications 
 

3.2. Algorithm Verification 

Whether the improved algorithm proposed in this paper can improve the recog-
nition speed and accuracy, ResNet-50, MobileNetv1, GoogleNet and VGG16 are 
respectively used to conduct comparative demonstration under the same train-
ing conditions in the same data set to verify the effectiveness of the algorithm 
proposed in this paper. The parameter Settings for each network used in valida-
tion training are shown in Table 3. 

In this paper, the learning rate of the improved algorithm and comparison 
network is set to 0.001, the categorical algorithm is used as a loss function, and 
the Adam optimizer is used to reduce the risk of gradient explosion and memory 
consumption. In addition, the training cycle is 15 times. 

4. Analysis of Experimental Identification Accuracy 

As shown in Figure 6, the biometric identification accuracy (test set) of nuclear 
cold source disaster caused by ResNet-50, MobileNetv1, GoogleNet and VGG16 
trained is shown in Figure 6. 

Among these five networks, the recognition rate of ResNet-50, MobileNetv1, 
GoogleNet and VGG16 is 88.54%, 87.79%, 85.49% and 86.26%, respectively, 
while the recognition rate of the improved algorithm in this paper is 95.29%. It is 
worth noting that under the same data set and training times, the improved al-
gorithm in this paper has improved by 6.75%, 7.5%, 9.8% and 9.03%, respective-
ly, compared with the ResNet-50, MobileNetv1, GoogleNet and VGG16 algo-
rithms, showing better performance. These results show that the improved algo-
rithm proposed in this paper has significant advantages in small target recognition. 

As can be seen from Table 4, the total recognition time (15 training sessions) 
of the improved algorithm in this paper is 32s, which is the optimal value. Thus, 
the improved algorithm proposed in this paper can effectively improve the bio-
metric identification speed of nuclear cold source disaster. 

In terms of loss function, the values of ResNet-50, MobileNetv1, GoogleNet 
and VGG16 are 0.4362, 0.4461, 0.4381 and 0.6174, respectively, while the value 
of loss function in this paper is 0.0352. Compared with other networks, the ac-
curacy is the highest in the actual target detection, indicating that the improved 
network prediction effect is better. Only the loss function curve of the network  

 
Table 3. Image quality evaluation index. 

Argument 
Improved algorithm in this paper, ResNet-50,  

GoogleNet, MobileNetv1, VGG16 

Learning rate 0.001 

optimizer Adam 

Loss function Categorical 

Batch size 8 

Training times 15 
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Figure 6. Recognition accuracy rate of each model. 
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Table 4. Training time for each model (15 training sessions). 

Models Time 

ResNet-50 54 s 

GoogleNet 40 s 

MobileNetv1 43 s 

VGG16 41 s 

Improved Fast-R-CNN 32 s 

 

 
Figure 7. In this paper, the algorithm training set and test set loss function graph. 

 
in this paper is given here, as shown in Figure 7. 

Analysis of Identification Effect 

The recognition effect of the five algorithms is shown in Figure 8. 
In Figure 8, there are some problems with biometrics in each network. When 

shrimp concentrations are concentrated together, networks such as ResNet, 
GoogleNet, MobileNet, and VGG16 can be miscalculated. In addition, these 
networks are also unable to accurately identify smaller targets due to the varied 
morphology and color of jellyfish. In this paper, an improved algorithm is pro-
posed, which can effectively improve the accuracy rate of disaster-causing or-
ganisms, and has excellent performance in recognition, which can identify all 
organisms in the image. Through confidence analysis, the confidence of the al-
gorithm in this paper is optimal. The purpose of improving the algorithm pro-
posed in this paper is achieved. 
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Figure 8. Each model identifies the result graph. 

5. Conclusion 

In order to solve the problem of difficult and slow identification of disaster bio-
metrics caused by nuclear power cold source, a data set including jellyfish, 
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shrimp and other disaster organisms was established in this paper. At the same 
time, the recognition algorithm based on Faster R-CNN is improved, and the 
transpose and dilatation convolution methods are introduced to improve the 
detection accuracy of disaster-causing organisms and the detection ability of 
small individuals, and ensure a certain recognition speed. By introducing trans-
posed convolution into the convolution layer, we can effectively up sample the 
low-resolution feature map to the same size as the input image, thus improving 
the accuracy of object detection. This is particularly important for small organ-
isms such as jellyfish and shrimp in nuclear cold sources, as they tend to have 
smaller size and detailed information. The use of transposed convolution can 
increase the resolution of feature maps, making it easier for models to capture 
the subtle features of these small creatures, thus improving the accuracy of rec-
ognition. In addition, the introduction of expansive convolution can enlarge the 
receptive field of the convolution kernel and capture more context information. 
The disaster-causing organisms in the cold source of nuclear power may have 
large size and complex morphological characteristics. The use of expansive con-
volution can increase the model’s perception of these objects and improve the 
accuracy of detection. The evaluation results show that compared with Res-
Net-50, MobileNetv1, GoogleNet and VGG16, the network has improved by 
6.75%, 7.5%, 9.8% and 9.03%, respectively. The recognition accuracy of this me-
thod is 95.29%. In addition, the convergence value of the loss function also 
shows good performance, which further verifies the effectiveness of the proposed 
method. These results have some reference value for nuclear power cold source 
safety. Future research will focus on expanding the nuclear power cold source 
disaster biological data set and improving the accuracy of occlusion recognition 
algorithm. By collecting more sample data, the generalization ability and ro-
bustness of the model can be further improved. At the same time, in view of the 
possible occlusion situation in the nuclear power cold source environment, we 
will be committed to improving the algorithm and improving the accurate iden-
tification ability of the occlusion target, so as to further improve the level of 
nuclear power cold source safety. 
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