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Abstract 
Deepfake technology can be used to replace people’s faces in videos or pic-
tures to show them saying or doing things they never said or did. Deepfake 
media are often used to extort, defame, and manipulate public opinion. 
However, despite deepfake technology’s risks, current deepfake detection 
methods lack generalization and are inconsistent when applied to unknown 
videos, i.e., videos on which they have not been trained. The purpose of this 
study is to develop a generalizable deepfake detection model by training con-
voluted neural networks (CNNs) to classify human facial features in videos. 
The study formulated the research questions: “How effectively does the de-
veloped model provide reliable generalizations?” A CNN model was trained 
to distinguish between real and fake videos using the facial features of human 
subjects in videos. The model was trained, validated, and tested using the Fa-
ceForensiq++ dataset, which contains more than 500,000 frames and subsets 
of the DFDC dataset, totaling more than 22,000 videos. The study demon-
strated high generalizability, as the accuracy of the unknown dataset was only 
marginally (about 1%) lower than that of the known dataset. The findings of 
this study indicate that detection systems can be more generalizable, lighter, 
and faster by focusing on just a small region (the human face) of an entire 
video. 
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1. Introduction 

The rise of deepfake technologies has given rise to images and videos that are 
incredibly realistic but carry the potential for harmful consequences in society 
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[1]. An analysis by Deeptrace Labs [2], revealed that the prevalence of deepfakes 
on the internet has nearly doubled in recent years, with women, especially cele-
brities, being the subjects of 96% of deepfake videos used for sexual fantasies, in-
timidation, and blackmail. The proliferation of deepfake technologies has signif-
icantly impacted the credibility of digital information and has facilitated attacks 
on corporations, individuals, and other groups. Moreover, there has been a surge 
in the use of “shallowfakes”, which are minimally manipulated recordings. As 
the researchers [2] pointed out, the hazards posed by deepfakes are no longer 
hypothetical, and there is an urgent need for a wise and timely reaction. 

Trust in visual content is gradually eroding [3] as deepfake generation me-
thods become more realistic and credible over time and more adept at evading 
detection methods [4] [5]. Deepfake techniques have advanced to the point 
where humans cannot distinguish between real and fake video content, raising 
concerns about deepfake technology [6]. Deepfakes could have substantial re-
percussions for determining the trustworthiness of news articles distributed by 
the media (see Figure 1) and offer a new threat to politics, business, and indi-
vidual privacy [7]. However, despite advancements in deepfake creation tech-
nology, existing deepfake detection algorithms have historically performed 
poorly on untrained video footage from platforms such as YouTube and Face-
book. 

1.1. Statement of the Problem 

Most existing deepfake detection algorithms are ineffective when applied to un-
known or untrained videos due to their tendency to overfit a specific dataset, 
leading to a lack of generalization [8]. The existing deepfake detection algo-
rithms lack generalization and are inconsistent when applied to unknown vid-
eos, i.e., videos on which they have not been trained. Several deepfake detection 
algorithms [9] have reported extremely high detection rates. However, those 
high values were obtained for videos with which the models were already famili-
ar. Most of these approaches perform less well when confronted with previously 
unseen videos, such as real-world deepfake videos [10]. Hence, researchers have 
urged further studies to understand why existing deepfake detectors fail and why 
their detection rates for unknown videos remain poor [5]. Furthermore, the re-
searchers in [10] noted that even the most advanced cutting-edge detection  
 

 

Figure 1. Deepfake examples: (a) Obama, (b) Mark Zuckerberg, and (c) Matteo Renzi. 
Reprinted from “DeepFake Detection by Analyzing Convolutional Traces” by Guarnera, 
Giudice & Battiati, 2020, CVPR workshop. Copyright 2020 by CVPR. 
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technology available today can be misled into mistaking a counterfeit video for a 
genuine one. Considering the potentially disastrous repercussions of deepfake 
videos, developing a generalizable and effective method for recognizing deepfake 
video footage is crucial [11]. 

1.2. Research Question and Hypotheses 

This research developed a CNN model to classify real and fake videos based on 
human facial features. To evaluate the model and address the research problems, 
this research formulated the following questions and hypotheses to assess the 
model’s accuracy: 

RQ. Is the developed model generalizable? 
H0: The model’s average accuracy for known and unknown datasets is not 

equal. 
Ha: The model’s average accuracy for known and unknown datasets is equal. 

2. Literature Review 

Researchers have continued to contribute to the field of deepfake detection. The 
researchers in [12] developed a method that improves the performance of detec-
tion networks by using the VGG19 network as a capsule network. The capsule 
network consists of main capsules and output capsules, with dynamic routing 
used to determine whether the acquired characteristics of the main capsules 
align in real-time. Similarly, the researchers in [1] created a CNN named Me-
soInception-4 to analyze the mesoscopic characteristics of images, while Wang 
et al. proposed a hierarchical neuron activity model for inclusion in their Fa-
keSpotter, which displays high resilience against common perturbation assaults. 
In another research [13] developed a strategy for detecting deepfakes by analyz-
ing the Spatio-temporal features of video streams using a CNN/recurrent neural 
network (RNN) architecture and algorithmic weighting to emphasize the most 
reliable features of a video-level prediction, which showed promising results in 
terms of detection accuracy and potential generalization capability. 

Researchers have also proposed different approaches to deepfake detection, 
Güera [14] suggested using RNN to detect deepfake videos, and Zhao [15] used 
optical flow to capture the apparent fluctuations in facial expressions across 
successive frames. Masi [16] developed a novel manipulation detection system 
called SSTNet, which utilizes low-level artifacts and temporal variations to iden-
tify manipulations. Ruff [17] proposed a novel loss function to improve the se-
paration of modified face regions from the rest of the face. However, while tem-
poral consistency-based detection systems have made significant progress in re-
cent years, there is still room for improvement in their generalization capabili-
ties. 

Nguyen [18] observed that deepfake videos lack global uniformity in light ab-
sorption and reflection, resulting in visual irregularities. The researcher used this 
knowledge to distinguish between genuine and bogus video content, the re-
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searchers achieved an accuracy of 98.9%. They utilized a convex polygon form 
based on the contours of the eyes and the corners of the lips to create more rea-
listic negative scenarios on the computer screen. By analyzing a wide range of 
deepfake video datasets, the study found significant differences in hue and reso-
lution between the internal face and backdrop parts. The researcher obtained an 
average accuracy of 91%. Similarly, the researchers in [19] hypothesized that the 
colors of actual and false camera images were significantly different when com-
paring the two types of images. 

The researchers in [20] proposed a noise print strategy for identifying and 
tracking down deepfake videos and images. The study calculated the degree of 
resemblance between a person’s face and the backdrop by dividing the face and 
the background into equal pieces and calculating the difference between them. 
The technique was evaluated on a publicly available dataset, and it reported ex-
cellent detection accuracy. Li [21] developed a deep neural network model called 
the long-term recurrent CNN (LRCN) to detect irregular eye blink frequency in 
deepfake videos. The researchers in [22] developed a system called Expression 
Manipulation Detection (EMD) for detecting deepfake videos. EMD employs 
discriminative feature maps derived from a framework for detecting facial ex-
pressions to identify identity changes and facial feature changes in images and 
videos. This approach was evaluated on the Face2Face and NeuralTextures da-
tasets, and the accuracy was around 99%. 

Although several deepfake detection algorithms have reported high detection 
rates, they tend to perform less effectively when presented with unknown videos. 
Hence, this work bridged this gap by developing a generalizable deepfake detec-
tion model. The next section of the paper will provide a detailed description of 
the developed deepfake detection model, including its implementation, valida-
tion, and testing processes.  

3. Methodology 

The developed approach in this study was divided into three main phases: fea-
ture extraction, classification, and decision-making. In the first phase, videos 
were segmented into frames, and human faces were detected in each frame. Face 
alignment, compression, and region of interest (ROI) extraction were then per-
formed on the frames. In the second phase, Convolutional Neural Networks 
(CNNs) were trained to classify human facial characteristics and differentiate 
between real and fake videos by analyzing the facial features in the frames. The 
model utilized this knowledge to classify videos as fake or real. In the third 
phase, Bayes probability was employed to calculate the final fake score of videos 
and make predictions about their authenticity. To assess the effectiveness of the 
model, research questions were formulated, and null and alternative hypotheses 
were constructed for the question. The results were analyzed using Minitab 
software, and the statistical significance of the findings was determined using the 
two-sample t-test, consistent with similar research works [23]. 
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This study employed a quantitative research methodology, where the ex-
tracted facial features were converted into numerical form and inputted into the 
CNNs to determine the authenticity of videos. The model analyzed the relation-
ships between the facial features of the subjects in videos to determine their au-
thenticity. The main steps in building the model are outlined below, and a visual 
representation can be seen in Figure 2. 

1) Faces are recognized and extracted from video frames using the Dlib li-
brary. The model then draws a quadratic bounding box around the face region. 
The images are preprocessed and aligned to reduce any irregularities. 

2) CNN models are trained on the preprocessed faces to categorize frames as 
fake or genuine based on human facial characteristics. 

3) The output of step 2 is fed to a Bayesian classifier, which calculates the 
Bayes probability of video clips by combining the fake scores of all frames. The 
final score is then compared to a predetermined threshold to determine the au-
thenticity of the video. 

The model first collects a diverse dataset of real and deepfake videos. Facial 
features, such as landmarks, textures, and color information, are then extracted 
from each frame of the videos. These features are represented in a format that 
can be processed by machine learning algorithms (CNN). Deep learning-based 
analysis is then performed on the facial features to identify patterns or differ-
ences between real and deepfake videos, such as comparing spatial distribution, 
texture patterns, or color information. The model is trained on the labeled data-
set to classify videos as real or deepfake and model is evaluated using a separate 
set of testing data to assess its accuracy and performance metrics. 

3.1. Sample and Population 

In this research, publicly available datasets, specifically DFDC and FaceForen-
sic++, were utilized to train and test the detection model. These datasets contain 
authentic and deepfake videos and were obtained from credible sources. The da-
tasets were downloaded and saved locally for further processing. Preprocessing 
of the videos was conducted using Keras, a Python library based on TensorFlow.  
 

 

Figure 2. A visual illustration of the developed deepfake detection model. 
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Over 25,000 videos were preprocessed to adjust aspect ratio, lighting, and geo-
metric consistency, as well as to extract facial features. Image preprocessing 
techniques such as frame normalization, rotation, cropping, contrast and bright-
ness adjustment, and Gaussian blur were applied to enhance the quality of the 
videos. This preprocessing step was crucial for the success of the research. The 
data was organized into fake and real subfolders for each dataset, and Figure 3 
illustrates the hierarchical structure of the datasets used in this study.  

The training dataset utilized in this study was obtained from the FaceForen-
sics++ video dataset, which consisted of over 500,000 frames from 5000 videos. 
Permission was obtained from the authors to use this dataset for research pur-
poses. The validation set included 2000 real and fake videos from Subset “08” of 
the DFDC dataset, which were saved in the “validation” folder. The testing data-
set utilized ten subsets from the DFDC dataset, totaling approximately 21,000 
videos, and were saved in the “testing” folder. The model was trained and vali-
dated concurrently to prevent overfitting. 

3.2. Instrumentation 

The developed CNN models used multiple convolutional layers, batch normali-
zation, and pooling for frame classification, building on previous research. 
Frames were converted into numerical data, and CNNs were trained using this 
data as input. The model utilized convolution filters with different widths for 
faster feature learning, and learnable weights and biases were assigned to human 
facial features for training. Batch normalization and dropout techniques were 
implemented to prevent overfitting. Accuracy, sensitivity, and specificity were 
used as evaluation metrics. 
 

 

Figure 3. The hierarchical structure of the datasets used in this study. 
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The model’s sensitivity, which represents the number of correctly classified 
fake videos divided by all fake videos, and specificity, which is the fraction of real 
videos correctly classified, were calculated to evaluate the model’s performance. 
These metrics can be mathematically expressed in terms of False Positive (FP), 
False Negative (FN), and True Positive (TP) as follows: 

TP Number of fake video assessmentsSensitivity
TP FN Total number of all fake videos assesed

= =
+

     (1) 

TN Number of real video assessmentsSensitivity
TN FP Total number of all real videos assessed

= =
+

     (2) 

Hence,  
TN TP Correct AssessmentsAccuracy

TN TP FN FP Total number of assessments by the model
+

= =
+ + +

 (3) 

3.3. Data Analysis 

The analysis strategy employed in this study involved using the Minitab software 
to conduct two-sample t-tests and evaluate the statistical significance of the 
model’s accuracy. The research questions were addressed by comparing the 
model’s results with those of other deepfake detection methods, assessing the 
model’s performance on the training and testing datasets. A significance level 
(alpha) of 0.05 was used to determine statistical significance, with p-values below 
this threshold resulting in rejection of the null hypotheses [24]. 

3.4. Participants 

For this investigation, publicly available data from the DFDC dataset was ac-
quired and utilized. The DFDC dataset contains over 100,000 deepfake and ge-
nuine videos, totaling approximately 470 GB [25]. The videos are available for 
download as a single large file or as 50 smaller subsets, each approximately 10 
GB [25]. Due to the size of the full dataset and constraints related to download 
speed and system resources, this study randomly selected 10 subsets, resulting in 
a total of 20,000 videos. The sample population used in this research aligns with 
the demographics of the entire dataset population. 

The sample size of 20,863 videos was utilized in three evaluations to answer 
the research questions. Similar studies in literature have employed datasets with 
varying sizes, ranging from 15 to 50,000 videos. According to Das [26], the av-
erage number of samples needed to establish confidence in biometric research is 
approximately 15,000. Hence, the sample size of 20,863 videos in this study is 
deemed sufficient. 

3.5. Research Question 

This research question aims to assess the model’s generalizability and answer the 
primary research question: 

RQ1. Is the developed model generalizable? 
Put another way, can the developed FakeLooks model maintain the accuracy it 
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demonstrated on the “testing” data when applied to a variety of different data-
sets? If it can, then the model is generalizable; if it cannot, this mean that the 
model overfits the training dataset. 

Consequently, this study framed the following null and alternative hypotheses 
to answer this research question: 

H0: The model’s average accuracy for known and unknown datasets is not 
equal. 

Ha: The model’s average accuracy for known and unknown datasets is equal. 
To test these hypotheses, this study evaluated the performance of the model 

on the testing dataset, which the model was already familiar with due to its use 
in the initial training. The training dataset consisted of over 25,000 videos, in-
cluding variations of scale, lighting, and orientation that were introduced into 
the initial 5000 videos obtained from FaceForensics++ dataset. The model was 
run on both datasets, and the results are presented in Table 1. 

Using the Minitab software, we obtained p-value was 0.025 (see Table 2), 
which is less than the alpha value of 0.05 indicating that the impact of this study 
is statistically significant. Therefore, based on these findings, this research rejects 
the null hypothesis. 

4. Discussion 

Previous studies have reported reduced model accuracy when tested on different 
datasets. In this study, the evaluation aimed to investigate if the developed Fa-
kelloks model maintains accuracy when tested on a different dataset compared 
to the training dataset. The performance of the model was compared on the 
training dataset (FaceForensics++) and the testing dataset (subsets of the DFDC 
dataset) by running all the videos through the model and recording the perfor-
mance. The results were then compared to identify any significant reduction in 
accuracy for the testing dataset. Figure 3 provides a visual comparison of the 
results for both datasets. The accuracy of the model when tested on the same 
dataset used for training was found to be 99.98% (training), while on a different 
(testing) dataset, it achieved an accuracy of 98.39%. As shown in Figure 4, the 
variation in accuracy was only about 1%. This demonstrates that unlike other 
methods, this approach showed great generalization beyond the dataset used for 
model training. 
 
Table 1. Model results for known and unknown datasets. 

Dataset Accuracy (%) Sensitivity Specificity 

Training 99.98 99.91 9.96 

Testing 98.39 96.88 8.10 

 
Table 2. Estimation for pair difference for known and unknown datasets. 

N Mean StDev 95% CI for µ Difference t-Value p-Value 

2 99.1 1.12 (89.086, 109, 284) 124.79 0.025 
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Figure 4. Analysis of results from the training and test datasets. 
 

Figure 4 shows that the model’s performance demonstrated good generaliza-
tion, as the observed discrepancy in precision was only about 1%. Therefore, this 
study rejects the null hypothesis, as the obtained p-value of 0.025 is less than the 
significance level of 0.05 used in this study. This result demonstrates that human 
facial features are sufficient for detecting deepfake videos, which may have im-
plications for the development of lighter and faster deepfake detection systems. 
However, this study has a few limitations which will be highlighted in the next 
section. 

Limitations 

Some of the limitations identified in this research include: 
 Limited to videos with human faces: The model developed in this study fo-

cuses only on detecting deepfake videos with human faces and may not per-
form well on videos without human faces or non-facial feature alterations. 
This limitation may reduce the model’s effectiveness in scenarios where 
non-human objects or scenes are involved. 

 High computational costs: The model requires significant computational re-
sources, which may limit its ability to process large videos in real-time appli-
cations. The computational costs associated with the model may also pose 
challenges in terms of scalability and deployment in resource-constrained 
environments. 

 Variability with software and hardware configurations, datasets, and experi-
mental settings: The model’s performance may vary depending on the spe-
cific software and hardware configurations used for implementation, as well 
as the characteristics of the datasets and experimental settings employed. 
This variability may impact the reproducibility and generalization of the 
model’s results across different setups. 

 Limited subsets of the dataset: The study utilized limited subsets of the 
DFDC dataset for model evaluation, which may affect the reproducibility and 
generalization of the results. The use of limited datasets may not fully capture 
the diversity and complexity of real-world scenarios, potentially limiting the 
robustness of the model’s performance. 

 Lack of interpretability: The model does not provide explanations or justifi-
cations for its predictions, which may limit the ability of stakeholders to un-
derstand the basis for the model’s conclusions. This lack of interpretability 

https://doi.org/10.4236/jcc.2023.1112001


D. S. W. Nguyen, D. T. Ademiluyi 
 

 

DOI: 10.4236/jcc.2023.1112001 10 Journal of Computer and Communications 
 

may raise concerns about the transparency and trustworthiness of the mod-
el’s outputs. 

5. Conclusion and Recommendations 
5.1. Recommendation 

Further research is needed to validate the performance of the model on different 
data sources and consider potential biases in real-world scenarios. Transfer 
learning techniques could be explored to reduce training time and improve the 
model’s performance. Comparison with other existing methods and thorough 
investigation of potential biases in training data are necessary for making con-
clusive claims about the model’s effectiveness. Future research could also expand 
the model’s evaluation on different backgrounds, lighting conditions, and orien-
tations, and focus on providing explanations for the model’s predictions to en-
hance interpretability. Furthermore, it is important to note that deepfake detec-
tion methods based on human facial features may have limitations, as deepfake 
technology continues to evolve and improve. Therefore, a combination of mul-
tiple detection methods, including both human facial features and other ap-
proaches such as audio analysis and metadata examination, may be more effec-
tive in accurately detecting deepfake videos. 

5.2. Conclusion 

This study demonstrates that human facial features can be effectively used for 
detecting deepfake videos, and the model developed in this study shows high 
precision and generalization, with only slight accuracy reduction on unknown 
datasets. Despite the limitations, the results of this study suggest that the ap-
proach outperforms existing deepfake detection techniques in terms of generali-
zation and has implications for the advancement of deepfake detection research. 
However, regular updates and improvements to the model may be necessary to 
adapt to new deepfake generation techniques and enhance its detection accura-
cy. 
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