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Abstract 
Research on specific domain question-answering technology has become 
important with the increasing demand for intelligent question-answering 
systems. This paper proposes a domain question-answering algorithm based 
on the CLIP mechanism to improve the accuracy and efficiency of interac-
tion. First, this paper reviewed relevant technologies involved in the ques-
tion-answering field. Then, the question-answering model based on the CLIP 
mechanism was produced, including its design, implementation, and optimi-
zation. It also described the construction process of the specific domain 
knowledge graph, including graph design, data collection and processing, and 
graph construction methods. The paper compared the performance of the 
proposed algorithm with classic question-answering algorithms BiDAF, 
R-Net, and XLNet models, using a military domain dataset. The experimental 
results show that the proposed algorithm has advanced performance, with an 
F1 score of 84.6% on the constructed military knowledge graph test set, which 
is at least 1.5% higher than other models. We conduct a detailed analysis of 
the experimental results, which illustrates the algorithm’s advantages in ac-
curacy and efficiency, as well as its potential for further improvement. These 
findings demonstrate the practical application potential of the proposed algo-
rithm in the military domain. 
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1. Introduction 

With the rapid development of information technology, the need for acquiring 
and processing massive amounts of information has become increasingly urgent. 
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Among them, question-answering systems [1] have become an important hu-
man-computer interaction method and are receiving more and more attention 
from academia and industry. As an important branch of natural language 
processing, domain question-answering technology is an effective way to help 
people quickly obtain the desired information and has received widespread at-
tention and research. However, existing domain question-answering technology 
[2] still faces many issues, such as inadequate understanding and utilization of 
domain knowledge, model accuracy, and efficiency, which limits its further 
promotion and application in practical use. Therefore, this study conducted 
in-depth research on domain question-answering technology based on the CLIP 
(Contrastive Language-Image Pre-Training, CLIP) mechanism [3], aiming to 
improve the accuracy and efficiency of domain question-answering and provide 
better solutions for its application. 

The main issue addressed in this study is how to improve the accuracy and ef-
ficiency of domain question-answering technology and achieve accurate under-
standing and utilization of domain knowledge. The significance of this study lies 
in proposing a new domain question-answering technology that uses the CLIP 
mechanism to improve the accuracy and efficiency of domain question-answering 
and provide better solutions for practical applications. The main approach is to 
use the CLIP mechanism as the basic framework of domain question-answering 
technology, build a new type of domain question-answering model, and through 
experimental analysis, improve the model’s accuracy and efficiency, and use 
domain knowledge graphs [4] to provide more accurate domain knowledge for 
the model, further improving the model’s effectiveness and performance. This 
paper proposes a new domain question-answering framework, achieves accurate 
understanding and utilization of domain knowledge, and provides better solu-
tions for practical applications. 

The structure of this paper is as follows: first, it introduces the relevant tech-
nologies of domain question-answering, proposes research on domain ques-
tion-answering technology based on the CLIP mechanism, including model de-
sign, implementation and optimization, and experimental result analysis. Se-
condly, it introduces the construction of domain knowledge graphs, including 
graph design, data collection and processing, graph construction algorithms, and 
experimental result analysis. Then, the experimental results are analyzed in de-
tail, including question-answering effect analysis, knowledge graph construction 
effect analysis, and model optimization effect analysis. Finally, the research re-
sults and significance of this paper are summarized, and future work is outlined. 
The research approach and experimental results of this paper have certain ref-
erence value and are expected to provide some inspiration and guidance for the 
research and application of domain question-answering technology. 

2. Related Work 

In practical applications, domain question-answering (QA) technology is widely 
used in fields such as intelligent customer service [5], intelligent search [6], etc. 
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This chapter will introduce the relevant technologies of domain QA, including 
natural language processing, QA systems, knowledge graphs, and other aspects. 

1) Natural language processing (NLP) 
NLP refers to the technology that computers use to analyze and process natu-

ral language to achieve functions such as text understanding [7], generation [8], 
translation, etc. NLP includes aspects such as word segmentation, part-of-speech 
tagging, semantic analysis, and syntax analysis. In domain QA technology, NLP 
technology is widely used to analyze and understand user questions, in order to 
perform subsequent processing and provide answers. 

2) QA systems 
QA systems are systems based on natural language processing and knowledge 

representation, used to answer questions asked by users. QA systems are mainly 
divided into two types: pattern-matching QA systems [9] and semantic analysis 
QA systems [10]. The former mainly uses rule matching to find answers to ques-
tions, while the latter analyzes and understands the questions semantically, 
matches and infers them with relevant knowledge in the knowledge base, and 
obtains the answers. 

3) Knowledge graphs 
Knowledge graphs represent entities, properties, and relationships as nodes 

and edges, forming a large graphical structure. They mainly include knowledge 
representation, knowledge storage, and knowledge inference, and are widely 
used in domain QA to accurately understand and utilize domain knowledge. 

4) Domain QA 
Currently, deep learning-based QA technology has become a hot research 

topic in the domain QA field. Typical models include convolutional neural net-
works, recurrent neural networks, attention mechanisms, etc. These models im-
prove the accuracy and generalization performance of the model through learn-
ing and training on large amounts of data. In addition, some studies use know-
ledge graphs and graph neural networks to achieve deep learning representation 
and inference of domain knowledge, improving the accuracy and intelligence of 
QA. Furthermore, to improve the performance of domain QA technology, tech-
niques such as data augmentation [11] [12], multi-task learning [13], and semi- 
supervised learning can enhance the robustness and generalization ability of the 
model from different perspectives, and reduce data annotation costs. The devel-
opment of technologies such as natural language processing, QA systems, know-
ledge graphs, and deep learning provides a solid foundation for the application 
of domain QA. This paper proposes a domain QA technology based on the CLIP 
mechanism on the basis of these technologies, aiming to improve the accuracy 
and intelligence of QA, and achieve a deep understanding and utilization of do-
main knowledge. 

3. Construction of Domain Graph 

In domain question answering, the construction of a knowledge graph plays an 
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important role in improving the effectiveness of question answering. The do-
main question answering based on the CLIP mechanism proposed in this paper 
requires a complete domain knowledge graph. Figure 1 shows the basic process 
of constructing a domain knowledge graph. First, the domain knowledge base 
needs to be obtained and processed to remove redundant and erroneous infor-
mation. Then, it needs to be transformed into a graph form, and some algo-
rithms and strategies are used to optimize the structure and performance of the 
graph. Finally, the graph is combined with the CLIP-based question answering 
technology to achieve more accurate question answering services and more in-
telligent information interaction. During the construction and optimization of 
the graph, methods such as node clustering [14], relationship extraction, and  

 

 
Figure 1. Domain knowledge base construction and question answering process. 
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Table 1. Data sources for domain knowledge base. 

Forum Content Participants Country 

DefenceTalk Defense technology and international military affairs Military experts, professionals USA 

Military.com Military news, opinions, job listings Professionals, enthusiasts USA 

Warzone Military and defense technology Professionals, researchers USA 

RusMilitary Russian and world military affairs Professionals, researchers Russia 

m.de German military and defense technology Professionals, researchers, enthusiasts Germany 

DefenceTalk European and international military affairs Experts, professionals Europe 

JointForces European and international military affairs Professionals, researchers, government officials Europe 

 
knowledge inference [15] were used to optimize the structure and performance 
of the graph. In CLIP-based question answering, entities and relationships in the 
graph are used as a knowledge base, and user questions are transformed into 
query statements to find matching answers in the graph. 

3.1. Construction of Domain Knowledge Base 

This article aims to construct a military domain knowledge graph based on open 
forum data. First, we determined the entity and relationship types, including 
entities such as people, weapons and equipment, military organizations, and war 
events, and relationships such as command, ownership, and combat. After de-
termining the entity and relationship types, we extracted a large amount of text, 
image, and video data from open military forums, as shown in Table 1, and 
represented the relationships between entities through knowledge graph triplets 
(head entity, relationship, tail entity). 

In the data collection and processing section, the following types of data were 
extracted from the data sources listed in Table 1: 

1) Military event data: event data related to military actions, wars, and mili-
tary training, including event name, date, location, participants, and results. 

2) Military equipment data: detailed parameters of various weapons and mili-
tary equipment, such as range, power, and accuracy, as well as manufacturer and 
model information. 

3) Military organization data: the organizational structure of military forces in 
various countries and regions, information on military commanders and leaders, 
and the relationships between various organizations. 

4) Military history data: historical data on wars, conflicts, and military actions, 
as well as information on historical events such as people, places, and dates. 

5) Military theory data: theoretical and research data on strategy, tactics, and 
weapon use, as well as data on military technology and development. 

3.2. Graph Structure Optimization 

After obtaining a reliable domain knowledge base, it was transformed into a 
graph structure, representing entities and relationships as nodes and edges. 
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Then, some algorithms and strategies were used to optimize the structure and 
performance of the graph, making it more compact and effective. 

The methods used are as follows: 
1) Node clustering: similar nodes were grouped together to reduce the size 

and complexity of the graph. 
2) Relationship extraction: relationship information was extracted from the 

text using natural language processing techniques and added to the graph. 
3) Knowledge inference: new information was inferred from the known in-

formation in the graph to enrich its content and knowledge. 
Through the above process, a knowledge graph with millions of entities and 

relationships was eventually formed. The entities in the graph include people, 
organizations, events, equipment, history, and theory, and the relationships in-
clude commanders, participants, time, and location. In the process of building 
and optimizing the graph, entity linking and relationship extraction algorithms 
were used to ensure the accuracy and completeness of the data. 

4. Intelligent Question-Answering Algorithm Design 

The main feature of the CLIP model is the use of joint training to learn repre-
sentations of both annotated images and text. This joint training approach 
enables the model to perform well on multiple tasks, including classification, 
semantic similarity, and question-answering. This paper used the CLIP model 
and graph neural networks (GNN) [16] as the core components of a ques-
tion-answering system, and fine-tuned them to achieve domain-specific ques-
tion-answering capabilities. A domain-specific question-answering algorithm 
was constructed based on the CLIP model and GNN, which utilized joint train-
ing to learn representations of annotated images and text. Supervised learning 
methods were used to fine-tune and transfer the model based on a military do-
main question-answering dataset. In this process, the BERT model [17] was used 
to process entity features, the VIT model [18] to process associated image fea-
tures, and cross-entropy loss was used as the training objective. Regularization 
techniques were also used to prevent overfitting. Finally, the optimal answer was 
selected as the output by computing the similarity between the question vector 
and the answer vector. The structure of the domain-specific question-answering 
algorithm based on the CLIP mechanism was shown in Figure 2. 

First, the constructed problem-answer pairs consist of general natural lan-
guage questions and text answers associated with image information. The natu-
ral language questions and text answers are processed through a graph neural 
network (GNN) model for knowledge graph small-sample transfer learning. The 
GNN model is utilized for question subject processing and the question-answer 
pairs are built based on the knowledge graph. The GNN model is used for repre-
sentation learning and the small-sample transfer learning method is employed to 
train the model with data from the knowledge graph, enabling the model to use 
existing information from the knowledge graph to enhance task performance. 
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Figure 2. Question answering algorithm architecture based on CLIP mechanism. 
 

Second, during the fine-tuning process of the CLIP model, a supervised 
learning method is used with the annotated problem-answer pairs in the know-
ledge graph for training. The questions and answers are treated as sequence data, 
and the BERT model is used to process entity features while the VIT model is 
used to process associated image features. The cross-entropy loss function is 
used as the training objective, minimizing the prediction error of the model on 
the training set. Regularization techniques such as dropout and weight decay are 
also used to prevent overfitting. 

Then, a pre-extracted military domain question-answer dataset consisting of 
500 question-answer pairs and 1000 images with semantic information is used as 
the training data. Pre-training Data and Methods are shown in Table 2, and the 
training records are shown in Figure 3. The Adam optimizer is used during the 
training process with a learning rate of 0.001, and the training stops when the 
model’s accuracy on the validation set no longer improves. In each epoch, 5  
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Table 2. Pre-training data and methods. 

Model Data Source Data Type Data Volume Training Method 

GNN + CLIP Domain Knowledge Graph Text, Image 1500 Transfer Learning 

 

 
Figure 3. Records the trend of the training process. 

 
random questions and their corresponding answers and 5 images are selected as 
training samples from the question-answer data. These samples are fed into the 
CLIP model for feature extraction. To enable the model to utilize domain know-
ledge graphs for transfer learning, the entity and relationship information from 
the knowledge graph is fused with the training data as input during the training 
process. 

Finally, during the inference process, the transferred CLIP model is used to 
extract and retrieve information from the knowledge graph, transforming image 
information associated with entities into semantic features. This extends the 
richness of the candidate answers and facilitates the organization and arrange-
ment of candidate answers. The final answer is obtained by calculating the simi-
larity between the feature vectors of the question and the candidate set, com-
pleting the entire question-answering process. 

In addition, in the semantic feature processing of the above question-answering 
system, we used two models: one for question representation and the other for 
answer representation. Specifically, the question representation model takes a 
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natural language question as input and outputs a vector representation that con-
tains the semantic and syntactic information of the question. The answer repre-
sentation model takes a candidate answer as input and outputs a vector repre-
sentation that contains the semantic and syntactic information of the answer. By 
calculating the similarity between the question vector and the answer vector, the 
optimal answer can be selected as output. For the question representation mod-
el, we used the BERT model to take the question as a sequence input and obtain 
the vector representation of the question through multiple layers of neural net-
works. Specifically, assuming that the question is 1 2, , , nQ w w w=  , where n is 
the length of the question, and wi is the i-th word. We convert each word in the 
question into its corresponding word vector, and then add the word vectors to 
obtain the representation vector of the entire question: 

1

n

i
i

q w
=

= ∑                            (1) 

For the answer representation model, we use an attention mechanism to high-
light the parts of the answer related to the question. Specifically, assuming that 
the answer is 1 2, , , mA w w w=  , where m is the length of the answer, and wi is 
the i-th word. We first convert each word in the answer into its corresponding 
word vector, and then calculate the similarity between each word vector and the 
question representation vector to obtain an attention distribution vector a. Fi-
nally, we weight the word vectors in the answer and sum them to obtain the re-
presentation vector of the entire answer: 
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5. Experimental Design for QA 

This experiment will use the military domain dataset constructed in the afore-
mentioned paper, which includes 5000 questions and their corresponding an-
swers, manually annotated and reviewed. Additionally, we will also conduct ex-
periments on the SQuAD [19] dataset, which contains a broader range of do-
main knowledge and more types of questions, enabling better evaluation of the 
model’s generalization ability. 

5.1. Model Structure 

This section will introduce the domain QA technology based on the CLIP me-
chanism proposed in this paper and compare it with three other classic QA 
models (BiDAF [20], R-Net [21], and XLNet [22]) to verify the effectiveness and 
superiority of the proposed algorithm. The experiment will be conducted on the 
military domain dataset constructed in the aforementioned paper and on the 
SQuAD dataset. BiDAF, R-Net, and XLNet models will be used to train the QA 
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models. The architectures and parameter settings of the three models are as fol-
lows in Table 3. 

For each model, we will train on the training and validation sets, and use early 
stopping to prevent overfitting. The optimizer used for training is Adam, and 
the loss function is cross-entropy loss. 

5.2. Dataset Construction 

This experiment will use two datasets: the military domain dataset and the SQuAD 
dataset. The military domain dataset was extracted from the open-source military 
forum mentioned earlier and contains a large number of military QA data, with 
a total of 5000 question-answer pairs. The SQuAD dataset contains a large 
number of question-answer pairs from Wikipedia articles, with a total of 10,000 
question-answer pairs. 

5.3. Data Preprocessing 

In the data preprocessing stage, the following steps need to be taken for both 
datasets: data cleaning, word segmentation, word vectorization, question-answer 
matching, etc.; randomly divide the dataset into training set, validation set, and 
test set; for each question, generate a candidate answer set, including the correct 
answer and some distractor answers. These steps aim to transform the raw text 
into a format that can be input to the model and improve the quality and accu-
racy of the input to the model. 

5.4. Model Tuning 

This experiment will compare four models: the domain question answering 
model based on the CLIP mechanism proposed in this paper, the BiDAF model,  

 
Table 3. Comparison of model selection and algorithm structure. 

Algorithm Model Composition 

BiDAF Model • Two bidirectional LSTM layers 

• Self-attention mechanism 

• Global attention mechanism 

• Predict the start and end positions of the answer 

R-Net Model • Three bidirectional LSTM layers 

• Bitwise attention mechanism 

• Gated recurrent unit 

• Predict the start and end positions of the answer 

XLNet Model • Neural network architecture based on Transformer 

• Use autoregressive mechanism to predict answers 

• Permutation-based language model 
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the R-Net model, and the XLNet model. These models will be trained on the 
military domain dataset and the SQuAD dataset. In the model training and tun-
ing stage, the model needs to be tuned for hyperparameters, model structure 
adjustments, model weight initialization, etc. 

5.5. Model Evaluation 

In the model evaluation stage, metrics such as accuracy, recall, and F1 score will 
be used to evaluate the models. These metrics can measure the accuracy and 
completeness of the models in the question-answer matching task. By comparing 
the performance of each model on the two datasets and recording and analyzing 
the data generated during the experiment, the performance of the proposed al-
gorithm, BiDAF model, R-Net model, and XLNet model on the military domain 
dataset and SQuAD dataset were compared, and the experimental results are 
shown in Table 4. 

It can be seen that the proposed algorithm achieved the highest test F1 score 
of 84.6% on the military domain dataset, outperforming the other three models. 
On the SQuAD dataset, the test F1 score of the proposed algorithm was 78.2%, 
slightly lower than that of XLNet but higher than R-Net and BiDAF. In terms of 
test accuracy and recall, the proposed algorithm performed well compared to the 
other three models, with test accuracy and recalls both exceeding 80% on the 
military domain dataset. 

In addition, we analyzed the performance of each model on different question 
types. On the constructed military domain dataset, the model performed best on 
“when” and “where” type questions. This means that the model has good 
processing capabilities for time, location, and parameter determination issues in 
the military domain. On the SQuAD dataset, the model performed slightly worse 
than the XLNet model on “what” and “how” type questions. This indicates that 
the performance of this model may be slightly inferior to other models for gen-
eral reading comprehension tasks. Overall, the model demonstrated excellent 
performance in a specific field and has some generalization ability, some typical  

 
Table 4. Comparison of experimental results. 

Model Dataset 
Training  

Loss 
Test  

Accuracy 
Test  

Recall 
Test  

F1 Score 

Proposed Military domain data 0.003 86.20% 83.10% 84.60% 

BiDAF l Military domain data 0.002 80.70% 77.30% 78.90% 

R-Net Military domain data 0.001 81.50% 78.60% 79.90% 

XLNet Military domain data 0.001 84.30% 81.90% 83.10% 

Proposed SQuAD dataset 0.002 80.50% 76.40% 78.20% 

BiDAF SQuAD dataset 0.004 76.20% 72.80% 74.30% 

R-Net SQuAD dataset 0.003 77.80% 74.20% 75.90% 

XLNet SQuAD dataset 0.005 82.40% 78.90% 80.60% 
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questions and answers are shown in Table 5. 

5.6. Experimental Analysis 

According to the above experimental results, our proposed CLIP-based model 
performs better than the BiDAF and R-Net models in military domain question 
answering tasks but slightly worse than the XLNet model in the open domain. 
We analyze as follows. 

Firstly, the XLNet model in Reference [22] adopts a more complex pre-training 
model, which can better capture the semantic information of context when 
processing natural language processing tasks. Our proposed CLIP-based model 
is trained based on a multimodal pre-training model, which performs well in 
multimodal feature extraction but may not be as good as specialized natural 
language pre-training models for natural language processing. 

Secondly, the special properties of the military domain may have an impact on 
the model’s performance. The vocabulary and knowledge points involved in the 
military domain are more specialized and complex, requiring a deeper under-
standing and analysis of domain knowledge, which may still pose a challenge for 
the CLIP-based model. 

Finally, the choice of evaluation metrics may have an impact on the experi-
mental results. In our experiments, we chose common accuracy as the evaluation  

 
Table 5. Typical types of problems. 

Question Answer 

What is the primary weapon used by Russia’s Su-57 fighter 
jet? 

30 mm cannon and various missiles, such as air-to-air, 
air-to-ground, and anti-ship missiles. 

How many variants of the F-35 fighter jet are there in the 
US? 

There are three: F-35A (Air Force version), F-35B (short takeoff 
and vertical landing version), and F-35C (carrier-based version). 

What missiles can be used by the US F-35 fighter jet? AIM-9X Sidewinder air-to-air missile, AIM-120 AMRAAM 
medium-range air-to-air missile, AGM-154 JSOW air-to-ground 
missile, and AGM-158 JASSM long-range air-to-ground missile, etc. 

What is Israel’s “Iron Dome” system used for? It is used to intercept low-altitude targets such as short-range 
rockets, mortar shells, and unmanned aerial vehicles. 

What is the US Marine Corps’ “Wasp” class amphibious 
assault ship? 

It is a vessel used for maritime assault, transport, and support. 

What is the maximum range of Russia’s “Iskander-M” 
missile? 

It can hit targets up to 550 km away. 

How many generations of the UK Royal Air Force’s 
“Typhoon” fighter jet are there? 

There are three generations: F.2, F.3, and F.6. 

Why was the Soviet T-34 tank widely used in World War II? It was lightweight, agile, heavily armored, and had powerful 
firepower. 

What missions can the US “Raptor” fighter jet perform? It can perform multiple missions, including air superiority, ground 
attack, electronic warfare, intelligence gathering, and joint command. 

What type of shell does the US M1A1 main battle tank use? DU armor-piercing shells. 
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metric. However, in practical applications, different tasks may require different 
evaluation metrics. Therefore, different models may perform differently for dif-
ferent evaluation metrics. 

6. Conclusion and Prospects 

In this paper, we proposed a military domain question answering technology 
based on the CLIP mechanism, which, after sufficient data collection and 
processing, can construct a powerful domain knowledge graph, improving the 
efficiency of question answering and knowledge graph construction. In the ex-
perimental part, we compared the performance of our algorithm with the Bi-
DAF, R-Net, and XLNet models on the military domain dataset, and the results 
showed that our algorithm achieved excellent performance in question answer-
ing. In future research, we will explore the following directions: first, we will 
further improve the question answering model and knowledge graph construc-
tion algorithm. Existing algorithms still have deficiencies in answering complex 
questions, and the graph construction algorithm needs further optimization. 
Secondly, we will explore more extensive field applications. Our algorithm per-
forms well in the military domain, and we will explore its application to other 
fields, such as healthcare and finance. Finally, we will explore methods for model 
optimization. In addition to improving the model’s accuracy, we will also study 
how to improve the model’s operating efficiency and stability to better meet the 
needs of practical applications. The CLIP-based domain question answering 
technology proposed in this paper has good application prospects in the military 
domain, and future research directions will focus on introducing cross-modal 
feature extraction methods to further improve the algorithm and expand the ap-
plication mode. 
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