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Abstract 
Unmanned aerial vehicle (UAV) target tracking tasks can currently be suc-
cessfully completed in daytime situations with enough lighting, but they are 
unable to do so in nighttime scenes with inadequate lighting, poor contrast, 
and low signal-to-noise ratio. This letter presents an enhanced low-light en-
hancer for UAV nighttime tracking based on Zero-DCE++ due to its advan-
tages of low processing cost and quick inference. We developed a light-weight 
UCBAM capable of integrating channel information and spatial features and 
offered a fully considered curve projection model in light of the low signal- 
to-noise ratio of night scenes. This method significantly improved the track-
ing performance of the UAV tracker in night situations when tested on the 
public UAVDark135 and compared to other cutting-edge low-light enhanc-
ers. By applying our work to different trackers, this search shows how broadly 
applicable it is. 
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1. Introduction 

With its compact size and adaptable motion, UAV platforms have attracted a lot 
of attention and applications for visual target tracking, a component of comput-
er vision. Visual target tracking paired with UAVs opens up a larger range of 
applications, including maritime rescue [1], autonomous landing [2], and self- 
localization [3]. Trackers based on correlation filter and trackers based on Sia-
mese have both shown advancement in a number of large-scale benchmarks [4]. 
These benchmarks are primarily in well-lit situations, although in real-world 
UAV applications, UAVs frequently operate in dimly lit areas. Modern trackers 
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struggle to ensure their robustness in such settings, which limits the range of 
conventional UAV uses. 

The images captured by the UAV vision system have low brightness, low con-
trast, and severe noise quality issues as a result of insufficient photons and low 
signal-to-noise ratio in low-light settings, which prevents subsequent target track-
ers from gathering useful depth features. In real life, the prediction head might 
easily generate inaccurate results due to noise and uneven illumination. By chang-
ing the camera aperture, lengthening the exposure time, and utilizing artificial 
lighting, we may produce well-lit photographs with standard handheld cameras. 
These techniques do have some limitations, such as the fact that flash cannot be 
used in aerial locations where the lighting depends on the weather [5]. By em-
ploying low-light video frames as a training set, a data-driven target tracker can 
develop strong tracking performance in low-light conditions; however, the ex-
isting annotated dataset cannot satisfy the training needs. 

In this instance, the best course of action is to place a low-light enhancer in 
front of the standard target tracker. Due to the real-time requirements of the 
tracking task, the low-light enhancer needs to be lightweight and fast inference, 
which is not possible with many existing low-light enhancers. Zero-DCE++ trans-
forms the light enhancement problem into a curve projection task, improving 
the speed of inference. Considering the effect of noise on the enhancement task, 
single light curve parameter map and a set of noise curve parameter maps are 
used to the nonlinear curve projection. UCBAM with the addition of the convo-
lutional block attention module (CBAM) [6] is constructed to develop a lightweight 
low-light enhancer and thoroughly learn the illumination and noise profiles. 
Testing on a benchmark shows that our approach for nighttime UAV target track-
ing is effective. 

The contributions of this letter are summarized as follows. 
This search proposes to use a light curve parameter map and a set of noise 

curve parameter maps to accomplish nonlinear curve projection. 
A convolutional neural network (UCBAM) is constructed, which consists an 

encoder, a decoder and a channel space attention module to accomplish the 
learning of the curve parameter maps. 

Testing on the open test dataset UAVDark135 shows the usefulness and broad 
application of our proposed low-light enhancer in the area of UAV night track-
ing.  

2. Related Work  

Low-light enhancement techniques have been rapidly improved in recent years. 
Chun Wei et al. [7] enhance the brightness of images by building a deep learning 
network based on a data-driven strategy and Retinex theory with BM3D noise 
reduction. Jiang et al. [8] suggest an unsupervised learning technique dubbed 
EnlightenGAN to get over the restriction that supervised training needs enough 
matched low light/normal offsets. However, the above methods require heavy 
calculations. A few simple techniques have been suggested; Ziteng Cui et al. [9] 
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use an adaptive transformer network for the tasks of exposure correction and 
dark light enhancement. By establishing a weight-sharing illumination learning 
method that includes a self-calibrating module, SCI [10] is able to do multi-stage 
cascade training while only requiring a single step of inference. Zero-DCE [11] 
proposes to convert the image enhancement problem into an image-specific 
curve estimation problem and fit this curve using a higher-order function. Che-
byLighter [12] uses Chebyshev approximation to fit this curve. But these works 
are not directly available for UAV night tracking due to the fact that they are de-
signed as low-level vision tasks. 

The two types of target tracking algorithms are CNN-based and based on dis-
criminant correlation filters (DCF) [13]. Siamese-based trackers stand out among 
CNN-based methods for their excellent balance of accuracy and efficiency. The 
Siamese-based tracker [14] contains a template branch and a search branch, and 
has the ability to find the most similar sample to the sample to be matched from 
multiple candidate samples. DiMP [15] enhances the traditional DCF model to 
learn the deep feature representation in order to increase the tracking perfor-
mance, and ATOM adds an end-to-end scale estimate branch to enable end-to-end 
optimization on the tracking dataset. SiamRPN [16] introduces a region sugges-
tion network to generate accurate suggestions, which achieves outstanding 
tracking accuracy. TransT [17] introduces a self-attentive mechanism in the fea-
ture fusion stage, which improves the tracking performance. While these gener-
al-purpose trackers exhibit exceptional performance under good illumination, 
their robustness is reduced significantly when under low illumination condi-
tions. 

The importance of nighttime target tracking research has been increasingly 
recognized, but the majority of previous studies have attempted to solve this is-
sue by altering the data source. For example, complex sensors such as infrared 
cameras [18], low-light cameras [19], and event cameras [20] were used to ac-
quire images. Some scholars have made efforts to solve the night tracking prob-
lem from the visible light perspective. DarkLighter [21] exploits the Retinex 
model to improve the brightness in visible images, but is not closely linked to the 
target tracking task. SCT [22] is trained in a task-inspired manner to be used in 
object tracking. Wenjing Wang et al. [23] propose the use of discrete integration 
to learn illumination-enhanced concave curves that can be used for advanced vi-
sion tasks.  

3. Proposed Approach  

In order to estimate single illumination curve parameter map and multiple noise 
curve parameter maps, as shown in Figure 1, the improved approach based on 
Zero-DCE++ employs a convolutional neural network created by an encoder- 
decoder and introducing a channel-space attention mechanism. Then, it gene-
rates images with favorable illumination conditions by applying a comprehen-
sive curve projection model. The approach illuminates the template and search-
ing patches for trackers. 
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Figure 1. Overall structure diagram. 

3.1. Improvement of Curve Projection  

In Zero-DCE++, single light curve map is involved in the non-linear curve pro-
jection task to implement low light enhancement. The low-light image iX  is 
used to estimate a light curve parameter map I, and Equation (1), Equation (2) 
and Equation (3) are used to determine the enhanced image oX .  

 0
iX X=                               (1) 

and  

 ( )1 1 11 , 1, ,  t t t tX X I X X t T− − −= + ⊗ − =                 (2) 

and  

 T
OX X=                              (3) 

where, ⊗  denotes element-by-element multiplication and tX  signifies the 
intermediate outcome of the iterative procedure. 

However, noise is not considered in the above curve projection model. So, a 
novel model is proposed which takes as input a low-illumination image iX , a 
single light curve parameter map I and a set of noise curve parameter maps. The 
operation process can be expressed by Equation (4), Equation (5) and Equation 
(6).  

 0
iX X=                             (4) 

and  

 ( )
1 1 1

1 1 1

ˆ
, 1, ,ˆ ˆ ˆ1

t t t

t t t t

X X N
t T

X X I X X

− − −

− − −

 = − =
= + ⊗ ⊗ −

            (5) 

and  

 T
oX X=                           (6) 

In Equation (5), the noise in 1tX −  is removed using distinct noise curve pa-
rameter maps 1tN − , which improves the nonlinear curve projection for lighting 
correction. T is set to 8 in Equation (5) and Equation (6). 

3.2. Improvement of Deep Curve Estimation Network  

In Zero-DCE++, the depth curve estimation network contains only the simple 
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encoder and decoder, which is not enough to learn features of images. Therefore, 
the convolutional neural network called UCBAM is created to estimate the light 
curve parameter map and noise curve parameter maps. The encoder, CBAM, 
and decoder are the components of this network. 

The encoder consists of numerous down-sampling and convolution blocks, 
where the down-sampling block utilizes 2D convolution to shrink the spatial 
dimension of the features and the convolution block uses 2D convolution to in-
crease the number of channels of the features. 

In order to execute adaptive feature optimization, CBAM, a light-weight at-
tention module for feedforward convolutional neural networks, it calculates the 
attention maps for the feedforward feature maps from the channel and space 
dimensions separately, multiplies them by the feedforward feature maps to per-
form adaptive feature optimization. 

The channel attention module can be expressed as [6]:  

 ( ) ( )( ) ( )( )( )1 1 1cM F MLP AvgPool F MLP MaxPool Fψ= +         (7) 

where, ( )AvgPool  represents the average pooling operation in spatial dimen-
sion, ( )MaxPool  indicates the maximum pooling operation in spatial dimen-
sion, MLP is a multilayer perceptron with an implicit layer, and ( )ψ  denotes 
the sigmoid operation. 

Spatial attention module can be phrased as [6]:  

 ( ) ( ) ( )( )( )7 7
2 2 2;sM F f AvgPool F MaxPool Fψ ×=            (8) 

where, ( )AvgPool  indicates the average pooling operation in the channel di-
mension, and ( )MaxPool  defines the maximum pooling operation in the 
channel dimension. 7 7f ×  represents the convolutional layer with the kernel 
size of 7 × 7, ( )ψ  means sigmoid operation. 

The convolution block structure of the decoder is similar to that of the encod-
er, with the exception that the convolution blocks are intended to reduce the 
number of feature channels. The decoder also includes up-sampling blocks. The 
inverse convolution process is utilized by the up-sampling block to expand the 
feature space dimension. 

3.3. Improvement of Loss Function  

Zero-DCE++ proposes the four types of no-reference loss functions in order to 
satisfy the human visual perception, which are the spatial consistency loss, the 
exposure control loss, the color constancy loss, the illumination smoothness loss. 
However, the nighttime tracking task expects the target tracker to extract similar 
features from the light-adjusted image and the image under good illumination 
[22]. AlexNet [24] is often used as the backbone network for a generic target 
tracker. Hence, the following equation can be used to express the loss function:  

 
( ) ( )5

2

3

i i

i i i i

X Y
loss

c w h=

Φ −Φ
= ∑                     (9) 
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where X means the low-light image modified image, Y denotes the image taken 
under normal illumination, and ( )iΦ  denotes the operation to extract the ith 
layer of features from the AlexNet network. ic  displays the number of channels 
of the feature map, iw  shows the feature map’s width, and ih  indicates the 
feature map’s height. 

4. Experimental Design 
4.1. Training  

The LOL dataset, which has 485 pairs of low-light/normal-light photos with an 
image size of 600 × 400, serves as our training set, and a randomly cropped 
training patch of 256 × 256 is used for training. With AdamW acting as the op-
timizer, the training process lasts 100 periods, the first five of which serve as 
warm-up. The initial learning rate is set to 0.0009, the weight decay to 0.02, and 
the batch size to 16. 

The experiments were conducted on a PC configured with NVIDIA RTX 
A5000 GPU, Intel(R) Xeon(R) Gold 6330 CPU. 

4.2. Evaluation Metrics  

This letter chooses the evaluation metrics from the single-target tracking job in-
stead of the evaluation metrics from the standard low-light enhancement test 
because our study is for the performance of nighttime UAV tracking rather than 
a completely low-level task. The tracker is run throughout the test sequence us-
ing the OPE [25] evaluation method, providing the first frame of the groun-
ding-truth initialized tracker, and using accuracy and success rates to gauge our 
performance. The distance between the center of the target tracker bounding 
box and the center of the matching real bounding box serves as a gauge for ac-
curacy. The accuracy plot’s vertical coordinate represents the proportion of 
frames whose distance is below the threshold to all frames, while the accuracy 
plot’s horizontal coordinate represents the distance threshold. The accuracy 
plot’s vertical coordinate at the horizontal position of 20 is utilized to determine 
the tracker’s rating. The concatenation of the true bounding box and the tracker 
bounding box yields a success rate estimate. The success graph displays the per-
centage of frames with IOU larger than the subsequent threshold, and the track-
ers’ success rates are graded based on the success graph’s area under the curve. 

5. Experimental Results and Discussion  

As shown in Figure 2, Zero-DCE++, EnlightenGAN, SCI, IAT, and SCT are 
compared, as well as our work. These low light enhancers are used directly in the 
pre-processing stage of SiamRPN++, which is evaluated in UAVDark135. Clear-
ly, the improvements in all aspects make the work gives more performance gains 
than Zero-DCE++ for nighttime UAV tracking. On the test dataset, the basic 
tracker with Zero-DCE++ only has a success rate of 0.391 and a precision of 0.49, 
compared to a success rate of 0.444 and a precision of 0.562 for the base tracker  
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Figure 2. Comparison with different low-light enhancers. 

 
with the work. It also has superiority over other advanced low-light enhancers in 
this regard. SCT, being a low light enhancer also developed for target tracking 
work, assists significantly for night UAV tracking task than other advanced low 
light enhancers. Better metrics are demonstrated in our work when compared to 
SCT, which it’s believed that is a result of the UCBAM network’s suitability for 
this estimate task and our curve projection model.  

As shown in Figure 3, this work is applied to numerous single-target trackers 
tested on the publicly available UAVDark135, where DiMP18 and DiMP50 are 
based on correlation filters, and SiamAPN++, SiamRPN++ are based on twin 
networks. In addition, DiMP18 uses ResNet-18 as the backbone network, DiMP50 
uses ResNet-50 as the backbone network, and SiamAPN++, SiamRPN++ uses 
AlexNet as the backbone network. Figure 4 illustrates how this work improved 
performance on the tracker, for instance by assisting SiamAPN++ in achieving 
improvements of 27.2% and 30.9%. Our results still hold up on trackers using 
different networks as backbone networks even though we utilize AlexNet to ex-
tract features during training. 

In Figure 5, some trace screenshots are provided. For visualization purposes, 
the first column is the original low-light image and the remaining columns are 
globally enhanced. During tracking, our work is enhanced for template branch-
ing and searching for patches to track. It is easy to see from the figure that our 
work benefits the perceptibility of the tracker at night, thus improving the per-
formance of the tracker. 

The ablation experiment is conducted on the improved part to show the ne-
cessity and superiority of the improvement. This is conducted with the noise 
term, the spatial attention module and the channel attention module in mind. 
SiamRPN++ was used as the basis tracker in the experiments, which were run on 
UAVDark135 to examine the effects of each absence on the enhancement of  
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Figure 3. Overall performance of SOTA trackers with Ours activated or not. 

 

 
Figure 4. Performance improvement of SOTA trackers brought by Ours. 

 
nighttime tracking performance. Table 1 uses the abbreviations CAM for chan-
nel attention module, SAM for spatial attention module, and NCPM for noise 
profile parameter maps. The performance of tracking is somewhat degraded in 
the absence of CAM and SAM, and when both are absent and just the noise term 
is present, the performance is only increased by 7.9%/9.5%, demonstrating the 
necessity of CBAM. In addition, the noise contour parameter map contributed 
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Figure 5. Overall performance of SOTA trackers with ours activated or not. 

 
Table 1. Results of ablation experiment. 

CAM SAM NCPM Succ./Prec. Δ (%) 

√ √ √ 0.444/0.562 16.2/18.1 

 √ √ 0.426/0.539 11.5/13.2 

√  √ 0.422/0.538 10.4/13.0 

  √ 0.412/0.521 7.9/9.5 

√ √  0.4/0.499 4.7/4.8 

   0.382/0.476  

 
significantly to the performance improvement, giving the tracker an increase of 
11.5% in success rate and a 13.3% in precision.  

6. Conclusion 

This letter suggests an improved low light enhancer based on Zero-DCE++ for 
UAV night tracking. The low-light enhancer builds a lightweight network with 
encoder, decoder, and CBAM and suggests a thoroughly considered curve pro-
jection model to improve the precision and success rate of the tracker on UAVs. 
This is obvious that our effort will significantly contribute to the growth of UAV 
nighttime applications. The work also has large room for improvement, such as 
getting a better approach to reduce noise. 
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